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ON FULLY NONLINEAR PARABOLIC MEAN FIELD GAMES

WITH NONLOCAL AND LOCAL DIFFUSIONS

INDRANIL CHOWDHURY, ESPEN R. JAKOBSEN, AND MIŁOSZ KRUPSKI

Abstract. We introduce a class of fully nonlinear mean field games posed
in [0, T ]× Rd. We justify that they are related to controlled local or nonlocal
diffusions, and more generally in our setting, to a new control interpretation in-
volving time change rates of stochastic (Lévy) processes. The main results are
existence and uniqueness of solutions under general assumptions. These results
are applied to non-degenerate equations — including both local second order
and nonlocal with fractional Laplacians. Uniqueness holds under monotonic-
ity of couplings and convexity of the Hamiltonian, but neither monotonicity
nor convexity need to be strict. We consider a rich class of nonlocal operators
and processes and develop tools to work in the whole space without explicit
moment assumptions.

1. Introduction

In this paper we introduce a new model of mean field games and analyse it
using PDE methods. Mean field games are limits of N -player stochastic games
as N → ∞, under certain assumptions allowing for the mean field limit to exist.
The Nash equilibria are characterized by a coupled system of PDEs called the
mean field game system, where the value function of the generic player is given
by a backward Hamilton–Jacobi–Bellman equation and the distribution of players
by a forward Fokker–Planck equation. The mathematical theory of such problems
was introduced by Lasry–Lions [57, 58, 59] and Huang–Caines–Malhamé [41, 40]
in 2006, and today this is a large and rapidly expanding field. This research is
mostly focused on either PDE or stochastic approaches. Extensive background and
recent developments can be found in e.g. [1, 9, 17, 18, 35, 15, 37] and the references
therein.

In contrast to the more classical setting, we allow not only the drift of a sto-
chastic process to be controlled but also the diffusion. To be more precise, the
players control the time change rate of a Lévy process. If the (diffusion) process is
self-similar like a Brownian motion or an α-stable process, this is equivalent to a
classical controlled diffusion [32, 66] (see Section 3 and [25] for more details). In our
setup the backward equation is fully nonlinear, and the system may be strongly de-
generate and local or nonlocal. Problems sharing some of these features have been
addressed before. In [16] the authors allow for a degenerate diffusion, but it is not
controlled and there are restrictions on its regularity, cf. [71, 11]. There are recent
results on mean field games with nonlocal (uncontrolled) diffusion involving Lévy
operators [20, 26, 31, 45]. See also [14] for a problem involving fractional time
derivatives.
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Control problems/games have many applications throughout the sciences, engi-
neering, and economics. Controlled diffusions [32] appear e.g. in portfolio optimiza-
tion in finance, cf. [12, 38, 68]. Despite the many applications in economics [37, 34],
see also [3], control of the diffusion is a rare and novel subject in the context of
mean field games. So far it has been addressed mostly by stochastic methods: [55]
introduces an approach based on relaxed controls and martingale problems to show
existence (without uniqueness) of probabilistic solutions to very general local mean
field games, see further developments in e.g. [6]. Mean field games of controls are
considered in [29], and [8, 7] consider extensions to problems perturbed by bounded
nonlocal operators. Some results by PDE methods can be found in [69], as well as
[2, 27] for uniformly elliptic (stationary second order) problems. Except for [69],
there seem to be no prior uniqueness results for fully nonlinear problems by any
methods.

We focus on the case where the generic player has a single control, which ad-
dresses most of the novelties. We also explain how to include a separately controlled
drift and hence the corresponding first-order terms in the PDEs. To be precise, we
mainly study derivation, existence, and uniqueness questions for the mean field
game system





−∂tu = F (Lu) + f(m) on T × R
d,

u(T ) = g(m(T )) on R
d,

∂tm = L∗(F ′(Lu)m) on T × R
d,

m(0) = m0 on R
d,

(1)

where T = (0, T ) for a fixed T > 0. We assume L to be a Lévy operator with triplet
(c, a, ν), an infinitesimal generator of a Lévy process (see [13, §2.1]). The (formal)
adjoint L∗ of L is also a Lévy operator. Typical examples are the Laplacian ∆,
(c, a, ν) = (0, I, 0), the fractional Laplacian −(−∆)σ, (c, a, ν) = (0, 0, c̄ |z|−d−2σ dz)
for c̄ > 0 and σ ∈ (0, 1), and tempered, nonsymmetric, and even degenerate elliptic
operators. We discuss more in Section 2.

A semi-rigorous derivation of problem (1) is given in Section 3, starting with a
precise interpretation of the control problem for the generic player in terms of the
time change rate of the Lévy process. Our derivation leads to a Hamiltonian F
which is convex and non-decreasing, an optimal feedback control θ∗ = F ′(Lu), and
ultimately to the mean field game system (1) which is then parabolic. It is coupled
through the running and terminal costs f and g and the optimal feedback control.
In this paper f and g are smoothing (nonlocal) couplings.

Our first objective is to study the well-posedness of problem (1) with a (nearly)
minimal set of assumptions (A1)–(A5), naturally arising from the analysis in Sec-
tion 3. This is matched with one of the weakest solution concepts where the feedback
control is well-defined: classical solutions u and measure-valued distributional so-
lutions m. Reworking the mean field games arguments to fit our setting, we reduce
the question of well-posedness to a set of general conditions (S1)–(S5) describing
the properties of solutions of the uncoupled equations making up problem (1): solv-
ability, stability, and regularity of the Hamilton–Jacobi–Bellman equation (4), and
uniqueness of the Fokker–Planck equation (5) — see below.

To prove uniqueness, we impose monotonicity assumptions on the couplings.
Improving on previous results, we need neither strict convexity of the Hamiltonian
nor strict monotonicity of the couplings. Existence for problem (1) holds under
much weaker assumptions than uniqueness, in part because we need no uniqueness
for the Fokker–Planck equation. We exploit the Kakutani–Glicksberg–Fan fixed
point theorem (a generalization of the Schauder theorem), relying on a stability
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result for sets of solutions of the Fokker–Planck equation. It is based on new
tightness arguments which require no moment assumptions in R

d on m or ν.1 This
approach is of independent interest and has already been exploited in [31, 24, 44].

The second objective is to verify the abstract conditions (S1)–(S5) and hence
obtain well-posedness in concrete cases. We consider two non-degenerate problems
— local (Section 2.2) and nonlocal (Section 2.3). In an upcoming paper [25], we
also show that our findings can be applied to certain strongly degenerate problems.
In Section 2.5 we formulate the results for a combination of controlled drift and
diffusion where the mean field game system also includes the first-order terms





− ∂tu−H(∇u)− F (Lu) = f(m) on T × R
d,

u(T ) = g(m(T )) on R
d,

∂tm+ div (∇H(∇u)m)− L∗(F ′(Lu)m) = 0 on T × R
d,

m(0) = m0 on R
d.

(2)

The main challenge is to get classical solvability and strong enough a priori
regularity estimates for solutions of Hamilton–Jacobi–Bellman equations. In the
local case, the key Schauder regularity and solvability results are proved in [73].
In the nonlocal case, the Schauder estimates are proved in [30], but we could find
no existence result in the literature. To show existence, we adapt the continuity
method described in [52], using the a priori estimates of [30], and solvability for
linear nonlocal equations of [63]. In both non-degenerate cases, uniqueness for
the Fokker–Planck equation can be deduced from existing results by adapting the
Holmgren method.

To summarise, the main novelties of this paper are:

(i) The new model and well-posedness results in Section 2.

(ii) The stochastic control interpretation of the Hamilton–Jacobi–Bellman equa-
tion (in terms of time-rate change); a heuristic derivation of problem (1) in
Section 3.

(iii) A theory of mean field games in R
d without moment assumptions (see Sec-

tion 2.6); the technical results in Lemmas 4.9, 4.11, and 4.15.

(iv) Existence and stability for the Fokker–Planck equation with an arbitrary Lévy
operator and a non-negative continuous coefficient in Section 6.1, and their use
to prove Theorem 7.5, existence for problem (1).

(v) Uniqueness for problem (1) without strong convexity of F or strict monotonic-
ity of f, g; the second half of the proof (from (38)) of Theorem 7.7.

The paper is organized as follows: In Section 2 we introduce assumptions, so-
lution concepts, and the (concrete and general) well-posedness results for the fully
nonlinear mean field game system (1) along an extension to system (2) with con-
trolled drift. The derivation of PDEs from a stochastic model is given in Section 3.
Section 4 discusses both the background material and new results that are needed
in the proofs, including tightness and approximations of Lévy operators. Section 5
contains results on Hamilton–Jacobi–Bellman equations, and in Section 6 we dis-
cuss well-posedness for Fokker–Planck equations, including existence and stability
of solutions under general assumptions. Section 7 contains the proofs of the general

1In the mean field game literature, m is usually continuous in the Wasserstein d1 distance and
has two bounded moments, whereas here we work with the Rubinstein–Kantorovich (or bounded–
Lipschitz) distance d0 and no explicit moment bounds. The challenge is to preserve compactness.
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existence and uniqueness results for problem (1) and can be read independently.
Some technical proofs and auxiliary results are given in the appendices.

2. Main results

We present our setting and the main results regarding well-posedness for prob-
lem (1), and their extension to problem (2). We also discuss the lack of moment
assumptions for the initial data and the Lévy process.

2.1. Assumptions and solution concepts. A Lévy measure ν is defined by

ν is a Radon measure on R
d \ {0}, ν ≥ 0,

∫

Rd

(
1 ∧ |z|2

)
ν(dz) <∞.(3)

The representation formula for the Lévy operator L can the be given as:

(L):† L : C2
b (R

d) → Cb(R
d) is a linear operator with a triplet (c, a, ν), where

c ∈ R
d, a ∈ R

d×d, ν is a Lévy measure (3), and

Lφ(x) = c · ∇φ(x) + tr
(
aaTD2φ(x)

)

+

∫

Rd

(
φ(x + z)− φ(x) − 1B1

(z) z · ∇φ(x)
)
ν(dz).

Let P(Rd) be the set of probability measures on R
d equipped with the topology

of weak convergence of measures. This topology can be metrised by the Rubinstein–
Kantorovich norm ‖ · ‖0 defined in Definition 4.4.

In problem (1), we then use the following assumptions:

(A1):† F ∈ C1(R), F ′ ∈ Cγ(R) for γ ∈ (0, 1] (see Definition 4.1), and F ′ ≥ 0;

(A2): F is convex;

(A3): m0 is a probability measure on R
d;

(A4):† f : C(T ,P(Rd)) → Cb(T × R
d) and g : P(Rd) → Cb(R

d) are continu-
ous, i.e. lim

n→∞
supt∈T ‖mn(t)−m(t)‖0 = 0 implies

lim
n→∞

‖f(mn)− f(m)‖∞ = 0 and lim
n→∞

‖g(mn(T ))− g(m(T ))‖∞ = 0;

(A5): f and g are monotone operators, namely
∫

Rd

(
g(m1)− g(m2)

)
(x)

(
m1 −m2

)
(dx) ≤ 0,

∫ T

0

∫

Rd

(
f(m1)− f(m2)

)
(t, x)(m1 −m2)(t, dx) dt ≤ 0,

for every pair m1,m2 in P(Rd) or C(T ,P(Rd)).

Remark 2.1. (a) F ′ ∈ Cγ(R) is needed for uniqueness. For our existence results,
F ∈ C1(R) and γ = 0 in (A1) is sufficient.

(b) F ′ ≥ 0 in (A1), but F ′ ≥ κ > 0 in the concrete cases we discuss below
in Sections 2.2 and 2.3. However, the general theory of Section 2.4 holds under
the weaker assumption F ′ ≥ 0. The latter results allow us to handle a class of
degenerate mean field games, and are needed for the upcoming paper [25].

(c) By the Legendre–Fenchel transform, for F satisfying (A1) and (A2),

F (z) = sup
ζ∈[0,∞)

(
zζ − F ∗(ζ)

)
for F ∗(ζ) = sup

z∈R

(
ζz − F (z)

)
.

†These three conditions need to be strengthened for our results to hold in the concrete cases
we present, compare the statements of Theorem 2.6, Theorem 2.8, and Theorem 2.9.
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Accordingly, every such F is the nonlinearity of a Hamilton–Jacobi–Bellman equa-
tion from the stochastic control theory [32, 68]. Hence for a fixed m, the first
equation in (1) is a Hamilton–Jacobi–Bellman equation.2 Note that F ∗(ζ) = ∞ for
ζ < 0. See Appendix B and (10)–(12) for more details.

(d) The operators in (A4) are so-called smoothing couplings. Typically they are
nonlocal and defined by a convolution with a fixed kernel (see e.g. [1]).

(e) Assumption (A5) is the standard Lasry–Lions monotonicity conditions re-
quired for uniqueness. The equivalent and more familiar formulation with f and g

non-decreasing [59, 1] is obtained by taking g̃ = −g, f̃ = −f, and ũ = −u, which

leads to −∂tũ = −F (−Lũ) + f̃(m) and ũ(T ) = g̃(m) in problem (1). Our choice
simplifies the notation when nonlinear diffusion is involved.

(f ) We assume neither strict convexity in (A2) nor strict monotonicity in (A5)
and still obtain uniqueness for problem (1).

With (f, g) =
(
f(m), g(m(T ))

)
, the first pair of equations in problem (1) form a

terminal value problem for a fully nonlinear Hamilton–Jacobi–Bellman equation,
{
−∂tu = F (Lu) + f on T × R

d,

u(T ) = g on R
d.

(4)

In this case the viscosity solution framework applies, but we consider (bounded)
classical solutions, where ∂tu and Lu are continuous functions. Then Lu and the
second pair of equations in problem (1) are well-defined. With b = F ′(Lu) this pair
forms an initial value problem for a Fokker–Planck equation,

{
∂tm = L∗(bm) on T × R

d,

m(0) = m0 on R
d.

(5)

Since b = F ′(Lu) need not be very regular and may even degenerate,3 we consider
very weak (measure-valued) solutions of problem (5). Classical solutions m would
require even more regularity on u and the data.

Definition 2.2. Suppose b ∈ Cb(T × R
d). A function m ∈ C(T ,P(Rd)) is a very

weak solution of problem (5) if for every φ ∈ C∞
c (T × R

d) and t ∈ T ,
∫

Rd

φ(t, x)m(t, dx) −
∫

Rd

φ(0, x)m0(dx)

=

∫ t

0

∫

Rd

(
∂tφ(τ, x) + b(τ, x)(Lφ)(τ, x)

)
m(τ, dx) dτ.

(6)

Now we may define the concept of solutions of problem (1).

Definition 2.3. A pair (u,m) is a classical–very weak solution of problem (1) if u
is a bounded classical solution of problem (4) with data

(
f(m), g(m(T ))

)
, such that

F ′(Lu) ∈ Cb(T × R
d), and m is a very weak solution of problem (5) with initial

data m0 and coefficient b = F ′(Lu).

We now give the main results of the paper.

2F has the form of (3.2) in [32, Chapter IV] with control v = ζ ∈ U = [0,∞), (drift) f = 0,
a = v, L = F ∗(v) + f(m). For L = ∆, the first equation in (1) is then the HJB equation (3.3) in
[32, Chapter IV].

3An example of a degenerate model is given in [25].
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2.2. Well-posedness for local second-order mean field games. Here we as-
sume 2σ = 2 and:

(L′): Lφ(x) = tr
(
aaTD2φ(x)

)
where det aaT > 0.

(R): There are α ∈ (0, 1] and M ∈ [0,∞) such that the range4

R =
{(

f(m), g(m(T ))
)
: m ∈ C 1

2 (T ,P(Rd))
}

satisfies R ⊂ R0(α,M), where5

R0(α,M) =
{
(f, g) : (i) f ∈ C1,α

b (T × R
d),

(ii) g ∈ BUC (Rd) and Lg ∈ L∞(Rd),

(iii) ‖f‖1,α + ‖Lg‖∞ + ‖g‖∞ ≤M
}
.

(A1′): (A1) holds and F ′ ≥ κ for some κ > 0 (i.e. F is strictly increasing).

Under (L′), the operator L is non-degenerate. For problem (1) to be non-

degenerate, we also need to assume (A1′). Solutionsm always belong to C 1
2 (T ,P(Rd))

by Lemma 6.2 (ii). In this setting, we expect interior regularity estimates to hold.

Definition 2.4 (Interior estimates). Assume (L). Interior (β, α)-regularity esti-

mates hold for problem (4) if for every f ∈ Cβ,α
b (T ×R

d), and (t, x) ∈ T ×R
d, and

a viscosity solution u of problem (4),6 we have

[∂tu]Cβ,α([0,t]×B1(x)) + [Lu]Cβ,α([0,t]×B1(x)) ≤ C(t)
(
‖f‖β,α + ‖u‖∞

)
.

In view of the comparison principle (Theorem 5.3), the right-hand side can be
expressed in terms of ‖f‖β,α and ‖g‖∞. When F is affine, interior regularity is given
by classical Schauder theory (see e.g. [51, 56, 60]). In the fully nonlinear case, such
estimates have been proved in [73]. Related results can be found in e.g. [49, 50, 60].

Lemma 2.5. Assume (L′), (f, g) ∈ R0(α,M) (as in (R)), (A1′), (A2). Then
interior (α/2, α)-regularity estimates hold for problem (4).

Proof. The result is stated in a form which is a corollary to [65, Theorem 5.2]. As
in [65], it follows from the arguments in [73], in particular Theorems 1.1 and 4.13
and their proofs. (Our case is slightly simpler since L is translation invariant.) �

Theorem 2.6. Assume (L′), (R), (A1′), (A2), (A3). If in addition

(i) (A4) holds, then there exists a classical–very weak solution of problem (1);

(ii) (A5) holds, then problem (1) has at most one classical–very weak solution.

This theorem is a corollary of the more general well-posedness result of Theo-
rem 2.9. The result and an outline of the proof is given in Section 2.4.

2.3. Well-posedness for nonlocal mean field games. Here we assume:

(L′′): Let 2σ ∈ (0, 2) and L be given by

Lφ(x) =
∫

Rd

(
φ(x + z)− φ(x) − 1[1,2)(2σ)1B1

(z) z · ∇φ(x)
)
ν(dz),

4The space C 1
2 (T ,P(Rd)) is defined as in Definition 4.1, only with respect to the norm ‖ · ‖0.

5See Definition 4.2 of spaces Cβ,α

b
(T × Rd); BUC = bounded uniformly continuous.

6See Definition 4.2; see Definition 5.1 of viscosity solutions for a = 0 (analogous for a 6= 0).
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where ν is a Lévy measure (see (3)), ν|B1
is absolutely continuous with

respect to the Lebesgue measure, and there exists a function k such that
for α as in (R) and K > 0 (see (15)),

1B1
(z) ν(dz) =

k(z)

|z|d+2σ
dz, K−1 ≤ k(z) ≤ K, [k]Cα(B1) <∞.

If 2σ = 1, then in addition
∫
B1\Br

zk(z)
|z|d+1 dz = 0 for every r ∈ (0, 1).7

(A1′′): (A1′) holds and F ∈ C2(R) and F ′′ ∈ C1(R) (see Definition 4.1).

Again L is non-degenerate and we assume (A1′) to make problem (1) non-
degenerate as well. Condition (L′′) defines a rich class of nonlocal operators in-
cluding fractional Laplacians and the nonsymmetric operators in finance. There is
no restriction on the tail behaviour of ν other than (3), so underlying Lévy processes
and solutions of corresponding Fokker–Planck equations may have no moments.

Despite many related results on interior regularity in the literature (see e.g. [21,
22, 30, 48, 62, 65]), we could not find a statement we could cite. In Appendix A we
therefore prove the following.

Lemma 2.7. Assume (L′′), (f, g) ∈ R0(α,M) (as in (R)), (A1′′), (A2). Then
interior ( α

2σ , α)-regularity estimates hold for problem (4).

We expect the result to be true under weaker regularity assumptions on F .

Theorem 2.8. Assume (L′′), (R), (A1′′), (A2), (A3). If in addition

(i) (A4) holds, then there exists a classical–very weak solution of problem (1);

(ii) (A5) holds, then problem (1) has at most one classical–very weak solution.

This theorem is a corollary of the more general well-posedness result of Theo-
rem 2.9. The result and an outline of the proof is given in Section 2.4.

2.4. General well-posedness theory. We describe the properties of solutions to
problem (4) and problem (5) that lead to well-posedness of problem (1). Let

SHJB =
{
u ∈ Cb(T × R

d) is a bounded classical solution of problem (4)

with data (f, g) =
(
f(m), g(m(T ))

)
: m ∈ C 1

2 (T ,P(Rd))
}
,

B =
{
F ′

(
Lu

)
: u ∈ SHJB

}
.

(S1): For every m ∈ C 1
2 (T ,P(Rd)) there exists a bounded classical solution

u of problem (4) with data (f, g) =
(
f(m), g(m(T ))

)
.

(S2): If {un, u}n∈N ⊂ SHJB are such that lim
n→∞

‖un−u‖∞ = 0, then Lun(t) →
Lu(t) uniformly on compact sets in R

d for every t ∈ T .

(S3): There exists KHJB ≥ 0 such that ‖F ′(Lu)‖∞ ≤ KHJB for every u ∈
SHJB .

(S4): It holds {∂tu, Lu : u ∈ SHJB} ⊂ Cb(T × R
d).

(S5): For each b ∈ B ∩Cb(T ×R
d) and initial data m0 ∈ P(Rd) there exists

at most one very weak solution of problem (5).

7See Remark 4.10 for 2σ ∈ (0, 1).
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Condition (S1) describes existence of solutions of the Hamilton–Jacobi–Bellman
equation (4), which are unique by Theorem 5.3, and (S5) describes uniqueness of
solutions of the Fokker–Planck equation (5), which exist by Theorem 6.6. Con-
ditions (S2), (S3), (S4) describe various (related) properties of solutions of prob-
lem (4). Under (A1), both (S3) and (S4) imply b = F ′(Lu) ∈ Cb(T × R

d) for
u ∈ SHJB .

Theorem 2.9. Assume (L), (A1), (A3). If in addition

(i) (A4), (S1), (S2), (S3) hold, then there exists a classical–very weak solution
of problem (1);

(ii) (A2), (A5), (S4), (S5) hold, then problem (1) has at most one classical–
very weak solution.

Proof of Theorem 2.9. The results are proved in Section 7. Existence is addressed
in Theorem 7.5 by an application of the Kakutani–Glicksberg–Fan fixed point the-
orem, which requires a detailed analysis of problem (4) and problem (5). Of par-
ticular interest are the compactness and stability results Lemma 6.2, Corollary 6.3,
and Lemma 6.4 for the Fokker–Planck equation.

Uniqueness follows by Theorem 7.7. Note that in contrast to previous work
(cf. e.g. [1, (1.24), (1.25)]) we only need (non-strict) convexity of F in (A2) and
(non-strict) monotonicity of f and g in (A5), without further restrictions.

Proofs of Theorems 2.6, 2.8. The well-posedness results for non-degenerate cases
(Sections 2.2–2.3) follow by verifying the general conditions (S1)–(S5) and then
applying Theorem 2.9. We obtain (S1)–(S5) from Theorem 5.5 and Theorem 6.7
— see Corollary 5.6 and Corollary 6.9.

2.5. Extensions to include controlled drift. When the diffusion operator L is
non-degenerate and of order 2σ > 1 (local or nonlocal), the well-posedness results
above can easily be extended to include controlled drift. To illustrate this, we
consider problem (2) which comes from a model where the drift and the time-
rate changes of the driving Lévy process are controlled separately (with separate
controls).

Theorem 2.10. Assume (L′) or (L′′) with σ > 1
2 , and (R), (A1′′), (A2), (A3).

Let H ∈ C2(Rd) be strictly convex and D2H ∈ C1(Rd,Rd × R
d). If in addition

(i) (A4) holds, then there exists a classical–very weak solution of problem (2);

(ii) (A5) holds, then problem (2) has at most one classical–very weak solution.

We omit the details of the proof. By the assumed regularity and convexity
of H , it can be adapted from the arguments we use to prove Theorem 2.6 or
Theorem 2.8. With little additional difficulty, most of the effort would involve
tedious rewriting of the results of Section 6.1. Importantly, the results we used
from [73, 30, 63] to establish the interior regularity estimates for the Hamilton–
Jacobi–Bellman equation, as well as uniqueness for the Fokker–Planck equation,
still hold in the setting of Theorem 2.10.

2.6. Mean field games in R
d without moment assumptions. In the mean

field game literature (see e.g. [1]), it is common to use the Wasserstein-1 space
(P1, d1) (or Wasserstein-p for p > 1) in the analysis of the Fokker–Planck equa-
tions. Here P1 is the space of probability measures with finite first moments. For
compactness, finite 1 + ε moments are typically assumed.

Moments of solutions of the Fokker–Planck equation depend on both the driving
Lévy process and the initial distribution. Lévy processes have the same moments
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as the tails of their Lévy measures [72, Theorem 25.3], e.g. the Brownian motion
has moments of any order, while a 2σ-stable process with ν(dz) ≈ dz

|z|d+2σ only has

moments of order less than 2σ ∈ (0, 2). Condition (L′′) puts no restriction on ν|Bc
1
.

The mean field games we consider may thus be driven by processes with unbounded
first moments, like the 2σ-stable processes for 2σ ≤ 1. This means that we cannot
work in (P1, d1), even when the initial distribution m0 has moments of all orders.

We work in the space (P , d0) of probability measures under weak convergence,
metrised by d0, defined by the Rubinstein–Kantorovich norm ‖·‖0 (see Section 4.1).
The d0-topology is strictly weaker than the d1-topology, as it does not require
convergence of first moments. The tools we develop can be useful for other problems
and have already been used [31, 24, 44]. In the local case they yield results for a
larger class of initial distributions m0 than usually considered. Crucial ingredients
are more refined tightness arguments and their interplay with Lévy processes. In
particular, the sequence of Lemmas 4.9, 4.11 and 4.15, regarding compact sets in
(P , d0), and a priori estimates for approximations of Lévy operators, leading to
Lemma 6.2.

3. Derivation of the model

In this section we show heuristically that problem (1) is related to a mean field
game where players control the time change rate of a Lévy process. Random time
change of SDEs is a well-established technique [5, 42, 64, 67] with applications
e.g. in modelling markets or turbulence [4, 19]. For SDEs driven by self-similar
processes, like the Brownian motion or an α-stable process, this type of control
coincides with the classical (continuous) control [32, 66].8 However, for other Lévy
processes, including compound Poisson and most jump processes used in finance
and insurance, this is not the case.

This type of a control problem seems to be new and we plan to analyse it in full
detail in a future paper.

3.1. Time changed Lévy process. We start by fixing a Lévy process Xt and the
filtration {Ft} it generates. The infinitesimal generator L of X is given by (L).

Definition 3.1 ([5, Definition 1.1]). A random time change θs is an almost surely
non-negative, non-decreasing stochastic process which is a finite stopping time for
each fixed s.9 It is absolutely continuous if there exists a non-negative Fs-adapted
process θ′ such that θ(s)− θ(0) =

∫ s

0 θ
′(τ) dτ .

For (t, x) ∈ T ×R
d and s ≥ t, we define an Fs-adapted Lévy processXt,x

s starting

from Xt,x
t = x by Xt,x

s = x+Xs −Xt. Then, for an absolutely continuous random
time change θs such that θt = t, θ′s is deterministic at s = t, and θs+h − θs is

independent of Fθs for all s, h ≥ 0, we define a time-changed process Y t,x,θ
s = Xt,x

θs
.

It is an inhomogeneous Markov process associated with the families of operators P θ

and transition probabilities pθ (see [33, §1.1, §1.2 (10)]) given by

P θ
t,sφ(x) =

∫

Rd

φ(y) pθ(t, x, s, dy) = Eφ
(
Y t,x,θ
s

)
(7)

for φ ∈ Cb(R
d). To compute the “generator” Lθ of Y t,x,θ, note that by the Dynkin

formula [13, (1.55)], if φ ∈ Dom(L)

Eφ
(
Y t,x,θ
s

)
− φ(x) = E

(∫ θs

t

Lφ(Xt,x
τ ) dτ

)
,

8By self-similarity (e.g. for the Brownian motion Bct =
√
cBt) controlled time change is equiv-

alent to control of the strength of the diffusion (controlled diffusion).
9θs is a stopping time if {θs ≤ τ} ⊂ Fτ for τ ≥ 0.
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and by a change of variables,

P θ
t+h,tφ(x) − φ(x)

h
=
Eφ

(
Y t,x,θ
t+h

)
− φ(x)

h
= E

(
1

h

∫ t+h

t

Lφ
(
Xt,x

θτ

)
θ′τ dτ

)
.

Under some natural assumptions, we can show that Xt,x
θτ

→ x as τ → t and use the
dominated convergence theorem etc. to get that

Lθφ(x) = lim
h→0+

P θ
t+h,tφ− φ

h
(x) = θ′t Lφ(x).(8)

A proof of a more general result can be found in e.g. [5, Theorem 8.4].

3.2. Control problem and Bellman equation. To control the process Y t,x,θ
s ,

we introduce a running gain (profit, utility) ℓ, a terminal gain g, and an expected
total gain functional

J(t, x, θ) = E

(∫ T

t

ℓ
(
s, Y t,x,θ

s , θ′s
)
ds+ g

(
Y t,x,θ
T

))
.

The goal is to find an admissible control θ∗ that maximizes J . If such a control
exists, the optimally controlled process is given by Y t,x,θ∗

s .
Under a suitable definition of the set of admissible controls A and standard

assumptions on ℓ and g, J is well-defined. The corresponding value function u (the
optimal value of J) is given by

u(t, x) = sup
θ∈A

J(t, x, θ).(9)

Let h > 0 and t+ h < T . By the dynamic programming principle,

u(t, x) = sup
θ
E

(∫ t+h

t

ℓ
(
s, Y t,x,θ

s , θ′s
)
ds+ u

(
t+ h, Y t,x,θ

t+h

))
,

and hence

− u(t+ h, x)− u(t, x)

h

= sup
θ
E

(
u
(
t+ h, Y t,x,θ

t+h

)
− u(t+ h, x)

h
+

1

h

∫ t+h

t

ℓ
(
s, Y t,x,θ

s , θ′s
)
ds

)
.

Recalling the definition of Lθ in (8), we can (heuristically at least) pass to the limit
as h→ 0 and find the following dynamic programming — or Bellman — equation

−∂tu = sup
ζ≥0

(
ζLu + ℓ(t, x, ζ)

)
,(10)

satisfied e.g. in the viscosity sense (see Section 5), where ζ denotes the (deter-
ministic) value of θ′t to simplify the notation. We now assume that ℓ(t, x, ζ) =
−L(ζ) + f(t, x), where L : [0,∞) → R ∪ {∞} is a convex, lower-semicontinuous
function. Then the Bellman equation can be expressed in terms of the Legendre–
Fenchel transform F of L, i.e. F (z) = supζ≥0

(
ζz − L(ζ)

)
, as

−∂tu = F
(
Lu

)
+ f(t, x).(11)

By the definitions of u and XT,x
T it also follows that

u(T, x) = Eg
(
XT,x

T

)
= g(x).(12)
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3.3. Optimal control and Fokker–Planck equation. By the properties of the
Legendre–Fenchel transform, when lim

ζ→∞
L(ζ)/ζ = ∞ and L is strictly convex on

{L 6= ∞}, the optimal value ζ in (10) satisfies ζ = F ′(Lu) for every (t, x) ∈ T ×R
d

(see Proposition B.1). We therefore obtain a function

b(t, x) = ζ = (θ∗)′t = F ′
(
Lu(t, x)

)
.(13)

This is the optimal time change rate in the feedback form. The optimally controlled
process and the optimal control in (9) are then implicitly given by

Y ∗
s = Xt,x

θ∗
s

and θ∗s = t+

∫ s

t

b(τ, Y ∗
τ ) dτ.

They are well-defined if b is e.g. bounded and continuous.
By defining pθ

∗

(t, x, s, A) = P(Y ∗
s ∈ A), if solutions of equations (11)–(12) are

unique, we obtain a unique family of transition probabilities pθ
∗

(cf. (7)), satisfying
the Chapman–Kolmogorov relations. This family, in turn, defines a wide-sense
Markov process (see [33, §1.1 Definition 1]). Given an initial condition m(0) =
m0 ∈ P(Rd), the (input) distribution m of this Markov process (see [33, §1.1
Definition 3])10 satisfies

∫

Rd

ϕ(x)m(t + h, dx) =

∫

Rd

∫

Rd

ϕ(y) pθ
∗

(t, x, t+ h, dy)m(t, dx),

for every ϕ ∈ C∞
c (Rd) and t, h ≥ 0. Then,

∫

Rd

(
ϕ(t, x)m(t, dx) − ϕ(t+ h, x)m(t+ h, dx)

)

=

∫

Rd

∫

Rd

(
ϕ(t, y) pθ

∗

(t, x, t, dy)−ϕ(t+h, y)pθ∗

(t, x, t+h, dy)
)
m(t, dx),

and because of (8), (13) and the fact that pθ
∗

(t, x, t, dy) = δx(dy), this leads to

∂t

∫

Rd

ϕ(t, x)m(t, dx) =

∫

Rd

(
b(t, x)Lϕ + ∂tϕ(t, x)

)
m(t, dx).

Since b = F ′(Lu), by duality (see Definition 2.2) m is a very weak solution of

∂tm = L∗
(
F ′(Lu)m

)
, m(0) = m0,(14)

where L∗ is the formal adjoint of L.

3.4. Heuristic derivation of the mean field game. A mean field game is a limit
of games between identical players as the number of players tends to infinity. In
our case, each player controls the time change rate of her own independent copy of
the Lévy process X , with running and terminal gains depending on the anticipated
distribution m̂ of the processes controlled (optimally) by the other players (see (A4))

f = f(m̂) and g = g
(
m̂(T )

)
.

By the results of Section 3.2 the corresponding Bellman equation for each player is
{
−∂tu = F (Lu) + f(m̂) on T × R

d,

u(T ) = g
(
m̂(T )

)
on R

d.

Note that the solution u depends on m̂, and then so does the optimal feedback
control (13). Suppose that the players’ processes start from some known initial dis-
tributionm0 ∈ P(Rd). Then, the actual distributionm of their optimally controlled
processes is given by the solution of the Fokker–Planck equation (14), described in
Section 3.3.

10Alternatively, m(t) is the distribution of the solution Z(t) of SDE dZ(t) = b(t, Z(t)) dX(t),
Z(0) ∼ m0. Moreover, Y ∗

s = E
[

Z(s)|Z(t) = x
]

, see [33, §1.2 (9), (10)].
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At a Nash equilibrium we expect m̂ = m, i.e. the anticipations of the players to
be correct. The result is a closed model of coupled equations as in problem (1).

4. Preliminaries

By Kd = 2πd/2Γ(d/2)−1 we denote the surface measure of the (d − 1)-dimen-
sional unit sphere. By Br and Bc

r we denote the ball of radius r centred at 0 and
its complement in R

d. Similarly, Br(x) denotes a ball centred at x.

Definition 4.1. A function φ is Hölder-continuous at x ∈ R
d with parameter

α ∈ (0, 1] if for some r > 0

[φ]Cα(Br(x)) = sup
y∈Br(x)\{x}

|φ(x) − φ(y)|
|x− y|α <∞.(15)

The space Cα(Rd) consists of functions which are Hölder-continuous at every point
in R

d with parameter α. Further, define Cα
b (R

d) = {φ : ‖φ‖α <∞}, where

[φ]α = sup
x∈Rd

[φ]Cα(B1(x)) and ‖φ‖α = ‖φ‖L∞(Rd) + [φ]α.

Note that the definition of Cα
b (R

d) is equivalent to the more standard notation,
where the supremum in (15) is taken over |x − y| ∈ R

d \ {0}. The space C1
b (R

d)
consists of bounded, Lipschitz-continuous functions. By C1(Rd), C2(Rd) we denote
spaces of once or twice continuously differentiable functions.

Definition 4.2. For (t, x) ∈ T × R
d and α, β ∈ (0, 1], define

[φ]Cβ,α([0,t]×Br(x)) = sup
y∈Br(x)

[φ(y)]Cβ([0,t]) + sup
s∈[0,t]

[φ(s)]Cα(Br(x)).

We also denote Cβ,α
b ([0, t]× R

d) = {φ : ‖φ‖Cβ,α([0,t]×Rd) <∞}, where

‖φ‖Cβ,α([0,t]×Rd) = ‖φ‖L∞([0,t]×Rd) + sup
x∈Rd

[φ]Cβ,α([0,t]×B1(x)).

Definition 4.3. WhenX is a normed space, B(T , X) denotes the space of bounded
functions from T to X , i.e. B(T , X) =

{
u : T → X : supt∈T ‖u(t)‖X <∞

}
.

Note the subtle difference between B(T , X) and the usual space L∞(T , X).

4.1. Spaces of measures. Let P(Rd) consist of probability measures on R
d, a sub-

space of the space of bounded Radon measures Mb(R
d) = C0(R

d)∗. Denote

m[φ] =

∫

Rd

φ(x)m(dx) for every m ∈ P(Rd) and φ ∈ Cb(R
d).

The space P(Rd) is equipped with the topology of weak convergence of measures,11

lim
n→∞

mn = m if and only if lim
n→∞

mn[φ] = m[φ] for every φ ∈ Cb(R
d).

This topology can be metrised by an embedding into a normed space (see [10, §8.3]).

Definition 4.4. The Rubinstein–Kantorovich norm ‖ · ‖0 on Mb(R
d) is given by

‖m‖0 = sup
{
m[ψ] : ψ ∈ C1

b (R
d), ‖ψ‖∞ ≤ 1, [ψ]1 ≤ 1

}
.

While the space
(
Mb(R

d), ‖ · ‖0
)

is not completely metrisable, thanks to [46,

Theorems 4.19 and 17.23], both P(Rd) and C(T ,P(Rd)) are complete spaces. Let

Pac(R
d) =

{
u ∈ L1(Rd) : ‖u‖L1(Rd) = 1, u ≥ 0

}
= L1(Rd) ∩ P(Rd).

We endow Pac(R
d) with the topology inherited from P(Rd).

11It is also called narrow, vague or weak-∗ convergence.
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Definition 4.5. A set of measures Π ⊂ P(Rd) is tight if for every ε > 0 there
exists a compact set Kε ⊂ R

d such that for every m ∈ Π we have m(Kε) ≥ 1− ε.

This concept is important because of the Prokhorov theorem, which states that
a set Π ⊂ P(Rd) is pre-compact if and only if it is tight.

Definition 4.6. A real function V ∈ C2(Rd) is a Lyapunov function if V (x) =

V0
(√

1 + |x|2
)

for some subadditive, non-decreasing function V0 : [0,∞) → [0,∞)
such that ‖V ′

0‖∞, ‖V ′′
0 ‖∞ ≤ 1, and lim

x→∞
V0(x) = ∞.

Remark 4.7. (a) Because ‖V ′
0‖∞, ‖V ′′

0 ‖∞ ≤ 1, we have ‖∇V ‖∞, ‖D2V ‖∞ ≤ 1.
Note that the choice of the constant 1 in this condition is arbitrary.

(b)
(
1 + |x|2

)a/2
for a ∈ (0, 1] and log

(√
1 + |x|2 + 1

)
are Lyapunov functions.

(c) If m0 ∈ P(Rd) has a finite first moment and V is any Lyapunov function,
then m0[V ] < ∞. Indeed, since 0 ≤ V ′

0 ≤ 1, we have V (x) ≤ V (0) + |x|, thus
m0[V ] ≤ V (0) +

∫
Rd |x| dm0.

Proposition 4.8. If V is a Lyapunov function, then for every r > 0 the set

PV,r =
{
m ∈ P(Rd) : m[V ] ≤ r

}

is tight and then compact by the Prokhorov theorem.

Proof. Notice that the set PV,r is closed. Let ε > 0. Since lim
|x|→∞

V (x) = ∞, the set

Kε = {x : V (x) ≤ r
ε} is compact. Then it follows from the Chebyshev inequality

that for every m ∈ PV,r,

m
(
Kc

ε

)
≤ ε

r

∫

{V > r
ε }

V dm ≤ ε

r
m[V ] ≤ ε.

Hence the set PV,r is tight and thus compact by the Prokhorov theorem. �

The reverse statement is also true.

Lemma 4.9. If the set Π ⊂ P(Rd) is tight, then there exists a Lyapunov function V
such that m[V ] ≤ 1 for every m ∈ Π.

This result is crucial for our paper and is the reason why our findings hold
without moment assumptions. The proof is given in Appendix A.

4.2. Lévy operators. In this section we collect some basic observations on Lévy
operators. Recall the representation formula given in (L) in Section 2.1.

Remark 4.10. If
∫
B1

|z| ν(dz) <∞, then we may equivalently write

Lφ =

(
c−

∫

B1

z ν(dz)

)
· ∇φ+ tr

(
aaTD2φ

)
+

∫

Rd

(
φ(x+ z)− φ(x)

)
ν(dz).

In particular, we may have
( ∫

B1
z ν(dz), 0, ν

)
as a triplet in (L).

Lemma 4.11. Assume (L) and V is a Lyapunov function. The following are
equivalent

(i)
∫
Bc

1

V (z) ν(dz) <∞;

(ii) ‖LV ‖∞ <∞;

(iii) ϑ1(x) =
∫
Bc

1

(
V (x + z) − V (x)

)
ν(dz) ∈

L∞(Rd);

(iv) ϑ2(x) =
∫
Bc

1

∣∣V (x+z)−V (x)
∣∣ ν(dz) ∈ L∞(Rd).
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Proof. Let

ϑ0(x) = c · ∇V (x) + tr
(
aaTD2V (x)

)
+

∫

B1

(
V (x+ z)− V (x) − z · ∇V (z)

)
ν(dz).

Because V is a Lyapunov function (see Remark 4.7 (a)), we have

‖ϑ0‖∞ ≤ |c|+ |a|2 +
∫

B1

|z|2 ν(dz).

Observe that ‖LV ‖∞ − ‖ϑ0‖∞ ≤ ‖ϑ1‖∞ ≤ ‖ϑ2‖∞, hence (iv)⇒ (iii)⇒ (ii). We
also notice ‖LV ‖∞ ≥ ‖ϑ1‖∞ − ‖ϑ0‖∞ and

∫
Bc

1

V (z) ν(dz) = ϑ1(0) + ν(Bc
1), thus

(ii)⇒ (iii)⇒ (i).

It remains to prove (i)⇒ (iv). Let V0
(√

1 + |x|2
)
= V (x) as in Definition 4.6

and notice that, because V0 is subadditive and non-decreasing, we have
∣∣V (y)− V (x)

∣∣ ≤ V0

(∣∣√1 + |y|2 −
√
1 + |x|2

∣∣
)
≤ V0

(√
1 + |y − x|2

)
.

Now we may estimate
∫

Bc
1

∣∣V (x+ z)− V (x)
∣∣ ν(dz) ≤

∫

Bc
1

V (z) ν(dz).

�

Corollary 4.12. Assume (L), (A3). There exists a Lyapunov function V such
that m0[V ], ‖LV ‖∞ <∞.

Proof. Since ν|Bc
1

is a bounded measure, the set {ν|Bc
1
,m0} is tight. Hence, by

Lemma 4.9 we may find a Lyapunov function such that
∫
Bc

1

V (z) ν(dz) < ∞ and

m0[V ] <∞. Thanks to Lemma 4.11 (ii) we also have ‖LV ‖∞ <∞. �

Let L be a Lévy operator with triplet (c, a, ν). Denote

‖L‖LK = |c|+ |a|2 + 1

2

∫

B1

|z|2 ν(dz) + 2ν(Bc
1).(16)

Proposition 4.13. Assume (L), φ ∈ C2
b (R

d). Then ‖Lφ‖∞ ≤ ‖L‖LK‖φ‖C2
b (R

d).

Proof. Using the Taylor expansion, we calculate

‖Lφ‖∞ ≤ |c|‖∇φ‖∞ + |a|2‖D2φ‖∞

+
∣∣∣
∫

Rd

(
φ(x + z)− φ(x) − 1B1

(z) z · ∇φ(x)
)
ν(dz)

∣∣∣

≤ |c|‖∇φ‖∞ + |a|2‖D2φ‖∞ +
‖D2φ‖∞

2

∫

B1

|z|2 ν(dz) + 2‖φ‖∞ν(Bc
1).

�

Remark 4.14. The mapping L 7→ ‖L‖LK is a norm on the space (convex cone) of
Lévy operators. It dominates the operator norm C2

b (R
d) → Cb(R

d), but they are
not equivalent.

Lemma 4.15. Assume (L). For ε ∈ (0, 1) there exist Lε, νε such that

Lεµ(x) =

∫

Rd

(
µ(x + z)− µ(x)

)
νε(dz),(17)

where Lε : L1(Rd) → L1(Rd), νε(Rd) <∞ and supp νε ⊂ R
d \Bε. Moreover,

(i) ‖Lεµ‖L1(Rd) ≤
(
cL/ε

3
)
‖µ‖L1(Rd) for a constant cL > 0;

(ii) lim
ε→0

‖Lεϕ− Lϕ‖∞ = 0 for every ϕ ∈ C∞
c (Rd);
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(iii) supε∈(0,1)

(
‖LεV ‖∞ + ‖Lε‖LK

)
<∞ for every Lyapunov function V such

that ‖LV ‖∞ <∞.

Proof. ⋄ Part (i ). Let (c, a, ν) be the Lévy triplet of L and a = (a1, . . . , ad) ∈ R
d×d

with ai ∈ R
d. Consider νε = νεc + νεa + νε1 + νε2 , where

νεc =
|c|
ε
δε c

|c|
, νε1(E) = ν(E \Bε),

νεa =
d∑

i=1

|ai|2
ε2

(δε ai
|ai|

+ δ−ε
ai
|ai|

), νε2(E) =
1

ε
ν
((
B1 \Bε

)
∩ (−E/ε)

)
,

Notice that νε is a bounded, non-negative measure with supp νε ⊂ R
d \Bε (hence

a Lévy measure). Let Lε = Lε
loc + Lε

nloc , where, for µ ∈ L1(Rd),

Lε
loc µ(x) =

∫

Rd

(
µ(x+ z)− µ(x)

)
(νεc + νεa)(dz)

=
|c|
ε

(
µ
(
x+ ε c

|c|

)
− µ(x)

)
+

d∑

i=1

|ai|2
ε2

(
µ
(
x+ε ai

|ai|

)
+µ

(
x−ε ai

|ai|

)
−2µ(x)

)
.

and

Lε
nloc µ =

∫

Rd

(
µ(x+ z)− µ(x)

)
(νε1 + νε2)(dz)

=

∫

Bc
ε

(
µ(x+ z)− µ(x) + 1B1

(z)
µ(x− εz)− µ(x)

ε

)
ν(dz).

Note that

νε1(B1 \Bε) + νε2(R
d) = (1 + ε−1)ν(B1 \Bε) ≤ (ε−2 + ε−3)

∫

B1

|z|2 ν(dz),

and hence

‖Lεµ‖L1(Rd) ≤
(
2|c|
ε

+
4|a|2
ε2

+ 2ν(Bc
1) +

2 + 2ε

ε3

∫

B1

|z|2 ν(dz)
)
‖µ‖L1(Rd)

≤ 4

ε3

(
|c|+ |a|2 +

∫

Rd

(
1 ∧ |z|2

)
ν(dz)

)
‖µ‖L1(Rd).

This shows that Lε : L1(Rd) → L1(Rd) and ‖Lεµ‖L1(Rd) ≤
(
cL/ε

3
)
‖µ‖L1(Rd).

⋄ Part (ii ). For every ϕ ∈ C∞
c (Rd), by using the Taylor expansion and the

Cauchy–Schwarz inequality (for the third-order remainder), we get

∣∣∣
(
Lε
loc − c · ∇ − tr

(
aaTD2( · )

))
ϕ(x)

∣∣∣ ≤ ε

( |c|
2
‖D2ϕ‖∞ + |a|2‖D3ϕ‖∞

)
.(18)

Let Lνϕ(x) =
∫
Rd

(
ϕ(x + z)− ϕ(x) − 1B1

(z) z · ∇ϕ(x)
)
ν(dz). Then

∣∣∣
(
Lε
nloc − Lν

)
ϕ(x)

∣∣∣ =
∣∣∣∣
∫

B1\Bε

(
ϕ(x− εz)− ϕ(x)

ε
+ z · ∇ϕ(x)

)
ν(dz)

−
∫

Bε

(
ϕ(x+ z)− ϕ(x) − z · ∇ϕ(x)

)
ν(dz)

∣∣∣∣

≤ ε

2
‖D2ϕ‖∞

∫

B1

|z|2 ν(dz) + 1

2
‖D2ϕ‖∞

∫

Bε

|z|2 ν(dz).

(19)

Since lim
ε→0

∫
Bε

|z|2 ν(dz) = 0 by the Lebesgue dominated convergence theorem, it

follows from (18) and (19) that limε→0 ‖(Lε − L)ϕ‖∞ = 0.



16 INDRANIL CHOWDHURY, ESPEN R. JAKOBSEN, AND MIŁOSZ KRUPSKI

⋄ Part (iii ). Let V be a Lyapunov function such that ‖LV ‖∞ < ∞. Then also
‖LνV ‖∞ < ∞. By the definition of Lε = Lε

loc + Lε
nloc , in a way similar to (18),

(19),

‖LεV ‖∞ ≤ |c|‖∇V ‖∞ + |a|2‖D2V ‖∞ + ‖D2V ‖∞
∫

B1

|z|2 ν(dz) + ‖LνV ‖∞.

Thus supε∈(0,1) ‖LεV ‖∞ <∞. Notice that
∫

B1

z νεc (dz) = c,

∫

B1

z νεa(dz) = 0, and

∫

B1

z (νε1 + νε2)(dz) = 0,

thus the Lévy triplet of the operator Lε is (c, 0, νε) (see Remark 4.10). Hence

‖Lε‖LK = |c|+ ε|c|
2

+ |a|2 + 1

2

∫

B1\Bε

(1 + ε)|z|2 ν(dz) + 2ν(Bc
1)

≤ (1 + ε)‖L‖LK .
�

5. Hamilton–Jacobi–Bellman equations

In this section we define viscosity solutions and give results for problem (4). Let
(t, x, ℓ) 7→ F

(
t, x, ℓ) and w0 be continuous functions, and F be non-decreasing in ℓ.

For L satisfying (L) with a = 0,12 consider the following problem
{
∂tw = F

(
t, x, (Lw)(t, x)

)
, on T × R

d,

w(0) = w0, on R
d.

(20)

For 0 ≤ r <∞ and p ∈ R
d we introduce linear operators

Lr(φ, p)(x) =

∫

Bc
r

(
φ(x + z)− φ(x) − 1B1

(z) z · p
)
ν(dz),

Lrφ(x) =

∫

Br

(
φ(x+ z)− φ(x) − 1B1

(z) z · ∇φ(x)
)
ν(dz),

defined for bounded semicontinuous and C2 functions respectively.

Definition 5.1. A bounded upper-semicontinuous function u− : T × R
d → R is

a viscosity subsolution of problem (20) if u−(0, x) ≤ w0(x) for every x ∈ R
d and

for every r ∈ (0, 1), test function φ ∈ C2
(
T × R

d
)
, and a maximum point (t, x) of

u− − φ,

∂tφ(t, x) −F
(
t, x,

(
c · ∇φ+ Lr

(
u−,∇φ(t, x)

)
+ Lrφ

)
(t, x)

)
≤ 0.

A supersolution is defined similarly, replacing max, upper-semicontinuous, and
“≤” by min, lower-semicontinuous, and “≥”. A viscosity solution is a sub- and
supersolution at the same time. Note that bounded classical solutions are also
bounded viscosity solutions.

Definition 5.2. The comparison principle holds for problem (20) if any subsolution
u− and supersolution u+ satisfy u−(t, x) ≤ u+(t, x) for every (t, x) ∈ T × R

d.

We have the following uniqueness, stability, and existence result for viscosity
solutions of problem (4).

Theorem 5.3. Assume (L), (A1), and (f, g) are bounded and continuous.

(i) The comparison principle (see Definition 5.2) holds for problem (4).

12We take a = 0 for simplicity and to use the results of [23].
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(ii) Let u1, u2 be viscosity solutions of problem (4) with bounded uniformly
continuous data (f1, g1), (f2, g2), respectively. Then for every t ∈ T ,

‖u1(t)− u2(t)‖∞ ≤ (T − t)‖f1 − f2‖∞ + ‖g1 − g2‖∞.
(iii) There exists a unique viscosity solution of problem (4).

Proof. ⋄ Part (i ). In the nonlocal case (a = 0) with uniformly continuous f, u0,
this is [23, Theorem 6.1]. In the general case the result follows from a standard
but long and tedious combination of the arguments of [23] and [43]. We omit this
proof.

⋄ Part (ii ). Note that for {i, j} = {1, 2},
vi(t, x) = uj(t, x)− (T − t)‖f1 − f2‖∞ − ‖g1 − g2‖∞

is a viscosity subsolution of problem (4) with data (fi, gi). The result then follows
from the comparison principle in Part (i).

⋄ Part (iii ). Part (i) entails uniqueness of viscosity solutions. It also implies
existence of solutions through the Perron method (cf. [28, Section 4]). See also [23,
Theorems 6.2] for the result when a = 0.

�

Now we give results that are specific for non-degenerate cases of problem (4),
which correspond to the setting of Sections 2.2 and 2.3.

Proposition 5.4. Assume (L), (A1), and u is a viscosity solution of problem (4)
with bounded uniformly continuous data (f, g) such that ∂tf ∈ L∞

(
T × R

d
)

and

Lg ∈ L∞(Rd). Then ∂tu ∈ L∞
(
T × R

d
)

and

‖∂tu(t)‖∞ ≤ (T − t)‖∂tf‖∞ + ‖F (Lg)‖∞ + ‖f‖∞.
Proof. Take h > 0 and gε = g ∗ ρε, where ρε is the standard mollifier. Note
that vε(t, x) = gε(x) is a viscosity (classical) solution of problem (4) with data
(−F (Lgε), gε), hence by Theorem 5.3 (ii),

‖u(T − h)− g‖∞ ≤ h‖F (Lgε) + f‖∞ + 2‖gε − g‖∞.
By (A1), ‖F (Lgε)‖∞ ≤ ‖F (Lg)‖∞, and because g ∈ BUC (Rd), ‖gε − g‖∞ can be
arbitrarily small. Thus,

‖u(T − h)− u(T )‖∞ ≤ h
(
‖F (Lg)‖∞ + ‖f‖∞

)
.

Similarly, vh(t, x) = u(t − h, x) is a viscosity solution of problem (4) with data
(f( · − h), u(T − h)), thus for every t ∈ T ,

‖u(t)− vh(t)‖∞ ≤ (T − t)‖f( · )− f( · − h)‖∞ + ‖u(T − h)− u(T )‖∞
≤ (T − t)‖∂tf‖∞h+ ‖F (Lg) + f‖∞h.

Hence u is Lipschitz in time. �

Theorem 5.5. Assume (L′) or (L′′), (f, g) ∈ R0(α,M) (as in (R)), (A1′), (A2),
and interior ( α

2σ , α)-regularity estimates (Definition 2.4) hold for problem (4).

(i) There exists a bounded classical solution u of problem (4).

(ii) If un are bounded classical solutions of problem (4) with data (fn, gn) ∈
R0(α,M) and lim

n→∞
‖un − u‖∞ = 0, then Lun(t) → Lu(t) uniformly on

compact sets in R
d for every t ∈ T .
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(iii) ∂tu, Lu ∈ Cb(T × R
d) and for every t ∈ T there is a constant C(t, f, g)

such that ‖Lu‖Cα/2σ,α([0,t]×Rd) ≤ C(t, f, g).

Proof. ⋄ Part (i ). There exists a bounded viscosity solution by Theorem 5.3 (iii).
Because of the interior regularity estimates, we have ∂tu, Lu ∈ C(T × R

d), hence
u is a bounded classical solution of problem (4).

⋄ Part (ii ). By Part (i) and interior regularity estimates, for every t ∈ T and
r > 0, there exists a constant C(t, r) > 0 such that

sup
n

(
‖Lun(t)‖L∞(Br) + [Lun(t)]Cα(Br)

)
≤ C(t, r).

By the Arzelà–Ascoli theorem, for every t ∈ T there exist a subsequence {unk
} and

a function v ∈ Cb(R
d) such that Lunk

(t) → v uniformly on compact sets in R
d. For

ϕ ∈ C∞
c (Rd), we note that

lim
k→∞

∫

Rd

Lunk
(t, x)ϕ(x) dx =

∫

Rd

v(x)ϕ(x) dx,

and since limn→∞ ‖un − u‖∞ = 0 and L∗ϕ ∈ L1(Rd),

lim
k→∞

∫

Rd

Lunk
(t, x)ϕ(x) dx = lim

k→∞

∫

Rd

unk
(t, x)L∗ϕ(x) dx

=

∫

Rd

u(t, x)L∗ϕ(x) dx =

∫

Rd

Lu(t, x)ϕ(x) dx.

Hence v(x) = Lu(t, x), and Lunk
(t) → Lu(t) uniformly on compact sets in R

d for
every t ∈ T .

⋄ Part (iii ). By Part (i) and Proposition 5.4, ∂tu ∈ Cb(T × R
d). Since u is

a bounded classical solution and F ′ ≥ κ, we also have Lu = F−1(−∂tu − f) ∈
Cb(T × R

d). Moreover, ‖Lu‖∞ ≤ F−1
(
T ‖∂tf‖∞ + ‖F (Lg)‖∞ + 2‖f‖∞

)
.

By Theorem 5.3 (ii), we have ‖u‖∞ ≤ T ‖f‖∞ + ‖g‖∞. Thus, by interior regu-
larity estimates (which are uniform in x, see Definition 2.4), for every t ∈ T ,

‖Lu‖Cα/2σ,α([0,t]×Rd) ≤ ‖Lu‖∞ + sup
x∈Rd

(
[Lu]Cα/2σ,α([0,t]×B1(x))

)

≤ C̃(t)
(
‖f‖α/2σ,α + ‖∂tf‖∞ + ‖Lg‖∞ + ‖g‖∞

)
.

�

Corollary 5.6. Assume (L′) or (L′′), and (R), (A1′), (A2). If interior ( α
2σ , α)-

regularity estimates hold for problem (4), then (S1), (S2), (S3), (S4) are satisfied.

Proof. Condition (S1) follows from Theorem 5.5 (i), while (S2) follows from Theo-
rem 5.5 (ii), and (S3), (S4) hold by Theorem 5.5 (iii). �

Remark 5.7. If instead of (R) we only assume R ⊂ Cα/2σ,α
b (T × R

d) × BUC (Rd)
(uniformly bounded in an appropriate way) in Corollary 5.6, then we still obtain
(S1) and (S2). We may get (S3) by assuming F ′ ≤ K (i.e. F is globally Lipschitz).
This is enough for existence in Theorem 7.5, but not for uniqueness in Theorem 7.7.

6. Fokker–Planck equations

6.1. Existence. In this section we prove existence for problem (5). We assume:

(B): b ∈ C(T × R
d) and b(t, x) ∈ [0, B] for fixed B ∈ [0,∞) and every

(t, x) ∈ T × R
d.

For b = F ′(Lu) this is a consequence of (A1) and either (S3) or (S4) when u is
a bounded classical solution of problem (4).
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Lemma 6.1. Let m ∈ C(T ,P(Rd)) and m(0) = m0. The following are equivalent

(i) m is a very weak solution of problem (5) (cf. Definition 2.2);

(ii) m satisfies (6) for every

φ ∈ U =
{
φ ∈ Cb(T × R

d) : ∂tφ+ bLφ ∈ Cb(T × R
d)
}
;

(iii) m satisfies (6) for every 13

φ ∈
{
φ ∈ C∞

c (T × R
d) : φ(t) = ψ ∈ C∞

c (Rd) for every t ∈ T
}
.

Proof. Implications (ii)⇒ (i)⇒ (iii) are trivial. By a density argument we get
(i)⇒ (ii). To prove (iii)⇒ (i), fix ϕ ∈ C∞

c (T × R
d), t ∈ T , and consider a

sequence of simple functions ϕk =
∑Nk

n=1 1[tkn,t
k
n+1

)ϕ(t
k
n)

k→ ϕ pointwise, where
⋃

n[t
k
n, t

k
n+1) = [0, t) for each k ∈ N and tkn < tkn+1. Then by (iii) we have

Nk∑

n=1

(
m(tkn+1)−m(tkn)

)
[ϕ(tkn)] =

Nk∑

n=1

∫ tkn+1

tkn

m(τ)
[
b(τ)Lϕ(tkn)

]
dτ.

Notice that by the Lebesgue dominated convergence theorem we get

lim
k→∞

Nk∑

n=1

∫ tkn+1

tkn

m(τ)
[
b(τ)Lϕ(tkn)

]
dτ

= lim
k→∞

∫ t

0

m(τ)
[
b(τ)Lϕk(τ)

]
dτ =

∫ t

0

m(τ)
[
b(τ)Lϕ(τ)

]
dτ.

We also observe that

Nk∑

n=1

(
m(tkn+1)−m(tkn)

)
[ϕ(tkn)]

= m(t)[ϕ(t)] −m0[ϕ(0)] −
Nk∑

n=1

(
m(tkn+1)[ϕ(t

k
n+1)− ϕ(tkn)]

)
.

By the Taylor expansion, for some ξkn ∈ [tkn, t
k
n+1] we have

ϕ(tkn+1)− ϕ(tkn) = ∂tϕ(t
k
n+1)(t

k
n+1 − tkn)− ∂2t ϕ(ξ

k
n)

(tkn+1 − tkn)
2

2
.

Since m ∈ C(T ,P(Rd)), by considering the relevant Riemann integral on [0, t], we
get

lim
k→∞

Nk∑

n=1

(
m(tkn+1)[ϕ(t

k
n+1)− ϕ(tkn)]

)
=

∫ t

0

m(τ)[∂tϕ(τ)] dτ.

By combining these arguments we obtain

m(t)[ϕ(t)] = m0[ϕ(0)] +

∫ t

0

m(τ)
[
∂tϕ(τ) + b(τ)

(
Lϕ(τ)

)]
dτ.

�

Lemma 6.2. Assume triplets (Lλ, bλ,m0,λ)λ satisfy (L), (B), (A3) for each λ, and
let Mλ be the sets of very weak solutions of problems

{
∂tmλ = L∗

λ(bλmλ) on T × R
d,

mλ(0) = m0,λ on R
d.

13In this set functions are constant in time.
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If
⋃

λ

{
m0,λ, (νλ)|Bc

1

}
is tight and supλ

(
‖bλ‖∞ + ‖Lλ‖LK

)
<∞,14 then

(i) for every ε > 0 there exists a compact set Kε ⊂ R
d such that

sup
{
sup
t∈T

m(t)(Kc
ε) : m ∈ ⋃

λ Mλ

}
≤ ε;

(ii) for every m ∈ ⋃
λ Mλ we have

‖m(t)−m(s)‖0 ≤ sup
λ

(
2 +

(
2
√
T +Kd

)
‖bλ‖∞‖Lλ‖LK

)√
|t− s|;

(iii) the set
⋃

λ Mλ ⊂ C(T ,P(Rd)) is pre-compact.

Proof. ⋄ Part (i ). Let V (x) = V0
(√

1 + |x|2
)

be a Lyapunov function for which we

have supλ
(
m0,λ[V ] + ‖LλV ‖∞

)
<∞ (see Lemma 4.9, Lemma 4.11, Corollary 4.12).

For n ∈ N, let Vn,0 ∈ C2
b

(
[0,∞)

)
be such that

Vn,0(t) =

{
V0(t) for t ≤ n,

V0
(√

1 + (n+ 1)2
)

for t ≥ n+ 2,

and additionally

0 ≤ V ′
n,0 ≤ V ′

0 and |V ′′
n,0| ≤ |V ′′

0 |.(21)

Take Vn(x) = Vn,0
(√

1 + |x|2
)
. Thanks to Lemma 6.1, for every m ∈ Mλ,

m(t)[Vn] = m0,λ[Vn] +

∫ t

0

m(τ)[bλ(τ)LλVn] dτ.(22)

Notice that |Vn(x)− Vn(y)| ≤ |V (x) − V (y)| and

lim
n→∞

(
Vn,∇Vn, D2Vn

)
(x) =

(
V,∇V,D2V

)
(x) for every x ∈ R

d.(23)

We now use the formula in (L) with φ = Vn and separate the integral part on
domains B1 and Bc

1. Because of (23), by the Lebesgue dominated convergence
theorem — we use Lemma 4.11 (iv) for the integral on Bc

1 and (21) otherwise —
we may pass to the limit in (22). For every t ∈ T , λ, and m ∈ Mλ we obtain

m(t)[V ] = m0,λ[V ] +

∫ t

0

m(τ)[bλLλV ] dτ ≤ m0,λ[V ] + ‖bλ‖∞‖LλV ‖∞T.(24)

Thus, by Proposition 4.8, for every ε > 0 there exists a compact set Kε such that

sup
{
m(t)(Kc

ε) : t ∈ T , m ∈ ⋃
λ Mλ

}
≤ ε.

⋄ Part (ii ). Consider φε = φ ∗ ρε, where φ ∈ C1
b (R

d) is such that ‖φ‖∞ ≤
1 and [φ]1 ≤ 1, and ρε is a standard mollifier. Then ‖φ − φε‖∞ ≤ ε and, by
Proposition 4.13, ‖Lφε‖∞ ≤ ‖L‖LK‖φε‖C2

b (R
d). By Definition 2.2, for every λ and

m ∈ Mλ,
∣∣(m(t)−m(s)

)
[φ]

∣∣ =
∣∣(m(t)−m(s)

)
[φ− φε] +

(
m(t)−m(s)

)
[φε]

∣∣

≤ 2ε+

∣∣∣∣
∫ t

s

∫

Rd

(Lλφε)(x)bλ(τ, x)m(τ, dx) dτ

∣∣∣∣
≤ 2ε+ ‖bλ‖∞‖Lλ‖LK‖φε‖C2

b (R
d)|t− s|.

We also have

‖φε‖C2
b (R

d) ≤
(
‖φ‖∞ + ‖∇φ‖∞ +

Kd‖∇φ‖∞
ε

)
≤ 2ε+Kd

ε
.

14See (16) for the definition of ‖ · ‖LK .
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By taking ε =
√
|t− s|, we thus obtain

‖m(t)−m(s)‖0 ≤ sup
λ

(
2 +

(
2
√
T +Kd

)
‖bλ‖∞‖Lλ‖LK

)√
|t− s|.

⋄ Part (iii ). It follows from Part (i) that the set
{
m(t) : m ∈ ⋃

λ Mλ

}
is pre-

compact for a fixed t ∈ T . Then, in Part (ii), we showed that the family
⋃

λ Mλ is

equicontinuous in C(T ,P(Rd)). Hence
⋃

λ Mλ ⊂ C(T ,P(Rd)) is pre-compact by
the Arzelà–Ascoli theorem [47, §7 Theorem 17].

�

In the general case we are unable to prove uniqueness of solutions of problem (5).
However, we can make the following observation about the sets of solutions.

Corollary 6.3. Assume (L), (B), (A3). If M ⊂ C(T ,P(Rd)) is the set of solutions
of problem (5) corresponding to (b,m0), then M is convex, compact, and

sup
m∈M

sup
t∈T

m(t)[V ] ≤ c1, sup
m∈M

sup
0<|t−s|≤T

‖m(t)−m(s)‖0√
|t− s|

≤ c2,

for a Lyapunov function V such that m0[V ], ‖LV ‖∞ <∞ (see Corollary 4.12), and

c1 = m0[V ] + T ‖b‖∞‖LV ‖∞, c2 = 2 +
(
2
√
T +Kd

)
‖b‖∞‖L‖LK.

Proof. It follows from Definition 2.2 that M is convex (the equation is linear), as
well as that if {mn} ⊂ M and mn → m̂ in C(T ,P(Rd)), then m̂ ∈ M, i.e. the
set M is closed. Hence, by Lemma 6.2 (iii), we obtain that M ⊂ C(T ,P(Rd)) is
compact. The specified bounds follow from Lemma 6.2 (ii) and (24). �

We now prove a kind of a stability result for solutions (in terms of semicontinuity
with respect to upper Kuratowski limits (see [53, §29.III]).

Lemma 6.4. Assume (L), (A3), and {bn, b}n∈N satisfy (B) with a uniform bound
by B. Let {Mn,M} be the corresponding sets of solutions of problem (5) with m0

as initial conditions. If mn ∈ Mn for every n ∈ N and bn(t) → b(t) uniformly
on compact sets in R

d for every t ∈ T , then there exists a subsequence {mnk
} and

m ∈ M such that mnk
→ m in C(T ,P(Rd)).

Proof. By Lemma 6.2 (iii) the set
⋃

n Mn ⊂ C(T ,P(Rd)) is pre-compact, and by
Lemma 6.2 (i) for every ε > 0 there exists a compact set Kε ⊂ R

d such that

sup
n∈N

sup
m∈Mn

sup
t∈T

m(t)(Kc
ε) ≤ ε.

Let {mnk
} ⊂ {mn} be a convergent subsequence and m = limk→∞mnk

. Without
loss of generality, we may still denote mnk

as mn. For every ϕ ∈ C∞
c (Rd) we have

∣∣∣∣
∫ t

0

(bnmn − bm)(τ)[Lϕ] dτ
∣∣∣∣ =

∣∣∣∣
∫ t

0

(
(bn − b)mn + b(mn −m)

)
(τ)[Lϕ] dτ

∣∣∣∣.

Since mn → m in C(T ,P(Rd)) and b ∈ Cb(T × R
d), we notice that

lim
n→∞

sup
τ∈T

∣∣mn(τ)[b(τ)] −m(τ)[b(τ)]
∣∣ = 0.

Next,
∣∣∣∣
∫ t

0

(bn−b)mn(τ)[Lϕ] dτ
∣∣∣∣ ≤ ‖Lϕ‖∞

∫ T

0

∫

Kε∪Kc
ε

|bn−b|(τ, x)mn(τ, dx) dτ

≤ ‖Lϕ‖∞
(
εT

(
‖bn‖∞ + ‖b‖∞

)
+

∫ T

0

sup
x∈Kε

∣∣bn(τ, x)− b(τ, x)
∣∣ dτ

)
.
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We have
∣∣bn(t, x)−b(t, x)

∣∣ ≤ 2B for every (t, x) ∈ T ×R
d and bn(t) → b(t) uniformly

on compact sets in R
d for every t ∈ T , hence supx∈Kε

∣∣bn(t, x) − b(t, x)
∣∣ → 0

pointwise in t ∈ T . Thus, by Lebesgue dominated convergence theorem,

sup
t∈T

lim
n→∞

∣∣∣∣
∫ t

0

(bnmn − bm)(τ)[Lϕ] dτ
∣∣∣∣ ≤ 2 εBT ‖Lϕ‖∞.

Since ε > 0 may be arbitrarily small and mn are solutions of problem (5), because
of Lemma 6.1 (iii),

(m(t)−m0)[ϕ] = lim
n→∞

(mn(t)−m0)[ϕ] = lim
n→∞

∫ t

0

bnmn(τ)[Lϕ] dτ =

∫ t

0

bm(τ)[Lϕ] dτ.

Thus m is a solution of problem (5) with parameters b and m0, i.e. m ∈ M. �

Remark 6.5. When the solutions of problem (5) are unique, Lemma 6.4 is a standard
stability result. Indeed, let {mn,m} be (the unique) solutions of problem (5) with
a fixed initial condition m0 and parameters {bn, b} such that bn → b uniformly on
compact sets in R

d for every t ∈ T . By Lemma 6.4 every subsequence of {mn} has
a further subsequence convergent to m. Thus mn → m in C(T ,P(Rd)).

Next we show that the set of solutions is non-empty.

Theorem 6.6. Assume (L), (B), (A3). Problem (5) has a very weak solution.

Proof. ⋄ Step 1. Approximate problem. For ε ∈ (0, 1), let Lε be the sequence of
approximations of operator L given by Lemma 4.15 and νε, Lε ∗ be their Lévy
measures and adjoint operators, respectively.

By (17) and the Fubini theorem, for every µ ∈ L1(Rd) we have
∫

Rd

Lε ∗µ dx =

∫

Rd

∫

Rd

(
µ(x− z)− µ(x)

)
dx νε(dz) = 0.(25)

Let bε = b+ ε and µ0,ε = m0 ∗ ρε, where {ρε}ε∈(0,1) is the sequence of standard
mollifiers. For ε ∈ (0, 1) we consider the following family of problems

{
∂tµ = Lε ∗(bεµ) on T × R

d,

µ(0) = µ0,ε on R
d.

(26)

⋄ Step 2. Existence of approximate solution µε. For µ ∈ C(T , L1(Rd)), define

Gε(µ)(t) = µ(0) +

∫ t

0

Lε ∗
(
bεµ

)
(τ) dτ.(27)

We observe that for every t0 ∈ T , because ‖bε‖∞ < ‖b‖∞ + 1,

Gε : C
(
[0, t0], L

1(Rd)
)
→ C

(
[0, t0], L

1(Rd)
)
∩C1

(
(0, t0], L

1(Rd)
)

is a bounded linear operator.

Let µ1, µ2 ∈ C(T , L1(Rd)) be such that µ1(0) = µ2(0) and take tε = ε3

4 cL‖bε‖∞
,

where cL is the constant given by Lemma 4.15. Then, because of Lemma 4.15 (i),

sup
t∈[0,tε]

‖Gε(µ1 −µ2)(t)‖L1(Rd) = sup
t∈[0,tε]

∥∥∥∥
∫ t

0

Lε ∗
(
bε(µ1−µ2)

)
(τ) dτ

∥∥∥∥
L1(Rd)

≤ tε
2 cL‖bε‖∞

ε3
sup

t∈[0,tε]

‖µ1 − µ2‖L1(Rd) ≤
1

2
sup

t∈[0,tε]

‖µ1 − µ2‖L1(Rd).

Therefore, by the Banach fixed point theorem, problem (26) has a unique solution
µε ∈ C

(
[0, tε], L

1(Rd)
)

for every ε > 0. Since tε > 0 is constant for fixed ε > 0, we

may immediately extend this solution to the interval T and conclude that prob-
lem (26) has a unique solution in the space C(T , L1(Rd)) ∩ C1

(
T , L1(Rd)

)
.
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⋄ Step 3. Compactness of {µε} in C(T ,P(Rd)).15 Because of the regularity of
µε obtained in Step 2, we have

∂tµε = Lε ∗(bεµε) in C
(
T , L1(Rd)

)
.(28)

Consider sgn(u)− = 1{u<0}. Then, by (28),
∫ t

0

∫

Rd

∂tµε sgn(µε)
− dx dτ =

∫ t

0

∫

Rd

Lε ∗(bεµε) sgn(µε)
− dx dτ.

Since bε > 0, we have sgn(µε)
− = sgn(bεµε)

− and for arbitrary real functions u, v,
v sgn(u)− ≥ v sgn(v)− = −(v)−. Therefore

(
Lε ∗(bεµε) sgn(µε)

−
)
(x) =

∫

Rd

(
bεµε(x−z)−bεµε(x)

)
sgn(bεµε)

−(x) νε(dz)

≥ −
∫

Rd

(
(bεµε)

−(x− z)− (bεµε)
−(x)

)
νε(dz) = −Lε ∗

(
(bεµε)

−
)
(x).

By (25),
∫
Rd Lε ∗

(
(bεµε)

−
)
dx = 0. Hence

0 ≤
∫ t

0

∫

Rd

∂tµε sgn(µε)
− dx dτ =

∫ t

0

∫

Rd

−∂t(µε)
− dx dτ

=

∫

Rd

(µ0,ε)
− dx−

∫

Rd

(µε)
−(t) dx.

Since µ0,ε = m0 ∗ ρε ≥ 0, i.e. (µ0,ε)
− = 0, and (µε)

− ≥ 0, this implies

0 ≤
∫

Rd

(µε)
−(t) dx ≤

∫

Rd

(µ0,ε)
− dx = 0.

Therefore µε(t) ≥ 0 for every t ∈ T .
By Step 2, µε is the fixed point of Gε. Thus, because of (25), (27), and the

Fubini–Tonelli theorem, we have
∫

Rd

µε(t) dx =

∫

Rd

µ0,ε dx+

∫ t

0

∫

Rd

Lε ∗(bεµε) dx dτ = 1.

This, together with µε ≥ 0, means that µε(t) ∈ Pac(R
d) for every t ∈ T . Since

µε ∈ C(T , L1(Rd)), it follows that µε ∈ C
(
T ,Pac(R

d)
)
.

Notice that ‖bε‖∞ ≤ ‖b + 1‖∞ < B + 1 by (B). Let V be a Lyapunov function
such that m0[V ], ‖LV ‖∞ <∞ (see Corollary 4.12). By Definition 4.6,

µ0,ε[V ] = (m0 ∗ ρε)[V ] ≤ m0[V ] + ‖∇V ‖∞
∫

B1

|z| ρε(z) dz ≤ m0[V ] + 1.

In combination with Lemma 4.15 (iii) we get

sup
ε∈(0,1)

(
bε + µ0,ε[V ] + ‖LεV ‖∞ + ‖Lε‖LK

)
<∞.

It follows from Lemma 6.2 that the family {µε} is pre-compact in C(T ,P(Rd)).

⋄ Step 4. Passing to the limit. Using the result of Step 3, let εk be a sequence such
that µεk → m in C(T ,P(Rd)). By (28), for every εk, ϕ ∈ C∞

c (Rd) and s, t ∈ T ,
because bεk − b = εk,

µεk(t)[ϕ]− µεk(s)[ϕ] =

∫ t

s

∫

Rd

(
Lεk ∗(µεkbεk)

)
ϕdxdτ

= εk

∫ t

s

µεk [Lεkϕ] dτ +

∫ t

s

µεk

[
b(Lεkϕ− Lϕ)

]
dτ +

∫ t

s

µεk [bLϕ] dτ.

15First we show that {µε} ⊂ C
(

T ,Pac(Rd)
)

, then we establish its tightness.
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Since lim
k→∞

‖Lεkϕ− Lϕ‖∞ = 0, by Lemma 4.15 (ii) and the Hölder inequality,

m(t)[ϕ]−m(s)[ϕ] =

∫ t

s

m(τ)[b(τ)Lϕ] dτ.

It follows that m is a very weak solution of problem (5) (see Lemma 6.1 (iii)).

�

6.2. Uniqueness. Uniqueness for problem (5) holds when b is more regular:

(B ′): b satisfies (B); in addition, b ∈ B(T , Cβ
b (R

d)) for some β > 0.

This condition is valid for b = F ′(Lu) when F ′ ∈ Cγ(R) with γ > 0 and Lu is
smooth (Theorem 5.5 (iii)).

Theorem 6.7. Assume (B ′) on [0, t] for every t ∈ T and (A3). If either

(i) (L′), b ≥ κ for some κ > 0, and b ∈ UC
(
[0, t]× R

d
)

for every t ∈ T ; or

(ii) (L′′) and b ≥ κ for some κ > 0;

then problem (5) has precisely one very weak solution.

We show uniqueness of solutions of problem (5) using a Holmgren-type argument.
The idea is to use a solution of the “dual” equation,

{
∂tw − bLw = 0 on T × R

d,

w(0) = φ on R
d,

(29)

as a test function in Definition 2.2. For simplicity we consider a forward-in-time
problem and then reverse time in the proof of Theorem 6.7. We need sufficient
regularity of solutions (see Lemma 6.1) when φ is taken from a dense subset of
C(Rd). Because of the non-degeneracy of the operator L and the standard uniform
ellipticity assumption b ≥ κ > 0, existing results suffice to conclude.16

Lemma 6.8. Under the assumptions of Theorem 6.7 there exists a bounded classical
solution of problem (29).

Proof. ⋄ Part (i ). The statement follows from [61, Theorem 5.1.9] (see [61, page 175]
for relevant notation).

⋄ Part (ii ). Because φ ∈ C∞
c (Rd), we have Lφ ∈ C∞

b (Rd) and thus by (B ′)

we get bLφ ∈ Cb(T , Cβ
b (R

d)). Notice that w is a bounded classical solution of
problem (29) if and only if v = w − φ is a bounded classical solution of

{
∂tv − bLv = bLφ on T × R

d,

v(0) = 0 on R
d.

(30)

We study problem (30) using the results in [63]. We write bL = A+B, where

(Aφ)(t, x) =

∫

Rd

(
φ(t, x + z)− φ(t, x) − 1[1,2)(2σ) z · ∇φ(x)

)
b(t, x)

k̃(z)

|z|d+2σ
dz,(31)

k̃(z) = 1B1
k(z) + 1Bc

1
k( z

|z|) is a normal extension of k (defined in (L′′)) to R
d,

and B = bL − A : Cb(R
d) → Cb(R

d) is a bounded operator (with Lévy measure
supported on Bc

1). We check the assumptions for operators A and B given by (31).
Assumption A in [63] is satisfied, because we assume (L′′), (B ′), and b ≥ κ > 0.
To verify assumptions B1 and B2 in [63], we choose c(t, x, υ) = υ, Un = B1, and
π = ν|Bc

1
(in the notation of [63]) and again use (L′′), (B ′).

16In [25] we prove uniqueness for a degenerate case of the Fokker–Planck equation (5).
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By [63, Theorem 4] there exists a unique solution v of problem (30) such that

Lv ∈ B(T , Cβ
b (R

d)) and ∂tv ∈ Cb(T ×R
d) (see [63, Definition 3]). Thus w = v − φ

is a bounded classical solution of problem (29).

�

Proof of Theorem 6.7. Existence of a very weak solution follows by Theorem 6.6.

Fix arbitrary ϕ ∈ C∞
c (Rd) and t0 ∈ (0, T ], and take b̃(t) = b(t0 − t) for every

t ∈ [0, t0]. Replace b by b̃ in problem (29). Then there exists a bounded classical
solution w̃ of problem (29) — by Lemma 6.8. Let w(t) = w̃(t0 − t) for t ∈ [0, t0].
Then ∂tw,Lw ∈ C

(
(0, t0)× R

d
)
, and w is a bounded classical solution of

{
∂tw(t) + b(t)Lw(t) = 0 in (0, t0)× R

d,

w(t0) = ϕ.
(32)

Supposem and m̂ are two very weak solutions of problem (5) with the same initial
condition m0 and coefficient b. By Definition 2.2 (see Lemma 6.1 (ii)) and (32),

(
m(t0)− m̂(t0)

)
[ϕ] =

∫ t0

0

(
m(τ)− m̂(τ)

)[
∂tw + bL(w)

]
dτ = 0.

Hence, for every t ∈ (0, T ] and ϕ ∈ C∞
c (Rd), (m(t) − m̂(t))[ϕ] = 0, which means

that m(t) = m̂(t) in P(Rd). �

Corollary 6.9. Assume (A2), (A3), (R). Condition (S5) is satisfied if either

(i) (A1′) and (L′) or (ii) (A1′′) and (L′′)

Proof. Let u1, u2 ∈ SHJB and v1 = Lu1, v2 = Lu2. Since F ′ ∈ Cγ(R) by (A1), we
may consider

b(t, x) =

∫ 1

0

F ′
(
sv1(t, x) + (1 − s)v2(t, x)

)
ds.

Because u1, u2 ∈ SHJB and F ′ ≥ 0, we have b ∈ C
(
T × R

d
)

and b ≥ 0.

⋄ Part (i ). By Lemma 2.5 and Theorem 5.5 (iii), v1, v2 ∈ Cb(T × R
d) and

v1, v2 ∈ B
(
[0, t], Cα

b (R
d)
)
∩ UC

(
[0, t] × R

d
)

for every t ∈ T . Thus b satisfies (B ′)

on [0, t] with β = γα and b ∈ UC
(
[0, t]×R

d
)
. Since F ′ ≥ κ > 0, we have b ≥ κ > 0

and (S5) follows from Theorem 6.7 (i).

⋄ Part (ii ). By Lemma 2.7 and Theorem 5.5 (iii), v1, v2 ∈ Cb(T × R
d) and

v1, v2 ∈ B
(
[0, t], Cα

b (R
d)
)

for every t ∈ T . Thus b satisfies (B ′) on [0, t] with β = γα.
Since F ′ ≥ κ > 0, we have b ≥ κ > 0 and (S5) follows from Theorem 6.7 (ii).

�

7. The Mean Field Game system

In this section we prove existence and uniqueness for problem (1) under general
assumptions. These results yield a proof of Theorem 2.9. For the proof of existence,
based on the Kakutani–Glicksberg–Fan fixed point theorem, we need to recall some
terminology concerning set-valued maps.

Definition 7.1. A set-valued map K : X → 2Y is compact if the image K(X) =⋃{K(x) : x ∈ X} is contained in a compact subset of Y .

Definition 7.2. A set-valued map K : X → 2Y is upper-semicontinuous if, for
each open set A ⊂ Y , the set K−1(2A) = {x : K(x) ⊂ A} is open.
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Theorem 7.3 (Kakutani–Glicksberg–Fan [36, §7 Theorem 8.4]). Let S be a convex
subset of a normed space and K : S → 2S be a compact set-valued map. If K is
upper-semicontinuous with non-empty compact convex values, then K has a fixed
point, i.e. there exists x ∈ S such that x ∈ K(x). �

In addition, the following lemma lets us express upper-semicontinuity in terms
of sequences, which are easier to handle (cf. Lemma 6.4).

Lemma 7.4 ([54, §43.II Theorem 1]). Let X be a Hausdorff space and Y a compact
metric space. A set-valued compact map K : X → 2Y is upper-semicontinuous if
and only if the conditions

xn → x in X, yn → y in Y, and yn ∈ K(xn)

imply y ∈ K(x). �

Theorem 7.5. Assume (L), (A1), (A3), (A4), (S1), (S2), (S3). Then there exists
a classical–very weak solution of problem (1).

Proof. Let X =
(
C
(
T ,Mb(R

d)
)
, supt ‖ · ‖0

)
(see Definition 4.4). We want to find a

solution of problem (1) in X by applying the Kakutani–Glicksberg–Fan fixed point
theorem. To this end, we shall define a map K : S → 2S on a certain compact,
convex set S ⊂ X . Then the map K is automatically compact and we may use
Lemma 7.4 to obtain upper-semicontinuity.

⋄ Step 1. Let V be a Lyapunov function such that m0[V ], ‖LV ‖∞ < ∞ (see
Corollary 4.12). Define

S =
{
µ ∈ C(T ,P(Rd)) : µ(0) = m0,

sup
t∈T

µ(t)[V ] ≤ c1, sup
0<|t−s|≤T

‖µ(t)− µ(s)‖0√
|t− s|

≤ c2

}
,

where m0 is fixed and satisfies (A3), and

c1 = m0[V ] + TKHJB‖LV ‖∞, c2 = 2 +
(
2
√
T +Kd

)
KHJB‖L‖LK .

The set S is clearly convex. In addition, S is compact because of Proposition 4.8,
the assumed equicontinuity in time, and the Arzelà–Ascoli theorem.

⋄ Step 2. Take µ ∈ S and let f = f(µ) and g = g
(
µ(T )

)
. We define a map

K1 : S → Cb(T ×R
d) by K1(µ) = u, where u is the unique bounded classical solution

of problem (4), corresponding to data (f, g). The map K1 is well-defined because
of (S1), (S3), and Theorem 5.3. By (A1) we find that b = F ′(Lu) satisfies (B).

We define a set-valued map K2 by K2(u) = M, where M is the set of very
weak solutions of problem (5) corresponding to b = F ′(Lu). The set M ⊂ S ⊂
C(T ,P(Rd)) is convex, compact, and non-empty because of Corollary 6.3 and The-
orem 6.6. Now we define the fixed point map K(µ) = K2(K1(µ)) = M. Because
of its construction, K : S → 2S is a compact map with non-empty compact convex
values.

⋄ Step 3. It remains to show that the map K : S → 2S is upper-semicontinuous.
Let {µn, µ}n∈N ⊂ S be such that lim

n→∞
µn = µ and let {un, u} = {K1(µn),K1(µ)}

be the corresponding solutions of problem (4), and {Mn,M} = {K(µn),K(µ)} be
the corresponding sets of solutions of problem (5).

Since lim
n→∞

µn = µ, by (A4), Theorem 5.3 (ii)17, and (S2), we obtain Lun → Lu
uniformly on compact sets in R

d for every t ∈ T . Hence, if we let bn = F ′(Lun)
17This result can be obtained directly for classical solutions (under (S3)) by a straightforward

application of the maximum principle property of the Lévy operator L.
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and b = F ′(Lu), then by (A1), bn → b uniformly on compact sets in R
d for every

t ∈ T . Moreover, the functions bn and b satisfy (B) and are uniformly bounded, by
(S3).

Consider a sequence mn ∈ Mn and suppose it converges to some m̂ ∈ S. Then
we use Lemma 6.4 to say that m̂ ∈ M. This proves that the map K is upper-
semicontinuous by Lemma 7.4.

⋄ Step 4. We now use Theorem 7.3 to get a fixed point m̂ ∈ S of the map K.
Because of how K is defined, we have m̂ ∈ K(m̂) = K2(K1(m̂)). Thus there exists
û = K1(m̂), which is a bounded classical solution of problem (4) with f = f(m̂)
and g = g(m̂(T )), and ‖F ′(Lû)‖∞ ≤ KHJB by (S3). Note that m̂ is a very weak
solution of problem (5) with m̂(0) = m0 and b = F ′(Lû). This, in turn, means that
the pair (û, m̂) is a classical–very weak solution of problem (1) (see Definition 2.3).

�

Remark 7.6. Adding assumption (S5) to Theorem 7.5, yields singleton-valued maps
K2 : SHJB → 2S and K : S → 2S , and hence both are continuous (see Step 3,
Remark 6.5). To conclude we may then use the classical Schauder theorem [36,
§6 Theorem 3.2] (a special case of the Kakutani–Glicksberg–Fan theorem, cf. Lem-
ma 7.4).

Theorem 7.7. Assume (L), (A1), (A2), (A3), (A5), (S4), (S5). Then problem (1)
has at most one solution.

Proof. Suppose (u1,m1) and (u2,m2) are classical–very weak solutions of prob-
lem (1) (see Definition 2.3), and take u = u1 − u2, and m = m1 −m2. To shorten
the notation further, let Lu1 = v1, Lu2 = v2, and v = v1 − v2.

By Definition 2.3, u1, u2 are bounded classical solutions of problem (4), and by
(S4), {∂tu1, ∂tu2, Lu1, Lu2} ⊂ Cb(T ×R

d). By (A1), F ′(v1), F
′(v2) ∈ Cb(T ×R

d),
thus u ∈ U , where U is defined in Lemma 6.1 (ii). Further, m1, m2 are very weak
solutions of problem (5) and satisfy (6) for every φ ∈ U by Lemma 6.1 (ii). Hence,

m(T )
[
u(T )

]
−m(0)

[
u(0)

]

=
(
m1(T )−m2(T )

)[
u1(T )− u2(T )

]
−
(
m1(0)−m2(0)

)[
u1(0)− u2(0)

]

=

∫ T

0

(
m1

[
∂tu+ F ′(v1)v

]
−m2

[
∂tu+ F ′(v2)v

])
(τ) dτ.

(33)

As m1(0) = m2(0) = m0, we have m(0)
[
u(0)

]
= 0 and, thanks to (A5),

m(T )[u(T )] =
(
m1(T )−m2(T )

)[
g
(
m1(T )

)
− g

(
m2(T )

)]
≤ 0.

Hence by (33) we get
∫ T

0

(
m1

[
∂tu+ F ′(v1)v

]
−m2

[
∂tu+ F ′(v2)v

])
(τ) dτ ≤ 0.(34)

We further notice that ∂tu+ F (v1)− F (v2) = f(m2)− f(m1). Then, by integrating
this expression with respect to the measure m, we obtain

∫ T

0

m [∂tu+ F (v1)− F (v2)](τ) dτ =

∫ T

0

m [f(m2)− f(m1)] dτ.(35)

From (A2) we know that F is convex, thus

F (v1)− F (v2) ≤ F ′(v1) v and F (v1)− F (v2) ≥ F ′(v2) v,(36)

and sincem1,m2 ∈ C(T ,P(Rd)) are non-negative measures, by (35), (36) and (A5),
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∫ T

0

m1

[
∂tu+ F ′(v1) v

]
(τ) dτ −

∫ T

0

m2

[
∂tu+ F ′(v2) v

]
(τ) dτ

≥
∫ T

0

(m1 −m2)[f(m2)− f(m1)](τ) dτ ≥ 0.

(37)

Combining (34) and (37), we find that
∫ T

0

m1

[
∂tu+ F ′(v1) v

]
(τ) dτ −

∫ T

0

m2

[
∂tu+ F ′(v2) v

]
(τ) dτ = 0.

Then, taking into account (35), we get

0 =

∫ T

0

∫

Rd

(
F ′(v1) v − F (v1) + F (v2)

)
m1(τ, dx) dτ

+

∫ T

0

∫

Rd

(
F (v1)− F (v2)− F ′(v2) v

)
m2(τ, dx) dτ.

By (36), both functions under the integrals are non-negative and continuous, thus
in particular

F (v1)− F (v2)− F ′(v1)(v1 − v2) = 0 on suppm1,(38)

where by suppm1 we understand the support of m1 taken as a measure on T ×R
d.

Let (t, x) ∈ suppm1. If v1(t, x) 6= v2(t, x), then by (38)

F ′(v1(t, x)) =
F (v1(t, x)) − F (v2(t, x))

v1(t, x)− v2(t, x)
.

This means that the tangent line to the graph of F at v1(t, x) and the secant
line joining F (v1(t, x)) and F (v2(t, x)) coincide. By (A1) and (A2) both lines also
coincide with the tangent at v2(t, x), thus F ′(v1(t, x)) = F ′(v2(t, x)). Of course if
v1(t, x) = v2(t, x), then F ′(v1(t, x)) = F ′(v2(t, x)) as well. Therefore m1 can be
written as a solution of problem (5) with F ′(v2) in place of F ′(v1). By (S5) we get
m1 = m2. Then also u1 = u2 by Theorem 5.3. �

Appendix A. Proofs of some technical results

Outline of proof of Lemma 2.7. We employ the method of continuity, following the
scheme of the proof of [52, Theorem 13.9.1], using the Schauder estimates of [30,
Theorem 1.3], and the existence results for linear problems in [63, Theorem 4].

For s ∈ [0, 1] consider the family of problems
{
−∂tu = (1− s)Lu + sF (Lu) + f, f ∈ Cα/2σ,α

b (T × R
d)

u(T ) = g.
(Ps)

with regularized initial data g. Let

S = {s : Ps has a classical solution satisfying

the interior ( α
2σ , α)-regularity estimates} ⊂ [0, 1].

We have 0 ∈ S by [63, Theorem 4]18 and S is closed by [30, Theorem 1.3]. Next we
show that S is open. Let u0 be a solution of problem Ps0 . Consider the map

Ψs : Cσ+α/2σ,2σ+α
b (T × R

d) → Cσ+α/2σ,2σ+α
b (T × R

d)

18[63] shows well-posedness of a strong solution with the correct spatial regularity uniform
in time. Given our assumptions, time regularity can then be obtained from the equation in the
standard way.
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Figure 1. Comparison of − log(v0) and v1.

given by Ψs(w) = v, where v is a solution to the linear problem
{
−∂tv = (1− s)Lv + sF ′(Lu0)Lv + s

(
F (Lw) − F ′(Lu0)Lw

)
+ f,

v(T ) = g.

It is well-defined because of [63, Theorem 4]. We use a second-order approximation
as in [52, Theorem 13.9.1], and again [63, Theorem 4], to get that Ψs is a self-map
on a certain neighbourhood of u0. Then we show that Ψs is a contraction on this
set. The fixed point given by the Banach theorem is a solution of problem Ps for
0 < |s0 − s| < ε. Note that the computations are essentially the same as in [52]
because the problems depend linearly on the time derivatives.

The case of general data g follows by an approximation argument. �

Proof of Lemma 4.9. We proceed in steps, constructing successive functions that
accumulate properties required by Definition 4.6 and are adequately integrable.

⋄ Step 1. Integrability, monotonicity, unboundedness. The conclusion of this step
is essentially stated in [10, Example 8.6.5 (ii)], but a complete proof is lacking and
the precise function v0, which we need, cannot be extracted. Let

v(x) = v0
(
|x|

)
, where v0(t) = sup

m∈Π
m{x : |x| ≥ t}.

Then v0 : [0,∞) → [0, 1] is non-increasing and v0(0) = 1. Because Π is tight, we
have lim

t→∞
v0(t) = 0. Thus, − log(v0) : [0,∞) → [0,∞] is non-decreasing, log(v0(0)) =

0, and lim
t→∞

− log(v0(t)) = ∞. For m ∈ Π, let Φm(τ) = m ◦ v−1
(
[0, τ)

)
. Then,19

Φm(τ) = m
(
v−1

(
[0, τ)

))
= m

{
x : ∀ m̂ ∈ Π m̂{y : |y| ≥ |x|} < τ

}

≤ m
{
x : m{y : |y| ≥ |x|} < τ

}
≤ τ.

Integrating by substitution [10, Theorem 3.6.1] and by parts [10, Exercise 5.8.112],20

∫

Rd

− log
(
v(x)

)
m(dx) =

∫ 1

0

− log(τ) dΦm(τ) =

∫ 1

0

Φm(τ)

τ
dτ ≤

∫ 1

0

dτ.(39)

19Notice that
{

x : m{y : |y| ≥ |x|} < τ
}

= {x : |x| > rτ}, while
{

x : m{y : |y| > |x|} ≤ τ
}

=
{x : |x| ≥ rτ}, where rτ is such that m{x : |x| > rτ} ≤ τ ≤ m{x : |x| ≥ rτ}. If m is absolutely
continuous with respect to the Lebesgue measure, then the measure m of both sets is equal to τ .
Choosing the correct inequality in the definition of the function v0 is essential.

20From [10, Exercise 5.8.112 (i)] we get
∫ 1
r
− log(τ) dΦm(τ) =

∫ 1
r

Φm(τ)
τ

dτ for every r > 0.

Then we may pass to the limit r → 0 by the monotone convergence theorem, cf. [10, Exer-
cise 5.8.112 (iii)].
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⋄ Step 2. Continuity, concavity.21 For N ∈ N ∪ {∞} and sequences {an}, {bn}
to be fixed later, let v1 : [0,∞) → [−1,∞) be the piecewise affine function given by
(see Figure 1)

v1(t) =

N∑

n=0

ln(t)1[an,an+1)(t), where ln(t) = 2−n(t− an) + bn.

We set a0 = 0. For n ∈ N, when an <∞, let bn = − log
(
v0(an)

)
− 2−n and

an+1 = inf An, where An =
{
t ≥ an : − log

(
v0(t)

)
− ln(t) ≤ 2−n−1

}
.

We put inf ∅ = ∞ and N = sup{n : an <∞}. Note that for every n < N + 1,

− log
(
v0(an)

)
− v1(an) = − log

(
v0(an)

)
− bn = 2−n

and on the interval [an, an+1],

− log(v0)− v1 ≥ 2−n−1 (hence − log
(
v0(t)

)
≥ v1(t) for every t ≥ 0).

To verify continuity, take a sequence {sk} ⊂ An such that lim
k→∞

sk = an+1. Then,

because − log(v0) is non-decreasing and ln is continuous,

− log
(
v0(an+1)

)
− ln(an+1) ≤ lim inf

k→∞

(
− log

(
v0(sk)

)
− ln(sk)

)
≤ 2−n−1.

Thus − log
(
v0(an+1)

)
− ln(an+1) = 2−n−1, i.e. ln+1(an+1) = bn+1 = ln(an+1),

which implies that v1 is continuous. Moreover, an+1 − an ≥ 1
2 , since this dis-

tance is the shortest when log(v0) is constant on [an, an+1]. We have v1(0) = −1,
lim
t→∞

v1(t) = ∞, and

v′1 =

N∑

n=0

2−n
1[an,an+1) (a non-increasing function, see Figure 2),

which implies that v1 is concave. In addition, v1(t) ≤ t− 1, hence v1(1) ≤ 0.

⋄ Step 3. Differentiability. Let p(t) = 1
4 (t

3 − 3t + 6)1[−1,1)(t). Then p acts as
a smooth transition between values 2 and 1 on the interval [−1, 1], with vanishing
derivatives at the end points. Let v2 be such that v2(0) = −1 and (see Figure 2)

v′2(t) = 1[0,a1−
1
8
)(t) +

N∑

n=1

2−n

(
p
(
8(t− an)

)
+ 1[an+

1
8
,an+1−

1
8
)(t)

)
.

21Concavity serves as an intermediate step to obtain subadditivity.
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Then v2 ∈ C2
(
[0,∞)

)
, v2 is concave, increasing, and lim

t→∞
v2(t) = ∞. Moreover,

‖v′′2‖ ≤ sup
t

∣∣∣∣
1

2

d

dt
p(8t)

∣∣∣∣ ≤ 3.

Next, we verify that v2 ≤ v1. Notice that for every t ∈ [−1, 1],
∫ t

−1

p(s) ds ≤
∫ t

−1

2 · 1[−1,0](s) + 1[0,1](s) ds, and

∫ 1

−1

p(s) ds = 3.

By suitable scaling and shifting, for every t ∈
N⋃

n=1

[
an − 1

8 , an + 1
8

]
we get v2(t) ≤

v1(t), and v2(t) = v1(t) otherwise.

⋄ Step 4. Subadditivity, bounds on derivatives. Let V0 = 1
3 (v2 + 1). Then

V0 : [0,∞) → [0,∞) is concave and hence subadditive. Moreover, V0 is increasing,

lim
t→∞

V0(t) = ∞, and ‖V ′
0‖∞, ‖V ′′

0 ‖∞ ≤ 1. This proves that V (x) = V0
(√

1 + |x|2
)

is a Lyapunov function. By subadditivity and monotonicity,

V0
(√

1 + t2
)
≤ V0(t+ 1) ≤ V0(t) + V0(1),

hence for every m ∈ Π, because v2 ≤ v1 ≤ − log(v0) and by (39),

0 ≤
∫

Rd

V (x)m(dx) ≤ V0(1) +

∫

Rd

V0
(
|x|

)
m(dx)

≤ v2(1) + 1

3
+

1

3
− 1

3

∫

Rd

log(v(x))m(dx) ≤ v1(1)

3
+

1

3
+

1

3
+

1

3
≤ 1.

This shows that V is a Lyapunov function such that m[V ] ≤ 1 for every m ∈ Π.

�

Appendix B. The Legendre–Fenchel transform

For a comprehensive treatment of the Legendre–Fenchel transform we refer to
[70, 39]. Below we gather the particular properties of cost functions L needed to
derive the model in Section 3, and corresponding to Hamiltonians F satisfying (A1)
and (A2). These properties are expected, but in the setting we consider, we could
not find the proofs in the literature.

Proposition B.1. Let L : [0,∞) → R ∪ {∞} be a lower-semicontinuous function
such that L 6≡ ∞ and define F (z) = supζ∈[0,∞)(zζ−L(ζ)).22 Then F is convex and
non-decreasing. In addition,

(i) if lim
ζ→∞

L(ζ)/ζ = ∞, then F is finite-valued and locally Lipschitz-continuous;

(ii) if L is convex and is strictly convex on {L 6= ∞}, then F is differentiable
on {F 6= ∞} and ζ 7→ zζ − L(ζ) achieves its supremum at ζ = F ′(z);

(iii) let L be convex, lim
ζ→∞

L(ζ)/ζ = ∞ and ∂L be the subdifferential of L. If

for every ζ1, ζ2 ∈ [0,∞) and z1 ∈ ∂L(ζ1) there exists cz1 > 0 such that for
every z2 ∈ ∂L(ζ2) satisfying |z1 − z2| ≤ 1 we have

(z1 − z2)(ζ1 − ζ2) ≥ cz1 |ζ1 − ζ2|1+
1
γ , 23

22Taking the supremum over [0,∞) is consistent with extending L by L(ζ) = ∞ for ζ < 0
and taking the supremum over all of R as is usual. Conversely, if limz→−∞ F (z) 6= ∞, taking
L(ζ) = supz∈R

(

ζz − F (z)
)

results in L(ζ) = ∞ for ζ < 0. This is logical since ζ stands for the

time rate (see Section 3) and the cost of going back in time should be prohibitive.
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then F ′ ∈ Cγ(R).

Proof. The function F is convex as a supremum of convex (affine) functions. For
ζ, h ≥ 0 and z ∈ R we have (z + h)ζ − L(ζ) ≥ zζ − L(ζ) and thus

F (z + h) = sup
ζ∈[0,∞)

(
(z + h)ζ − L(ζ)

)
≥ sup

ζ∈[0,∞)

(
zζ − L(ζ)

)
= F (z).

⋄ Part (i ). Because lim
ζ→∞

L(ζ)/ζ = ∞, for every z ∈ R, lim
ζ→∞

(
z − L(ζ)/ζ

)
ζ = −∞.

Since L is lower-semicontinuous and L 6≡ ∞, there exists ζ0 <∞ such that

L(ζ0) <∞ and sup
ζ∈[0,∞)

((
z − L(ζ)

ζ

)
ζ
)
= zζ0 − L(ζ0).

As a convex function with finite values, F is then locally Lipschitz-continuous.

⋄ Part (ii ). Since L is lower-semicontinuous, the statement follows from [70,
Theorem 23.5, Corollary 23.5.1, Theorem 26.3, page 52].

⋄ Part (iii ). Note that (iii) implies (i) and (ii) (cf. [39, Theorem D.6.1.2]) hence
F has finite values on R and F ′ exists everywhere. If zi ∈ ∂L(ζi), then ζi = F ′(zi)
by [70, Theorem 23.5]. For |z1 − z2| ≤ 1 we thus have

|z1 − z2||F ′(z1)− F ′(z2)| ≥ cz1 |F ′(z1)− F ′(z2)|1+
1
γ .

which gives us F ′ ∈ Cγ(R) (see (15) in Definition 4.1).

�
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