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Abstract

Energy efficiency is regarded as a key measure to reduce greenhouse gas
emissions and minimize the dependency on energy imports. In the European
Union, building energy consumption, particularly in heating, represents a
significant share of energy usage. Innovative strategies and measures are required
to promote energy conservation. Ventilation systems play a crucial role in this
scenario, constituting a significant fraction of building energy use. This includes
both the electricity consumed by the fans and the heat losses associated with
ventilation through the building envelope. Although ventilation consumes energy,
its primary purpose is to ensure excellent Indoor Air Quality (IAQ) while directly
contributing to the indoor thermal environment and overall comfort within
buildings. The significance of IAQ is particularly pronounced in environments
such as hospitals or clean rooms, where the effective dispersion of pollutants and
prevention of airborne diseases are critical. The advent of the COVID-19
pandemic has increased the importance of understanding airborne diseases,
emphasizing the dominant role of indoor spaces in disease transmission.

This Ph.D. thesis aims to facilitate high-resolution Large Eddy Simulation (LES)
for indoor airflow. A numerical framework is implemented and tested by adapting
an existing flow solver initially developed for hydrodynamic simulations, namely
REEF3D. REEF3D is an incompressible flow solver based on staggered
orthogonal grids. It can simulate the fluid-solid interaction of rigid moving
structures within a viscous fluid using Immersed Boundary Method (IBM). To
adapt REEF3D, a new low-dispersion central scheme for the convective term is
required to perform explicit LES on staggered grids. This scheme is developed,
implemented and validated in this thesis. The new finite difference scheme
(HCDSO6) conserves the discrete mass and momentum with limited production or
dissipation of discrete kinetic energy. The performance of the numerical approach
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is evaluated on viscous and inviscid flow simulations conducted on both uniform
and non-uniform grids. First, a set of benchmark test cases without IBM is
selected, such as the convection of an isentropic vortex, 3D Taylor-Green vortex
flow and simulation of turbulent channel flow. The results indicate that the
proposed scheme is more accurate than the standard second-order scheme.
Moreover, it has a numerical stencil that is more compact compared to existing
fourth-order kinetic energy-conserving schemes, which makes its implementation
and the treatment of boundary conditions easier.

In the second validation, two additional benchmark test cases are introduced to
assess the capabilities of the numerical approach in scenarios where the IBM is
employed. These cases include two generic benchmark test cases: the flow past a
wall-attached cube and steady non-axisymmetric flow past a sphere. The findings
indicate that the IBM can accurately capture the detached flow around an object,
whether it has a smooth slope (such as a sphere) or sharp edges (like a
wall-mounted cube).

Finally, the potential of the framework is investigated for contaminant breach in
isolation rooms with a sliding door. This containment failure due to airflows
induced by sliding door movement is a critical concern, particularly in healthcare
facilities. Traditional hinged doors exacerbate this issue, making sliding doors an
attractive alternative. The study employs Computational Fluid Dynamics (CFD)
simulations using the LES approach to predict detailed airflow patterns during
sliding door operations. An improved version of a continuous, direct forcing
Immersed Boundary Method is used for modeling a rigid sliding door. It is based
on an implicit representation of the body on a stationary grid using a level set
function. This test case demonstrates that IBM can simulate moving objects for
airflow inside buildings. The findings can provide practical knowledge for
healthcare facility design and overall occupant safety.

An inherent challenge of IBM is to accurately represent high Reynolds number
flows. Therefore, for further work, wall functions should be implemented in
REEF3D, with a thorough investigation into their impact on the solution.
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Chapter

Introduction

1.1 Background and Motivation

The building industry has emerged as a focal point for the implementation of
energy-saving strategies, given its significant contribution to overall energy
consumption. Ventilation is important for maintaining a healthy and safe indoor
environment in buildings. However, the operation of ventilation systems demands
energy input. To enhance energy efficiency, ventilation systems can be designed
based on both natural and mechanical forces. In this respect, natural ventilation
methods present a valuable alternative. Understanding the complexities of natural
ventilation within multizone enclosures has attracted significant attention due to
its direct influence on crucial aspects of indoor environments. This includes the
distribution of indoor air contaminants, room air circulation patterns, and thermal
comfort within buildings.

The dynamic nature of natural ventilation flow presents a multifaceted challenge.
Unlike mechanical ventilation, which is externally driven by fans, natural
ventilation arises from density differences, wind forces, occupant movements, or
even the motion of doors. When the flow is primarily driven by thermal
buoyancy, it is often termed "density-driven", "temperature-driven" or
"gravity-driven". It is this complex interplay of physical forces that highlights the
importance of comprehensive studies in natural ventilation strategies, ultimately
paving the way for sustainable and energy-efficient building design.



2 Introduction

1.1.1 Indoor Air Quality and Health Concerns

Ensuring Indoor Air Quality (IAQ) is a critical imperative, with a growing
emphasis on the continuous improvement of advanced ventilation strategies.
Nowhere is this more crucial than in environments such as hospitals, clean rooms,
and public transportation, where the dispersion of contaminants and pollutants
must be carefully controlled. The advent of the COVID-19 pandemic has
intensified the interest in understanding and mitigating the airborne transmission
of viruses and contaminants. This has highlighted the need for robust IAQ
measures to safeguard public health.

Indoor airflow modeling has become a key tool in building design and
engineering. Designers now have the capacity to simulate and analyze the
complexities of air circulation within indoor spaces, allowing for a detailed
evaluation of proposed ventilation strategies. This proactive approach not only
helps meet established thermal comfort standards but also ensures that TAQ
criteria are met from the outset of the design process. By using indoor airflow
modeling, designers can make informed decisions about ventilation system
designs, placements, and configurations. This sets the stage for environments that
optimize both comfort and health.

One key aspect linked to ventilation efficiency is the distribution of air and the
dispersion of contaminants within a room. In this respect, Computational Fluid
Dynamics (CFD) serves as a dominant simulation tool, employing a numerical
approach to solve the governing flow equations. Turbulence, a complex flow
phenomenon, is challenging to model. The popularity of CFD has been gained by
significant developments in numerical methods, turbulence modeling techniques
and the remarkable enhancement of computational capabilities in terms of both
speed and capacity [1]. Moreover, reliable results require a balance between
accuracy and cost-effectiveness. Achieving sufficiently detailed results should not
come at the expense of excessive financial and labor costs. Hence, different
turbulence modeling approaches, such as the Reynolds-Averaged Navier-Stokes
(RANS) and Large Eddy Simulation (LES), have been devised. Despite the
superiority of LES in terms of accuracy, its computational demands are
substantially higher, keeping RANS as the prevailing method for indoor airflow
prediction.

1.2 Research Objectives and Scope

In this section, we outline the specific objectives that guide our investigation and
provide a comprehensive overview of the scope of our research. The primary aim
of this study is to advance the understanding and application of a solver optimized
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for orthogonal non-conformal grids for indoor airflow simulations. It is important
to emphasize that the developed method is specifically designed for indoor
airflows. As outlined by Blocken [2], a clear distinction should be made between
indoor and outdoor airflows. The significance of accurately capturing boundary
layers becomes more pronounced in outdoor airflows, potentially making
body-conformal grids more suitable for such scenarios. The objective of this
study is not to assert the superiority of the current approach over widely-used
general-purpose flow solvers such as ANSYS Fluent or OpenFOAM across all
indoor airflow applications. These tools should be considered as alternatives, each
with its own merits and limitations. Nevertheless, the study clearly highlights the
benefits of the proposed framework, particularly in the context of high-resolution
LES, transitional flows, and scenarios involving moving objects. The research
objectives can be summarized as follows:

1. Gain better knowledge of the Potential of LES for indoor airflow
simulations:

e Evaluate the potential of LES to provide a more accurate
representation of indoor airflow dynamics with turbulence models that
are less dependent on the specific application and flow regime (i.e.,
more universal). The focus is on two airflow scenarios of key
importance for ventilation applications: the cavity flow and the
density-driven flow through a doorway.

* Compare the prevalent two-equation RANS turbulence models to
Dynamic Smagorinsky or WALE SubGrid-Scale (SGS) models to
understand the performance of LES in capturing complex airflow
phenomena.

* Gain better knowledge of the requirements of the simulation setup for
high-resolution LES, including spatial discretization and mesh
considerations.

2. Adaptation of an existing flow solver to perform Large Eddy Simulation of
indoor airflows on orthogonal grids:

* Develop an adaptation of the REEF3D solver [3], originally designed
for hydrodynamics applications, to suit the specific requirements of
accurate LES for indoor airflow.

* Explore the flexibility of the adapted solver and identify key
parameters that contribute to its optimization.

3. Advantages of orthogonal grids and spatial discretization:
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 Investigate and clarify the advantages offered by orthogonal grids in
the context of spatial discretization.

* Assess the accuracy and performance gains achieved through
optimized spatial discretization on orthogonal grids, particularly in
comparison to conventional central schemes.

4. Transitional flows and validation of Immersed Boundary Method (IBM):

* Evaluate the capability of the proposed framework to accurately
capture transitional flows in indoor environments.

* Validate the performance of the IBM strategy through the simulations
of detached flows around objects with varying geometries, including
both smooth slopes and sharp edges.

5. Simulation of moving objects and practical applicability:

* Explore the simulation capabilities of moving objects, demonstrated
through the sliding door test case, to assess the practical applicability
of the framework.

* Investigate the method’s ability to handle moving objects without
resorting to complex re-meshing techniques, with a focus on
real-world applications and varying airflow dynamics.

To achieve these objectives, the following research questions are formulated:

* Research Question 1: What are the specific requirements and considerations
in terms of simulation setup, including grid structure and inlet boundary
conditions, to conduct high-resolution LES for the cavity flow benchmark
and the density-driven bidirectional airflow through a doorway, and how
do these requirements differ from those of RANS simulations in the same
scenarios?

e Research Question 2: How do different RANS turbulence models,
including standard k¥ — ¢, RNG k£ — ¢, and SST k£ — w, perform in
accurately simulating indoor airflow characteristics under various flow
regimes, and what are the limitations of these models in capturing
inherently unsteady flow phenomena within building science?

* Research Question 3: To what extent is the performance of SGS models in
LES influenced by the different flow regimes, compared to various RANS
turbulence models, considering factors such as inlet boundary conditions
and other parameters influencing CFD solutions?
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* Research Question 4: How does the adapted REEF3D solver perform in
the context of indoor airflow simulations, and what are the key parameters
influencing its optimization?

* Research Question 5: What specific advantages do orthogonal grids offer in
terms of spatial discretization accuracy, and how do they compare to
conventional schemes with non-orthogonal grids?

* Research Question 6: Can the proposed framework accurately capture
transitional flows in indoor environments, and how does it perform under
coarser mesh resolutions?

e Research Question 7: To what extent does the IBM contribute to the
simulation of detached flows around objects with different geometries, and
how effectively does it handle moving objects, such as the sliding door test
case?

1.3 Research Goal and Thesis Outline

This thesis is organized into eight main chapters, each contributing to a better
understanding of the performance and requirement of LES for airflow inside
buildings and to introduce an adapted solver optimized for orthogonal
non-conformal grids in the context of indoor airflow simulations. The thesis is
built on six main papers, including three conference papers and three journal
papers. Figure 1.1 represents how the six papers are linked toward achieving the
research goal.

In chapter 1, the background and motivation for the study are discussed.
Emphasis is placed on the critical importance of IAQ and the associated health
concerns. A comprehensive review of the existing approaches for indoor airflow
simulation is presented in chapter 2. The advantages and limitations of both
RANS and LES approaches are discussed. Chapter 3 focuses on the potential of
LES in indoor airflow simulations. The chapter begins with an analysis of cavity
flow benchmarks, comparing simulations using both RANS and LES (Papers V
and VI). Moreover, the density-driven bidirectional flow through a large vertical
doorway is examined (Papers IV and I). The significance behind using orthogonal
grids, along with the higher-order numerical schemes to perform high-fidelity
LES is discussed in chapter 4. Chapter 5 presents a detailed account of the
development of a numerical framework tailored for explicit LES on staggered
orthogonal grids. The REEF3D flow solver is adapted based on the proposed
numerical framework by implementing an improved spatial discretization scheme
and a low-dissipative semi-implicit Runge-Kutta scheme. Chapter 6 is dedicated
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to the validation and verification of the proposed framework. Benchmark test
cases, both with and without the IBM, are extensively examined. The focus is on
assessing the accuracy and reliability of the numerical framework across various
scenarios (Papers II and III). The application of LES to simulate the contaminant
breach in isolation rooms with a sliding door is investigated in chapter 7. The
vortical structures, air volume migration, and passive scalar concentration shed
light on the practical application of the developed framework (Papers III). The
final chapter 8 provides an overview of the main achievements, recognizes the
limitations of the scope, and outlines potential directions for future research and
development in the field.
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Potential of LES for Indoor Airflow Simulations
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Figure 1.1: Interlinked Research Papers Mapping the Trajectory Towards Thesis
Objectives.
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Chapter

Literature Review

2.1 Indoor Airflow Simulation

Diverse modeling and simulation techniques have been extensively employed to
delve into the complexities of airflow dynamics within buildings. Moreover, they
can facilitate the design of effective ventilation and Solar Heating and Cooling
(SHC) strategies [4]. However, it is important to note that there exists a wide
variety of modeling methodologies, each with its own set of assumptions and
capabilities. In Building Performance Simulation (BPS) tools, which encompass
widely used software packages like IDA-ICE, EnergyPlus and TRNSYS,
conventional room models typically do not account for airflows inside the room.
In these room models, air velocity is not computed, and temperature as well as
pollutant concentrations are assumed to remain uniform within each room.
Instead, the focus is on computing airflows between rooms or towards the outdoor
environment, achieved through the ventilation network approach [5]. While these
approaches may seem simplistic, they have proven effective in addressing many
specific flow-related challenges, particularly in supporting the design of natural
ventilation systems.

To further refine our understanding of airflow patterns within buildings, two
alternative approaches have gained prominence: zonal models and Computational
Fluid Dynamics. Zonal models involve a trade-off between the simplicity of
conventional room models in BPS and the computational rigor of CFD [6, 7].
They involve subdividing a room into a limited number of control volumes, where
semi-empirical principles enable the computation of fluxes between these
volumes. As an alternative, zonal models can also leverage simplified CFD
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techniques, such as coarse grid CFD or Fast Fluid Dynamics (FFD) [8]. While
these zonal models are not computationally expensive, it is important to note that
they are not universally applicable. Their effectiveness relies on careful validation
for specific applications and may exhibit limitations when applied beyond their
validated scope. Consequently, for a comprehensive and versatile analysis of
airflows within buildings, CFD stands out as the preeminent simulation tool.

CFD modeling has emerged as a popular method for analyzing fluid flow
phenomena, owing to its ability to provide instructive results and its
cost-effectiveness. At the heart of CFD lies the mathematical representation of a
fluid flow problem through a system of coupled nonlinear partial differential
equations, inherently based on the Navier—Stokes (NS) equations [9]. These
equations encapsulate the governing principles of fluid dynamics, including the
conservation of mass, momentum, and energy. However, while they can be solved
analytically for relatively simple and straightforward geometries, more complex
conditions necessitate a numerical approach.

To accurately simulate indoor airflow using the Navier—Stokes equations, Direct
Numerical Simulation (DNS) necessitates the explicit resolution of the full range
of turbulence scales. DNS achieves this by precisely solving for all spatial and
temporal variations, providing a comprehensive snapshot of the flow field. This
level of detail not only serves as an invaluable reference solution but also affords
an in-depth understanding of the underlying flow physics, making it an essential
tool in fundamental research. While DNS offers unparalleled precision in
representing flow fields by resolving the entire spectrum of spatial and temporal
scales, its computational demands are extremely high. The computational cost
associated with DNS is a critical consideration. The total computational cost
increases dramatically with the Reynolds number raised to the third power (Re3 )
This exponential growth renders DNS impractical for flows characterized by high
Reynolds numbers, a limitation particularly pronounced in aeronautical
applications. In building airflow, where Reynolds numbers may vary widely
depending on the specific conditions, DNS has traditionally been viewed as a
method reserved for fundamental research rather than practical applications.

With the steady advancement of computational power, there is a compelling
argument to reassess the applicability of DNS in certain building airflow
scenarios. In cases involving generic airflows like jets, bidirectional airflows
through large vertical openings or plumes [10], as well as a fraction of the room
space with specific functionalities, so-called micro-environments, DNS is no
longer as prohibitive as it once was. The typical smallest eddies in such scenarios,
ranging from 1 to 10 millimeters, necessitate a substantial number of
computational points. In practice, DNS may now be feasible with a billion points,
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representing a significant leap forward for research applications in building
airflow analysis.

2.1.1 Indoor Airflow Simulation Using RANS

The Reynolds-Averaged Navier-Stokes (RANS) approach stands as a cornerstone
in CFD, particularly in the context of turbulence modeling. By time-averaging the
governing equations of fluid motion, the well-known Reynolds stress tensor
emerges as a pivotal component [2]. To establish a closed system of equations, a
large array of turbulence models has been developed. In RANS turbulence
modeling, a clear distinction is made between the time-averaged flow field
computed on the mesh and the modeled turbulent fluctuations. This approach has
found widespread use across various applications, including the complex airflow
dynamics within buildings.

In the early 1970s, pioneering efforts were initiated to predict airflow within
buildings using computational techniques. Nielsen, a trailblazer in this field,
established the groundwork for simulating indoor airflow using CFD [11, 12].
Faced with the computational limitations of the time, Nielsen initiated his work
with a 2D simulation of room airflow. He compared the computed velocity
profiles with experimental hot-wire measurements obtained from various
locations within the room. As the field advanced, Nielsen further refined his
approach. By the end of 1978, he used the standard k — ¢ turbulence model to
solve the 2D Reynolds-Averaged Navier-Stokes equations, conducting
comparative studies with Laser Doppler Anemometry [13]. Later, Nielsen
considered the energy equation in his simulations to account for buoyancy effects
in room ventilation flow [14]. Based on this initial groundwork, Nielsen and his
colleagues extended their calculation methodology to include 3D isothermal
ventilation simulations [15].

Parallel efforts in the early days of CFD saw Murakami and Kato conducting a
3D RANS simulation, employing the standard ¥ — € model to explore various
room configurations [16]. Likewise, Awbi utilized a similar turbulence model to
simulate a wall jet interacting with obstacles within a room [17]. The
contributions of researchers like Jones and Whittle solidified the potential of CFD
in building environment design [18]. They emphasized the need for careful
application of CFD to obtain optimal results. They noted that the standard k& — ¢
model is a suitable candidate for simulating indoor airflow and highlighted
situations where more advanced models, like the full Reynolds Stress Model
(RSM), might be needed. Specifically, RSM could be considered in cases of
non-isotropic turbulence, where the & — ¢ model cannot provide sufficient
resolution of airflow at higher expenses and computational time.
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The impact of the different turbulence modeling on airflow predictions within
buildings using the RANS approach was evaluated by Barbason[19]. Through a
series of evaluations, employing models like the Re-Normalisation Group (RNG)
k — e model, the Shear-Stress Transport (SST) & — w model, and the
Spalart-Allmaras turbulence model, it was revealed that these models often yield
similar results, with no significant differences observed at the design stage.

One of the notable advantages of the RANS approach lies in its computational
efficiency. Airflows within confined indoor spaces can be accurately computed
using RANS models with meshes comprising millions of computational points
or even fewer. This makes the process feasible on standard personal computers
or compact workstations, eliminating the need for specialized High-Performance
Computing (HPC) resources. Among the prevalent turbulence models employed
for modeling airflows in buildings, the two-equations turbulence models, such as
the k — £ model, have gained significant popularity. These models, which account
for both turbulence kinetic energy (k) and its dissipation rate (¢), find a balance
between computational accuracy and computational cost.

However, it is essential to accept the inherent limitations of the RANS approach.
Although proficient in representing the time-averaged behavior of turbulent flows,
this approach inevitably encounters challenges in accurately simulating some
complex unsteady flow phenomena. This discrepancy arises from the need to rely
on turbulence models to represent the unsteady and chaotic nature of turbulence.
For example, in building airflow simulations, selecting the most appropriate
turbulence model becomes a critical consideration. The RNG k£ — &£ model,
known for its robust performance, is frequently preferred for accurately
simulating building airflows. In contrast, the Realizable £k — ¢ model may be
more suitable when modeling plumes, as specific flow characteristics in such
scenarios demand a tailored turbulence model [20]. Therefore, the accuracy of
RANS simulations in building applications is widely recognized to be contingent
on the expertise of the user [20, 21]. This expertise spans from the ability to
generate an appropriate mesh to the wise selection of the suitable RANS
turbulence model tailored to the specific application. A RANS model aligns with
a given application once its performance has been rigorously validated against
reference solutions or benchmarks within the same category of airflows. As such,
it serves as a powerful predictive tool for applied research and industrial
applications. However, RANS turbulence models are not universal. Some
unsteady flow phenomena pose significant challenges or may even be captured
properly using the RANS modeling approach [2]. This recognition stresses the
value of high-fidelity CFD, where a more limited portion of the flow physics is
modeled, particularly within building science.
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2.1.2 Indoor Airflow Simulation Using LES

Large Eddy Simulation (LES) is a powerful computational technique that offers a
distinct advantage in capturing the complex dynamics of turbulent flows. Unlike
RANS simulations, which rely on modeling the entire range of turbulent eddies,
LES takes a different approach. It distinguishes the larger turbulent eddies that
exceed the grid size and explicitly resolves them while simultaneously employing
models to represent the smaller eddies that fall below the mesh resolution. This
dual approach makes LES inherently unsteady, as it accurately resolves the eddies
that contain the majority of the kinetic energy within the flow. Notably, the
behavior of large eddies in turbulent flows is influenced by geometric features,
while the smaller scales exhibit a more universal behavior. This distinction
enables LES models, referred to as SubGrid-Scale (SGS) models, to be more
flexible and applicable across a wide range of flow scenarios compared to RANS
turbulence models.

One of the key strengths of LES is its ability to capture phenomena like detached
flows and situations where turbulence-induced mixing has a dominant influence.
Additionally, LES provides a direct prediction of turbulent intensity, enabling it to
be employed in scenarios where the flow exhibits transitional characteristics [22]
or has not fully developed [23]. This flexibility positions LES as a valuable tool
for simulating airflow within complex environments, especially in cases where
unsteady or transitional behavior plays a critical role.

The pioneering work of Sakamoto and Matsuo in 1980 marked a significant
milestone in the application of LES to simulate airflow within buildings [24].
Their innovative study demonstrated a strong agreement between LES results and
empirical measurements, providing a robust validation for this computational
approach in a controlled model room setting. Based on this initial progress,
researchers in the mid-1980s, including Hibi [25] and Murakami [26], performed
three-dimensional simulations for recirculating flow. Their detailed comparisons
between simulation results and experimental data provided a valuable benchmark
for understanding the capabilities and limitations of LES in capturing complex
indoor airflow patterns.

Nielsen conducted a thorough comparison of turbulence modeling approaches
[27]. He emphasized that LES has the potential to yield highly detailed
information about airflow. Additionally, he noted that the k — ¢ turbulence model
finds its strength in modeling stratified flows and scenarios with low Reynolds
numbers, particularly in applications related to near-surface treatment. While the
potential of LES was evident, challenges persisted. In 2001, Chen et al. identified
a lack of comprehensive LES applications in indoor environment modeling,



14 Literature Review

primarily attributing it to the computational power requirements [28].
Nonetheless, they held a positive perspective, expecting rapid advancements in
computer processing speed coupled with the introduction of advanced numerical
methods. These advancements, they believed, would position LES as a powerful
tool for solving the complexities of indoor airflow.

Se¢rensen and Nielsen have emphasized that LES demonstrates better agreement
with experimental data, particularly in cases of non-fully developed turbulent flow
[29]. Their assessment of LES as a valuable tool highlights its potential in the
near future, again with the increasing availability of computational resources and
enhanced processing speeds. Furthermore, Zhai et al. conducted a comprehensive
review of turbulence modeling approaches, including RANS, LES, and Detached
Eddy Simulation (DES), for predicting airflow patterns within enclosed
environments [20]. Their findings concluded that there is no universally preferred
turbulence model for indoor airflow simulation. The selection of an appropriate
modeling approach depends on computation time and desired accuracy. They also
advocated for LES as a more precise and detailed model than the RANS
approach. However, they recognized its current status primarily as a research tool
due to high computational demands and dependency on user knowledge.

It is worth noting that previous investigations into LES application were
conducted with relatively limited computational grid points, raising a valid
question about the validity of comparisons between RANS and LES approaches
[30]. In a study by Van Hooff et al., focused on indoor airflows, LES exhibits
superior performance compared to RANS in assessing cross ventilation [31].
However, it should be noted that the grid resolution required near the walls is
comparable to that of DNS. This specific type of LES, known as wall-resolved
LES, demands mesh resolutions based on inner viscous wall scaling, leading to a
substantial increase in computational effort as the Reynolds number rises [32].
Therefore, it presents a significant constraint, rendering it impractical for
numerous applications, including design purposes.
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Potential of LES for Indoor Airflow
Simulations

To unlock the full potential of LES as a practical tool in understanding and
optimizing indoor environments, its potential is extensively assessed in this
chapter. This forms a basis to justify the legitimacy of LES using orthogonal
non-conformal grids. This investigation is initiated with a comprehensive
evaluation of the performance of RANS turbulence models in different cavity
flow benchmarks representative of mixing ventilation. It is shown that RANS
turbulence models, despite their widespread use, exhibit limitations in uniformly
performing well across all benchmarks in different flow regimes. Overall, the
dependence on the flow regime can make the use of RANS approach less reliable
during the ventilation design phase.

The study is further extended by comparing the performance of LES and RANS
on two isothermal cavity flow benchmarks in transitional and fully turbulent flow
regimes. Through a comprehensive analysis, LES using the Dynamic
Smagorinsky SGS model behaves as a universal tool to predict the ventilation
performance of mixing ventilation in buildings. It reproduces the velocity field
for both flow regimes, but the results are strongly dependent on the turbulence
level at the airflow inlet. The outcomes of these simulations highlight the need for
more knowledge of the turbulence intensity at the air inlets, which may not be a
straightforward task during design.

After identifying the limitations of RANS models, the focus is shifted toward
LES, recognizing its potential as a more robust candidate for accurate indoor

15
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airflow predictions. The shift towards LES is motivated by its capability to
resolve finer turbulent structures and its application to a broader range of flow
regimes. To validate this transition, high-resolution LES of density-driven
counter-flow through a doorway is performed—a scenario with direct
implications for ventilation and heat distribution between rooms in buildings. The
results show that unsteady RANS is a good alternative to the resource-intensive
LES if the analysis of turbulent jets is not of interest.

In summary, this chapter not only highlights the limitations of RANS models but
also reveals the potential offered by LES for indoor airflow simulations. The
insights gained from these simulations serve as a basis for the subsequent focus
on high-fidelity LES on orthogonal non-conformal grids.

3.1 Simulation of Cavity Flow Benchmarks using RANS and
LES

In the first paper [33], the performance of RANS two-equation eddy viscosity
models in four different cavity flow benchmarks representative for mixing
ventilation at both transitional and fully turbulent regimes is evaluated.

3.1.1 Description of the Cavity Flow Benchmarks

A cavity flow represents an airflow in an empty ventilated space where an
attached wall jet is discharged into the room along the ceiling (Figure 3.1). With a
sufficiently high inlet velocity, the jet impinges the opposing wall and deflects
into the cavity zone. The separation of the boundary layer close to the top corner
of the room generates a recirculation region in the enclosure. The four cavity
flows differ by the geometry aspect ratio, the airflow regime and thermal effects
(i.e., isothermal and non-isothermal cases). The first benchmark, called the IEA
Annex 20 test room, is isothermal. The experimental measurements were carried
out by Nielsen et al. [34] using Laser Doppler Anemometry (LDA). The slot
Reynolds number is 5000, indicating a fully turbulent room airflow. Since its
creation, multiple attempts [35-39] have been made to reproduce the airflow
pattern and velocity profile of this cavity flow using the prevailing turbulence
models for indoor airflows suchas k — ¢, RNG k — ¢, k — w and kK — w SST. The
dimension of the computational domain is defined in Table 3.1.

Benchmark 2 has a same geometry as benchmark 1 but with a different aspect
ratio (Table 3.1). The experimental data are reported by Nielsen [12] in his Ph.D.
thesis for both isothermal and non-isothermal conditions. The isothermal flow
was measured with hot wire anemometry, and measurements were done only at a
vertical line x = 2H. The benchmark is simulated here for a Reynolds number of
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7100 in isothermal mode.

In benchmark 3, a slightly different geometrical configuration compared to
benchmarks 1 and 2 is adopted as the width is considerably smaller than the
length and height (Table 3.1). So, inlet and outlet openings have a smaller area
than the previous ones. The flow is non-isothermal. In the experiments done by
Blay et al. [40], the setup has two guard cavities to make the side walls adiabatic.
The walls were made of aluminum and kept at a constant temperature using
temperature-controlled water (with a precision of 0.25 °C). The floor is kept at a
constant temperature of 35.5°C, while the remaining three walls have a
temperature equal to the inlet temperature of 15 °C. A uniform velocity profile of
0.57m/s is imposed at the inlet, leading to a Reynolds number of 684 based on
the inlet height. Velocity measurements were done using Laser Doppler
Velocimetry (LDV) and temperature measurements with Cr-Al thermocouples.

Benchmark 4 is a cubical cavity without buoyancy effects (Table 3.1). The
experiment was done by van Hooff et al. [41] at two different Reynolds numbers,
1000 and 2500, representing a transitional flow. The working fluid was water, and
the velocity field was measured with a 2D PIV system.

Figure 3.1: IEA Annex 20 test room [34]. The measurement lines in benchmarks 1 and 2
are two vertical lines and two horizontal lines in red.
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Benchmark 1 2 3 4
Re at inlet 5000 7100 684 1000/2500
Flow Full Full .
regime Turbul)(i:nt Turbul}e,:nt Unknown Transitional
Thermal Isothermal Isothermal Non- Isothermal
effects Isothermal
L/H 3 3 1 1
W/H 1 4.7 0.288 1
h/H 0.056 0.056 0.0173 0.1
t/H 0.16 0.16 0.0231 0.0167
Hm] 0.0893 0.127 1.04 0.3

Table 3.1: Cavity flow benchmark description.

3.1.2 Governing Equations and Numerical Setup

The airflow field in a cavity is computed using the Reynolds-Averaged Navier-
Stokes equations for the mass, momentum and energy conservations where the
Reynolds stresses have been modeled using an eddy viscosity:

8ﬂj
oz, Y 3.1
8.Tj ( )
du;  Ouiu; 1 9p 0 o1, )
T et Ox; i T—- Tre 2
ot Oxj orer 077 oz; [(”+ vi) ax]} + Bgi ( ) (32
E + 8xj = 8753 [(04 + at) 8%} (3.3)

where the bar represents the time averaging, x; denotes the i spatial coordinate
direction, u; represents the time-averaged velocity field in the z; direction, ¢ the
time, p the time-averaged static pressure, and 71" the time-averaged temperature.
The effect of buoyancy forces is taken into account using the Boussinesq
approximation where 8 = 1/T; is the thermal expansion coefficient of the air
modeled as an ideal gas and g; the gravitational acceleration. The parameters v
and « are the kinematic viscosity and thermal diffusivity, respectively. Turbulent
kinematic viscosity and thermal diffusivity are defined with the subscript .
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After conducting a grid sensitivity analysis for each benchmark, a structured
orthogonal mesh is selected based on a trade-off between accuracy and
computational cost. An overview of the grid size adopted for each benchmark is
provided in Table 3.2. All meshes have been constructed to have y™ less than five
on the walls to resolve the boundary layers. The turbulence model that showed
good convergence in previous studies is selected for grid analysis. The inlet
turbulent intensity is set to match the experimental value.

Benchmark 1 2 3 4
Geometry 3D 3D 3D 3D
N“‘Crglesr of 342000 1771000 | 189000 | 1214000
Inlet
turbulent 4% 5% 6% 6%
intensity
Turbulence Standard Standard RNG SST
model k—¢ k—¢ k—¢ k—w

Table 3.2: Grid size based on grid sensitivity analysis.

The nonlinear governing equations are discretized using a second-order
cell-centered finite volume method implemented in the ANSYS Fluent
commercial CFD package. The Semi-Implicit Method for Pressure Linked
Equations (SIMPLE) algorithm is employed for pressure-velocity coupling. The
time derivatives are advanced in time using the “Second Order Implicit” scheme.
The “Second Order Upwind” scheme is adopted for the treatment of the
convective terms of the governing equations. The pressure interpolation is
provided by the “Second Order” scheme. “Enhanced wall treatment” has been
used as the default wall modeling option. The no-slip boundary condition is
applied to all walls.

All benchmarks are run in steady-state mode. However, the averaging technique
introduced by Blocken [42] is applied when fluctuations of the residuals and other
physical quantities (such as the drag coefficients on the floor or ceiling) are
detected. In this technique, the solution is averaged over many iterations to get a
statistically independent solution. = The number of iterations required is
case-dependent and must be investigated for each benchmark. The convergence
criteria for all simulations are fulfilled when the absolute residuals drop down to
1079, and the drag coefficient on the ceiling and floor walls reaches stable values.
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3.1.3 Results and Discussion

The performance of six turbulence models, the standard k& — ¢, RNG k — ¢,
realizable £k — ¢, AKN low-Re k — ¢, standard k£ — w and the k¥ — w SST, is shown

for the four benchmarks in Figures 3.2 and 3.3.
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Figure 3.2: Normalized velocity and temperature profiles for benchmark 1 (left column),
benchmark 2 (middle column) and benchmark 3 (right column).
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Figure 3.3: Normalized velocity profiles for benchmark 4 at a Reynolds number of 1000.

Benchmarks 1 and 2

The distribution of the normalized streamwise velocity component along the
cavity height at two vertical lines (x = H,x = 2H) is plotted in Figures 3.2(a),
3.2(d), 3.2(b) and 3.2(e). The negative velocities in the lower part of the cavity are
evidence of a substantial air recirculation region inside the cavity. Figures 3.2(g),
3.2(j), 3.2(h) and 3.2(k) show normalized vertical velocity distribution along two
horizontal lines (z=h/2,z=H — h/2) in the mid-plane. = None of the
turbulence models achieves a perfect fit of the experimental data. In particular, in
Figure 3.2(g), simulation results differ remarkably from experiments. From this
figure, the RNG and realizable & — ¢ turbulence models cannot correctly predict
the flow direction on the cavity’s left part. In other words, solutions from these
models have a different flow pattern than experiments in this part of the cavity.
The most apparent differences between the turbulence models can also be found
in the lower-left corner of the cavity, i.e., the left part of Figures 3.2(g) and 3.2(h).
Turbulence models struggle to model the flow in this part of the cavity because
the flow may be dominated by the transitional regime and have anisotropic
behavior. Figures 3.2(a) and 3.2(d) also reveal a noticeable deviation between the
turbulence models regarding the jet velocity along the floor and ceiling.

Benchmarks 3

Profiles of normalized velocity and temperature along a vertical centerline
(x = L/2) are depicted in Figures 3.2(c) and 3.2(f) as well as along a horizontal
centerline (z = H/2) in Figures 3.2(i) and 3.2(I). Since simulations gave
oscillatory residuals, the results were averaged over 2000 iterations for each
model. According to Figures 3.2(c), 3.2(f), 3.2(i) and 3.2(1), all turbulence models
predict fairly accurately the flow pattern. However, the maximum velocity for the
jet along the ceiling is overestimated by two k — w models. Moreover, all models
underestimate the jet velocity along the floor and left wall under the inlet.
Although the air temperature along the cavity walls is in good agreement with
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measurement data, it is underpredicted by all models inside the recirculation zone
due to insufficient air mixing (Figures 3.2(f) and 3.2(1)). The realizable k — ¢
model reproduces experimental data better than other turbulence models, whereas
the k — w SST model is relatively less successful.

Benchmark 4

Normalized velocity profiles from standard £ — €, RNG k — ¢, realizable k — ¢,
and k — w SST turbulence models at three vertical lines (x = 0.2L,0.5L,0.8L)
are compared with the experimental results at a Reynolds number of 1000 in
Figures 3.3(a) to 3.3(c). Using the & — w SST model, the location of the
detachment of the jet can be predicted quite well (Figure 3.3(c)). The other
models predict detachment further away from the inlet. Right above the floor, a
large discrepancy with measurement data can be observed in the velocity profile
at all three lines. However, no conclusion can be drawn due to reflections from
the glass floor leading to inaccurate measurements. For all three lines, each model
appears to overpredict the maximum jet velocity. The k — w SST shows the best
performance, while the standard k£ — ¢ has the largest deviation from experiments.

Cross Comparison

It can be concluded that none of the turbulence models perform equally well for all
benchmarks, so none of the models seem universal. This highlights the importance
of selecting a suitable turbulence model based on specific case requirements, e.g.,
according to the flow regime. The key findings are as follows:

* Generally, a good agreement is found between CFD results and
measurements that validate the use of CFD for the prediction of airflows in
buildings.

* The standard £ — € model is the most accurate for benchmarks 1 and 2. In
addition, the results obtained using the standard k£ — € model are consistent
with the literature. The standard k£ — € model is thus a good choice when
simulating indoor airflows with fully turbulent characteristics without large
pressure gradients.

e The deviation from the experimental measurements in the area below the
inlet in benchmarks 1 and 2 may be attributed to the anisotropy of the
transitional flow present in that region because RANS eddy-viscosity
models cannot be taken into account the flow anisotropy.

* All three k£ — ¢ models provided the best agreement with experiments in
benchmark 3, whereas the k& — w SST model was clearly superior to the
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k — € models for benchmark 4. Benchmark 4 has larger pressure gradients
along the wall jet. The poor results of k — ¢ models are primarily caused by
an incorrect determination of the location of jet detachment, so they should
be used with caution for transitional flows. The standard k£ — ¢ model gave
the worst results. The £ — w SST model performs better in the transitional
flow regime with pressure gradients and jet impingement.

LES vs RANS for Benchmarks 1 and 4

Taghinia et al. [43] and Zasimova et al. [44] also investigated LES approaches
on benchmark 1. Taghinia et al. employed a custom-made SGS model on a mesh
with 4 million cells and obtained good results. Zasimova et al. used wall-modeled
LES (WMLES) with up to 48 million cells and got relatively good results except
for the backflow region. In both cases, the meshes were refined near the walls
and at the junction of the inlet jet with the air in the cavity. Both research groups
conducted a separate LES of a periodic channel flow to recreate turbulence at the
inlet of the cavity before performing the LES of the cavity itself. Van Hooff et al.
[45] tested out LES on benchmark 4 with a Reynolds number of 2500, using the
dynamic Smagorinsky model on a mesh similar to their previous study [46]. The
findings indicated that LES outperformed the RANS model for this specific case.

In the second paper [47], the performance of LES and DES approaches are
compared with RANS turbulence models on the cavity flow benchmarks,
covering both fully turbulent and transitional flow regimes as documented by
Nielsen [34] and Van Hooff et al. [41], respectively. The objective is to assess
whether a single turbulence model can accurately predict both test cases and
whether it could consistently be applied to solve other cavity flows without prior
knowledge of the flow regime, making the model more universal. Special care is
given to the inlet boundary conditions for LES and DES.

The governing equations for LES are the filtered incompressible Navier—Stokes
equations, as extensively detailed in Section 5.2.4. A common SGS model, the
Dynamic Smagorinsky model, is used. Furthermore, the performance of DES is
also investigated and compared using both the Spalart-Allmaras and realizable k —
€ models. The DES is a method that combines LES and RANS. In the region near
the wall, where a high cell count would be required to perform LES, DES employs
RANS. On the other hand, in the far-field region where fewer cells are required for
LES, DES switches to LES.

For LES and DES, a mesh consisting of 6.8 and 7.3 million cells was utilized for
benchmark 1 and 4, respectively. This resolution is sufficient to resolve over 80%
of the turbulent kinetic energy, meeting the accuracy requirements for the LES
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approach [48]. A time sensitivity analysis determined the optimal time step as 0.1
seconds for benchmark 1. For benchmark 4 with Reynolds numbers of 1000 and
2500, two distinct time steps of 0.025 and 0.01 were adopted, respectively. The
airflow in both cases was averaged over a minimum of six flow-through times
(FTTs), which was sufficient to obtain converged first-order flow statistics. At the
CFD inlet, the turbulence intensity (TI) was equal to 6% and 18%, respectively,
for the cases with Reynolds numbers of 1000 and 2500. The numerical settings
applied for LES and DES are identical to the RANS simulations, except for the
momentum discretization, which is performed using Bounded Central
Differencing.

The velocity profiles of the overall best-performing RANS model in a fully
turbulent regime, the standard & — e, are compared with those of the DES
realizable £ — £ model and the LES model with a TI of 50% in Figure 3.4. All
models provide relatively good predictions of the velocity field when compared to
experimental data. LES and DES show superior performance at the line near the
floor (y = 2.919m), while the standard k£ — ¢ model yields the best results at the
line near the ceiling (y = 0.084m).

y=0.084m, horizontal line ceiling ¥y=2.916m, horizontal line floor

| EE—| I 0 L
4 02 0 02 0.4 0.6 0.8 1 06 04 02 0 0.2 0.4 0.6 0.8
Uin/U Uin/U

Figure 3.4: Velocity profiles of RANS using the standard k — € model, DES and LES with
a turbulence intensity of 50% at the CFD inlet for the fully turbulent benchmark.

For the transitional regime at a Reynolds number of 1000, the best-performing
RANS model is the standard & — w, which is compared with DES
Spalart-Allmaras and LES, as illustrated in Figure 3.5. The DES model
anticipates an early detachment, while the RANS model and LES produce
comparable profiles, with the standard k¥ — w model slightly outperforming the
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LES.
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Figure 3.5: Velocity profiles of RANS using the standard k£ — w model, DES and LES for
the transitional benchmark at a Reynolds number of 1000.

In the concluding comparison, Figure 3.6 displays the velocity profiles of the top-
performing RANS model (BSL k£ — w), DES realizable £ — ¢, and LES. The BSL
k — w model shows the best performance, whereas DES gives the worst results.
For DES, the detachment point is predicted prematurely, leading to an inaccurate
velocity profile. The main challenge with DES in transitional cases lies in its
difficulty in generating adequate turbulent structures in the flow. This problem
may stem from the transition from LES to RANS, which dampens the turbulence
structures in the flow, causing an early detachment of the jet from the ceiling. This
issue is also evident in the scenario with a Reynolds number of 1000.

The RANS approach suffers from the lack of a universal model that performs well
across different turbulent regimes and geometric configurations in cavity flows.
For the transitional cases, the k —w models outperform the £ — € models, while the
opposite is the case for the fully turbulent benchmark. Therefore, LES emerges as
a more versatile approach, enabling the application of the same LES model across
diverse cavity flow scenarios with relatively good precision.

3.2 Density-driven Bidirectional Flow through a Large Vertical
Doorway

In the third paper [49], the airflow passing through an open doorway is simulated
using both high-resolution LES and RANS approaches.
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Figure 3.6: Velocity profiles of RANS using the BSL k& — w model, DES and LES for the
transitional benchmark at a Reynolds number of 2500.

3.21 A Counter-flow Passing Through an Opening

Airflow through large vertical openings between two enclosures could
significantly contribute to the thermal behavior of buildings and the air circulation
patterns in a room [50]. The influence of airflow is also determinant in
transmitting airborne diseases, such as COVID-19. Hence, correct estimation of
doorway flow rates and flow patterns is essential from the airborne contaminant
control point of view. Several mechanisms, such as pressure and density
differences, occupant movement, and door motion, may drive the airflow through
a large vertical opening [51]. In the bulk flow regime, the room air temperature is
assumed to be in thermal equilibrium with the wall temperature. The air
temperature difference between interconnected rooms leads to different air
densities and, consequently, different hydrostatic pressure fields that drive the
flow through the door opening. A previous study by Allard et al., IEA EBC
Annex 20 [52], demonstrated that the bulk flow regime is dominant in buildings.

The standard theoretical model assumes a bulk flow to compute airflow rates
through large vertical openings in airflow networks. It considers two isothermal
reservoirs at different temperatures and a one-dimensional inviscid steady-state
flow. These assumptions lead to a simple model based on the Bernoulli equation.
The resulting maximum theoretical flow is then corrected using the discharge
coefficient (Cy) to match the actual airflow in the doorway.

Assuming an inviscid bulk flow through a doorway, the velocity profile shows a
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sharp gradient at the level of the Neutral Plane (NP) shown in Figure 3.7(a). With
viscous flow, the two airstreams going in opposite directions create a shear layer.
In addition, as reported by [53], interfacial mixing between the two airstreams in
opposite directions causes a fraction of the warm airflow initially flowing toward
the opening to be brought back into the warm zone, entrained by the cold airstream.
This re-entrainment effect also takes place for the cold airflow and leads to an
exchange of momentum between the two counter-flowing streams passing through
a large vertical opening (Figure 3.7(b)). According to these authors, the resulting
velocity and temperature profiles are smoother at the level of the NP compared to
the inviscid flow.
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Figure 3.7: Streamwise velocity profiles (left) and re-entrainment by cross-stream
interfacial mixing (right) for the bidirectional flow in a doorway.

Several studies have investigated the bulk flow through large vertical openings
using CFD. However, these studies did not aim to capture complex unsteady flow
phenomena within the doorway as well as the evolution of non-isothermal jets
in the adjoining rooms. These studies mainly used unsteady RANS turbulence
modeling, and it has not been verified whether the RANS approach is suitable for
capturing the instabilities of shear flows in this specific case. Hence, to capture the
flow instabilities and characterize flow separation at the opening edge, interfacial
mixing between counter-flowing streams and turbulent flow development, a high-
resolution LES of the bulk flow passing through the doorway in a pseudo steady-
state regime is performed. Moreover, the ability of the RANS method to capture
the bulk flow can be investigated by comparing it to the reference LES solution.

3.2.2 Methodology
Experimental Setup

The air temperature difference (AT) between warm and cold zones in an
interconnected multizone enclosure and the aperture geometry are the only
physical parameters needed to define the bulk flow regime. Due to the
conservation of mass, hydrostatic pressure fields on both sides of the opening are
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equal at the NP located near the middle of the doorway (Figure 3.7(a)). The
difference in hydrostatic pressure above and below the NP generates two
counter-flowing streams of warm and cold air.

The experiment has been conducted by Paul Minard [54] in a full-scale climate
chamber. The environmental chamber consists of two rooms connected by an open
doorway with a height of 1.9m and a width of 0.83m, located in the middle
of the vertical partition wall. The dimensions of the warm and cold rooms are
2.65 x 2.3 x 3.8 m3 and 3.9 x 7.8 x 6.9 m3 (H x W x D), respectively. The
partition wall has a thickness of 0.1 m. Both rooms are equipped with a mechanical
ventilation system that is turned off during the experiment. Two electric panel
heaters were installed in the warm room far away from the door while the cold
room remained unheated. Measurements were taken using ten omnidirectional
anemometers (TSI 8475) with an accuracy of +3% =+ 0.005m/s for air velocity
and PT-100 sensors with an accuracy of +0.1 °C for temperature. These sensors
were mounted on a vertical bar at the center of the doorway. The sensors were
uniformly distributed along the vertical axis (z) from the floor to the top of the
door. To minimize the impact of thermal radiation, the surfaces of all PT-100
sensors were coated with aluminum. Temperature stratification within the warm
and cold rooms was assessed using five PT-100 sensors mounted on a vertical pole
located 2 meters away from the opening. When radiators were turned on, it took
several hours to achieve steady-state conditions. Then, data were recorded every
20 seconds over a period of 10-minute. More details regarding the procedure and
probe locations can be found in References [54, 55].

Numerical Method

Measurements showed significant temperature stratification in both rooms,
especially in the heated room. It is challenging to reproduce the same
stratification in CFD. It would require detailed measurements of the surface
temperature for both rooms and the heat emitters. Fortunately, measurements
revealed that the airflow was in the bulk flow regime. Consequently, the
computational domain was defined to enforce this bulk flow regime rather than
precisely replicate the laboratory’s geometry. In this respect, the rooms were
defined considerably larger than the doorway size (Figure 3.8). In addition, the
measured temperature stratification is imposed as initial conditions within both
reservoirs. At the start of the simulation, when both reservoirs come into contact,
a transient flow is established through the doorway until it reaches a pseudo
steady-state. The same procedure was followed in the experimental setup of
Lefauve et al. [56]. As both rooms are large, the convective heat transfer through
the doorway lacks sufficient time to significantly influence the temperature of
both reservoirs during the period of physical time computed by the CFD. The
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partition wall has the same thickness as the laboratory experiments.

Figure 3.8: Three-dimensional multizone enclosure configuration
(HxW xD=8x16x8m?).

The Wall-Adapting Local Eddy-viscosity (WALE) SubGrid-Scale model is used
to close the system of equations in the LES approach. The RANS approach is
also used here to investigate the influence of turbulence modeling. The widely
used RNG £ — ¢ model for ventilation flow prediction is adopted. The governing
equations for this approach are the Reynolds-Averaged Navier-Stokes equations.
The nonlinear governing equations are discretized using the second-order
cell-centered finite volume method (FVM) implemented in the ANSYS Fluent
commercial CFD package. The SIMPLE algorithm is employed for
pressure-velocity coupling. The time derivatives are advanced in time using the
Second Order Implicit scheme. In the LES, a constant time step of At = 0.01 s is
applied to keep the Courant number below 1.0 to achieve high temporal accuracy.
For the LES, the Central Differencing scheme is adopted for the treatment of the
convective terms of the governing equations, while a Second Order Upwind
scheme is used for the RANS and Euler simulations. The pressure interpolation is
provided by the Body Force Weighted scheme, recommended by the ANSYS
Fluent User’s Guide.

ANSYS Fluent is capable of running on distributed processors and uses the public
domain Open MPI implementation of the standard Message Passing Interface
(MPI) to conduct inter-processor communication. The present LES simulations
were performed on the resources provided by Sigma2, the National Infrastructure
for High-Performance Computing and Data Storage in Norway. The simulations
are performed on a 15-node cluster equipped with multiple 32-core Intel Xeon
processors leading to a total of 480 cores and a minimum of 160 GB of RAM.

A structured grid with 127,316,480 hexahedral cells is generated for the
interconnected rooms. A refined uniform grid is defined in the vicinity of the
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doorway, with the finest elements having a dimension of 0.6 cm to adequately
resolve interfacial mixing, re-entrainment, and other unsteady flow phenomena.
The aperture area on the y — z plane is covered by 44, 800 cells and extruded in
the x-direction by 20 cells. A smooth transition between cells of different sizes is
performed. The maximum growth ratio of 1.03 is adopted for top corners far
enough from the doorway, and 1.008 is used inside a domain of 1.5 m around the
doorway.

To keep a constant temperature inside the reservoirs throughout the simulations,
all walls, including the partition wall, are assumed to be adiabatic. Slip boundary
conditions are applied to each wall. This choice eliminates the need for near-wall
grid refinement, as no boundary layer is generated. The bidirectional airflow
through the aperture is simulated for the stratified interconnected rooms (baseline
case) and isothermal rooms at different temperatures. In the baseline case, the
initial temperature is derived from the temperature stratification measured in Paul
Minard’s experiments [54]. This one-dimensional vertical air temperature profile
is applied to the computational domain using a User Defined Function (UDF)
hooked into ANSYS Fluent. In the isothermal reservoirs, the initial temperature is
derived from the averaged air temperature along the vertical direction (z) in the
stratified case. This results in a temperature difference of 1.68°C
(AT = 1.68°C). The reference temperature (T.f) is determined as the arithmetic
average of room air temperatures at the level of the Neutral Plane in the middle of
the warm and cold zones. Despite preliminary tests suggesting that initializing the
simulation with URANS before switching to LES could partly reduce the
initialization time, both enclosures are initialized with zero velocity for simplicity
and to ensure that the initialization procedure does not impact the final results.
Consequently, each room acts as a large reservoir, and the flow through the door
is only driven by differences in hydrostatic pressure between the two reservoirs.

In the initial phase of the simulation, the bidirectional airflow through the
doorway is strongly transient. After approximately 60 seconds of physical time, a
pseudo-stationary regime is attained. Subsequently, the airflow becomes fully
established throughout the enclosure, and the transition to turbulent flow is
finalized. During this pseudo-steady state regime (¢ > 60 s), data are gathered
over 40 seconds to achieve fully converged time-averaged statistics. Throughout
this period, the volume-averaged air temperature in both reservoirs remains nearly
constant.

3.2.3 Results and Discussion

The analysis of results starts with a general description of the flow. Figure 3.9
illustrates the instantaneous velocity magnitude field on the opening plane and
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midplane, as computed using LES. As expected, a bidirectional flow is observed.
Warm air moves from the warm room (on the left) to the cold room (on the right) in
the upper part of the doorway, while cold air flows in the opposite direction in the
lower part of the doorway. The bidirectional flow generates a shear layer, inclined
by 39° upwards in the middle of the doorway compared to the horizontal plane.

This observation clearly contradicts the assumption of horizontal airflow made by
the standard theory. Additionally, both airstreams experience a contraction when
expanding into the opposite room, a phenomenon known as the vena contracta
effect. This contraction reduces the mass flow through the doorway compared to
the standard theory, partly justifying the introduction of a discharge coefficient.
The warm airstream develops into a warm jet that expands upwards in the cold
zone, while the cold airstream forms an attached cold jet along the floor in the
warm zone. Near the middle of the doorway, at the location of the NP, the velocity
magnitude is zero.
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Figure 3.9: Instantaneous velocity magnitude in the doorway y — z plane (left) and on an
x — z plane at the middle of the door (right).

Re-entrainment and Shear Layer Mixing

The time-averaged streamwise velocity and air temperature along a vertical line
in the middle of the doorway are illustrated in Figure 3.10. The time-averaged
streamwise velocity in Figure 3.10(d) computed using LES, RANS, and Euler
shows excellent agreement with laboratory measurements, with an average
deviation of less than 10%. However, the measured temperature in Figure 3.10(b)
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is only qualitatively similar to the LES, RANS, and Euler results. This implies
that the time-averaged temperature above the NP progressively moves from the
temperature of the cold zone to the temperature of the warm zone over the same
distance (from the NP at about 0.9 m — 1.6 m above the floor).

The transition between the temperature of the warm airstream and the cold
airstream provides an indication of the shear layer thickness. Additionally, the
shear layer thickness can be evaluated by examining the time-averaged
temperature field on the midplane in Figure 3.11.
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Figure 3.10: Time-averaged temperature (a,b) and streamwise velocity (c,d) profiles along
a vertical line in the middle of the doorway. The thick blue and red lines in the thermally
stratified case (b) indicate the vertical profiles of measured air temperature in the cold and
warm zones, respectively.

Re-entrainment results from interfacial mixing between counter-flowing streams,
with a focus on air streams developing into turbulent jets in opposite rooms. The
turbulent jets induce entrainment, and the amount of air in the opposite air stream
diverted from the doorway by this phenomenon needs to be determined.
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Streamlines in Figure 3.11 illustrate that the warm rising jet modifies the airflow
direction of the cold air approaching the doorway. This effect is less pronounced
for the cold jet expanding in the warm zone. Compared to RANS and Euler,
re-entrainment computed by the LES deviates the airflow over a more extensive
zone, especially for thermally stratified rooms (highlighted by a dashed rectangle
in Figure 3.11). This highlights the significance of re-entrainment in LES and
suggests potential underestimation when using RANS.

Analyzing the flow near the NP in Figures 3.10 and 3.11 reveals limited
differences between the LES, RANS, and Euler solutions for the baseline case
with thermally stratified interconnected rooms, indicating that the shear layer
does not induce intense interfacial mixing. In the isothermal interconnected
rooms, the Euler and RANS solutions are nearly identical. However, the shear
layer generated by the LES for this case is slightly thicker, attributed to the
mixing generated by the unsteady flow structures depicted in Figure 3.9. In
conclusion, unsteady flow structures do not consistently develop in the middle of
the doorway, and if they do, their impact on mixing remains confined to the
vicinity of the NP.

A well-resolved LES can accurately capture unsteady flow structures and
turbulent mixing. These structures may emerge when turbulent expansion occurs
in the cold and warm rooms, particularly when the warm and cold jets become
turbulent. Additionally, the LES reveals that the detached flows at the edges of
the doorway, originating from both the horizontal head jamb and the vertical side
jambs, are unsteady, especially in isothermal rooms. The instantaneous velocity
field in Figure 3.9 illustrates the development of various unsteady flow structures,
a level of detail that could not be achieved with unsteady RANS simulations.
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Figure 3.11: Mean temperature with streamlines on the vertical plane (y = 0). A dashed
black box highlights a region where the re-entrainment of warm airstream occurs.

3.3 Key Takeaways

The performance of RANS and LES approaches were compared using two flow
benchmarks relevant for indoor environments in buildings: the cavity flow and
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density-driven flow through a doorway.

In the case of cavity flow, it was demonstrated that RANS turbulence models
yield reliable results for both fully turbulent and transitional flow regimes.
However, none of the RANS turbulence models could achieve optimal
performance simultaneously for both regimes. In contrast, a same LES model
showed consistent performance across both flow regimes, making it more
universal. In design, this implies that no prior knowledge of the flow regime
would be necessary. However, LES was found to be influenced by the amount of
resolved turbulence at the domain inlet. While determining this quantity precisely
in design may be challenging, the results indicated that a rough estimate might be
sufficient.

In the case of density-driven flow through a doorway, RANS can capture the
primary features of the time-averaged flow, similar to LES. However, it fails to
capture unsteady flow phenomena such as re-entrainment or the development of
cold and warm airstreams originating from the door. Finally, the benchmarks
highlighted the need for a very regular mesh to guarantee both accuracy and
numerical stability in simulations. This observation aligns closely with the main
research question of the thesis, which investigates the potential of orthogonal
grids to perform high-resolution LES for indoor airflow simulations.



Chapter

High Fidelity LES on Orthogonal
Grids

4.1 High-Fidelity LES for Indoor Airflow Simulations

As computational resources continue to grow, wall-resolved LES of moderately
high Reynolds number turbulent flows is gradually becoming feasible. However,
the accuracy of such LES is highly sensitive to the numerical algorithm
employed. Previous studies [57-62] have demonstrated the significant influence
of numerical errors on the predictive accuracy of LES, highlighting the critical
role of the numerical algorithm in ensuring accurate simulations.  The
combination of increased computational power and improved numerical
techniques would enable researchers to apply LES to a wide variety of problems,
such as aerodynamics, combustion, heat transfer, and fluid-structure interactions,
among others.

Significant energy at high wavenumbers in the LES approach requires a
numerical scheme that performs well in this range. While spectral methods are
known for their uniform accuracy at all wavenumbers, they do have inherent
limitations concerning geometry and boundary conditions, making them less
applicable in practical cases involving irregular or complex geometries [63].
Furthermore, aliasing errors can be a significant challenge that arise due to the
high-resolution requirements at high wavenumbers. These errors can lead to a
degradation of the solution and negatively impact the accuracy of the simulation
unless explicitly removed using filtering techniques [64].

37
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In LES, aliasing errors should be kept small, and the numerical method used
should be robust and not overly sensitive to these errors. Finite difference and
finite element methods are alternatives with lower aliasing errors due to damping
at high wavenumbers [64]. Eliminating these high-frequency components reduces
aliasing errors, and the solution is better preserved at the resolved scales. While
finite difference schemes may not provide the same level of accuracy at high
wavenumbers as spectral methods, they are often preferred in practical LES
applications due to their computational efficiency and flexibility for boundary
conditions [65]. In addition, the focus in LES is typically on capturing the
dominant large-scale structures and turbulence characteristics rather than
resolving every single small-scale detail accurately.

LES using finite difference schemes can be categorized based on different criteria.
Two primary aspects are highlighted in this context:

* A significant distinction arises from the interaction between the spatial
discretization error and the SGS model. In LES, it is crucial to accurately
reproduce the energy cascade between the various flow length scales. The
discretization scheme adopted for the convective term can introduce
artificial dissipation, interacting with the energy cascade by removing
kinetic energy. In explicit LES, the SGS model is solely responsible for the
dissipation related to the subgrid scales. This necessitates that artificial
dissipation from the discretization of convective terms be minimized or
eliminated, typically using a central scheme. To ensure the stability of a
pure central scheme, the discrete kinetic energy must be conserved. In
contrast, implicit LES tailors the artificial dissipation of the discretization
scheme to act as a consistent SGS model [66].

* Another notable distinction depends on the use of body-conformal and
nonbody-conformal orthogonal grids. Body-conformal meshes precisely
follow the surface geometry of objects, potentially resulting in either
complex structured grids or unstructured grids for complex geometries. On
the contrary, nonbody-conformal orthogonal grids do not need to strictly
follow surface geometry. This flexibility allows the use of more regular
grids, such as orthogonal or Cartesian grids. The treatment of walls is
addressed in a specialized manner by applying Immersed Boundary
Method (IBM) [67]. The combination of orthogonal grids with IBM
simplifies the generation of meshes for complex geometries.

Most applications of LES in modeling airflow inside buildings resort to explicit
LES on body-conformal grids, whether structured or unstructured [22, 31]. In this
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context, it becomes essential to limit artificial dissipation, which is a main reason
behind using almost structured grids characterized by good orthogonality and
skewness. This leads to specific criteria regarding grid quality that should be
followed when conducting LES using general-purpose flow solvers like Fluent or
OpenFoam [2]. However, it is worth noting that, as will be discussed, airflow
patterns within buildings exhibit distinctive characteristics that make non-body
conformal orthogonal grids a compelling alternative to general-purpose flow
solvers.

4.2 Higher-order Numerical Schemes on Orthogonal Grids

According to Ghosal, "the reliability of numerical simulations of turbulence
depends on our ability to quantify and control discretization errors" [59]. The
second-order finite difference scheme developed by Harlow and Welch [68] on a
staggered mesh is a remarkable example within the domain of numerical methods
well suited to the DNS or LES of turbulent incompressible flow [69-72]. This
scheme conserves not only mass and momentum by convection but also kinetic
energy in a discrete sense on a uniform mesh in the absence of pressure work and
viscous dissipation, which contributes to its robustness and accuracy in LES. On a
non-uniform mesh, the numerical stencil coefficients are not adapted as a function
of the local grid spacings to preserve the symmetries of the uniform mesh case (or
skew-symmetric operator) and ensure the discrete conservation of kinetic energy.
While the second-order central scheme is widely used for its simplicity and
computational efficiency, it has limitations. = Rivas demonstrated that the
second-order finite difference scheme to approximate the first derivative has a
first-order truncation error on a non-uniform grid while achieving second-order
accuracy on a continuously stretched grid [73]. These errors can potentially
influence the fidelity of resolved scales and interfere with the modeling of the
SGS dynamics [58, 59, 61]. For a comparable magnitude of truncation errors to
the modeled terms in LES, distinguishing between sources of errors becomes
challenging. This ambiguity makes it difficult to assess whether errors originate
from the numerical scheme or the SGS modeling. Lastly, Ghosal noted that the
precision of a second-order finite difference scheme is limited, and dense meshes
are needed to attain satisfactory results [59].

Higher-order numerical schemes alleviate the impact of truncation errors, leading
to more accurate approximations and an enhanced fidelity of resolved scales [74].
Under their improved resolution at high wavenumbers and reduced sensitivity to
aliasing errors, the conservation properties of high-order numerical schemes on
staggered grids play a key role in enhancing the accuracy and reliability of LES
results [75].
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A study conducted by Morinishi et al. delves into the analysis of various finite
difference schemes, with a specific emphasis on their conservation properties
[76]. These schemes are formulated in divergence, advective, and
skew-symmetric forms. They successfully derived the general family of discrete
conservative higher-order accurate finite difference schemes tailored for both
regular and staggered grid approaches on uniform meshes. To generalize the
scheme in non-uniform grids, the scheme weights in the difference operators
were adapted as a function of local grid stretching while preserving the order of
local truncation error. However, the resulting scheme no longer preserves the
symmetries of the uniform mesh case. Hence, they concluded it can be tailored to
prioritize strict conservation of kinetic energy or to achieve strict fourth-order
accuracy. According to Verstappen and Veldman [77], the scheme must preserve
the symmetries of the underlying operator on non-uniform meshes in order to be
fully conservative in a discrete sense. In other words, the approximation of the
convective derivative should be achieved through a skew-symmetric operator.

Vasilyev extended the second and fourth-order methods proposed by Morinishi
et al. [76], combining fourth-order accuracy with the discrete conservation of
either momentum or kinetic energy on non-uniform grids [78]. It was determined
that the commutation error between discrete differencing and averaging operators
was a key factor contributing to non-conservation on non-uniform meshes while
preserving the symmetries of the uniform mesh case in computational space.

The approach proposed by Verstappen and Veldman additionally introduces a
skew-symmetric discrete operator to approximate convective terms [79, 80].
Based on finite volume principles, this method inherently adopts a divergence
form while preserving the skew-symmetry of the discretization operator.
Moreover, the method is based on the Richardson extrapolation of the
symmetry-preserving second-order scheme of Harlow and Welch [68], allowing
for the preservation of both fourth-order accuracy and full conservation on
non-uniform Cartesian grids. It is important to note that the stencil coefficients
(scheme weights) in Verstappen and Veldman’s method remain unchanged with
respect to local grid stretching when applied to non-uniform grids. This
assumption relies on a smooth mapping between the computational and physical
spaces. While modifying the coefficients of these schemes on non-uniform grids
in physical space can effectively minimize local truncation errors, a potential
trade-off emerges in the form of compromised conservation of kinetic energy,
which could negatively impact the global discretization error [81, 82].

However, one of the primary challenges associated with these high-order schemes
is the non-compact nature of the numerical stencil. This characteristic arises from
the use of high-order interpolations in all three spatial directions. From second to
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fourth-order accuracy, these numerical stencils are not only expanded from three
to seven points along lines for the three spatial directions but also enlarged from
two to four points in the perpendicular directions to each line. As a result, these
schemes tend to be more complex to implement and can introduce challenges in
treating boundary conditions, especially in scenarios involving complex
geometries and the application of Immersed Boundary Method in practical
engineering problems.

4.3 Why Orthogonal Grids?

Airflows within buildings exhibit distinct characteristics that set them apart from
other flow environments. The airflow can appear in different states: laminar,
transitional, and turbulent, often simultaneously within different areas of the same
room. Notably, these flows are characterized by relatively lower Reynolds
numbers compared to applications in aerospace and are treated as incompressible.
In buildings, the influence of specific geometric details on airflow tends to be less
pronounced than in aerospace applications. Additionally, the internal flow
dynamics within buildings, including buoyancy effects, are equally significant as
those observed in environmental flows. Employing orthogonal grids in building
airflow simulations has several advantages and challenges. These factors play a
crucial role in shaping effective simulation methods:

a. Grid configurations: The numerical stencil for the standard second-order
central finite volume method (with a linear reconstruction of flow variables
to the cell faces) in usual flow solvers typically employs five points in each
spatial direction on a structured mesh. A solver tailored specifically for
orthogonal grids can provide the opportunity to extend the numerical
stencil to incorporate additional points. This extension can improve
numerical accuracy by reducing truncation errors, thereby contributing to
more precise simulations. In transitional flows, the minimized dispersion
error is crucial to achieve a high level of accuracy in capturing the
advection of flow structures. Furthermore, using orthogonal grids facilitate
the application of line-iterative techniques and geometrical multigrid
solvers.

b. Non-conformal grids: Considering the anisotropic nature of velocity fields
in boundary layers, body-fitted grids offer the advantage of potentially
lower grid point density compared to non-conformal meshes, especially in
situations involving high Reynolds number flows. However, several factors
may counterbalance this effect. Firstly, in building airflows, the lower
Reynolds numbers imply that this effect may be less critical compared to
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aeronautical applications. Secondly, in many building scenarios, geometric
complexity is localized, often concentrated around occupants and air
supply terminals. This allows for grid refinement using a non-uniform
orthogonal mesh along walls, while the rest of the room can be represented
using a coarser grid. A similar approach was followed in a high-resolution
LES of density-driven bidirectional flow through an open doorway
conducted by Larkermani et al. [49]. They faced challenges related to grid
arrangements in the vicinity of the doorway. The authors chose a structured
non-uniform grid to keep numerical stability, given that preliminary
analyses using an unstructured mesh indicated a susceptibility to numerical
errors, particularly when the non-dissipative central scheme is necessary
for LES. Typically, the shape of a room can be approximated by a
combination of boxes, permitting a combination of body-conformal and
nonbody-conformal meshes. Lastly, in wall-resolved LES, grid resolution
near the wall can pose a significant computational demand. Nevertheless,
advancements in wall functions for wall-modeled LES have been made,
leading to significant reductions in required grid resolution near the wall.
Recent developments, such as improved wall functions that account for
buoyancy effects, represent a noteworthy step forward in this regard [83].

c. SubGrid-Scale model: In explicit LES, the choice of SGS models
significantly influences the accuracy and performance of the simulation.
Common SGS models, such as the Smagorinsky and WALE models [84],
can exhibit excessive dissipative behavior, particularly on the larger
resolved scales of the flow. Even when applied with dynamic procedures,
these models may not fully capture the finer details of the flow. Multiscale
SGS models offer a promising alternative by applying a spatial filtering
procedure that discriminates between large and small resolved scales. This
approach ensures that SGS dissipation is primarily applied to the smallest
resolved scales, leaving the larger scales relatively untouched [85]. As a
result, the SGS model remains inactive in the laminar and transitional
regions of the flow, leading to more accurate representations of flow
behavior.  The application of discrete spatial filters, a fundamental
component of multiscale SGS models, is feasible with both unstructured
and structured meshes. However, the performance of these filters can be
more effectively assessed and characterized on orthogonal grids [86].

d. Immersed Boundary Method (IBM): IBM presents clear advantages over
traditional body-fitted meshes. One advantage is its ability to accommodate
moving objects without the need for re-meshing at each time step [67]. This
is in contrast to body-fitted meshes, where the analysis of moving objects
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can be computationally demanding and time-consuming. By using IBM,
researchers can easily simulate dynamic elements commonly encountered
in building applications, including the movement of individuals, transient
operations of doors and windows, and other dynamic scenarios.

e. Staggered arrangement: A staggered arrangement of incompressible flow
variables is accessible by using an orthogonal mesh [87]. This approach
leads to a robust coupling between the pressure and velocity fields,
effectively avoiding the checkerboard problem, also known as odd-even
decoupling. Unlike non-staggered grids, which may require specific
numerical treatments to address this issue, staggered grids naturally
eliminate the need for such interventions. This characteristic enhances
simulation stability and reduces the potential introduction of numerical
dissipation associated with defining an interpolation scheme for the
pressure [88]. Moreover, implementing a staggered grid allows for defining
a convective scheme that precisely conserves discrete Kinetic energy, which
is crucial for explicit LES [78, 79].

Some previous studies have already applied some of these advantages of
orthogonal grids to perform LES of airflows inside buildings. However, these
studies lack an extended discussion of the pros and cons of orthogonal grids,
covering the five points discussed earlier.

Kempe et al. [89] introduced a numerical scheme for LES of indoor airflows
using orthogonal staggered grids and IBM for stationary objects. However, their
spatial discretization scheme is a standard second-order central scheme.
Therefore, they do not exploit the capacity to improve spatial discretization, as
discussed in point a.. On the contrary, Morozova et al. [90] resort on a
fourth-order symmetry preserving finite volume method on an orthogonal
staggered mesh to perform LES of airflows inside buildings. However, the
treatment of complex geometries is not discussed in their work, addressing points
b. and d.. It is worth mentioning that these two studies introduced their methods
to perform high-fidelity LES at moderate computational efforts.

IBM on orthogonal grids has been previously used to simulate contaminant
transport in buildings. Mao and Celik [91] used orthogonal staggered grids along
with a standard second-order method for the spatial discretization to perform
(U)RANS simulations. Choi and Edwards investigated contaminant transport by
human movement using LES [92, 93]. They resort to a second-order
low-diffusion scheme for spatial discretization on collocated orthogonal grids. It
is worth noting that the IBM has also been used in unstructured flow solvers to
study body movement and pollutant dispersion in buildings, as seen in works like
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Lohner et al. [94] and Saarinen et al. [95] using ANSYS CFX. To avoid
confusion, it is important to note that orthogonal grids are not the prerequisite for
implementing IBM; rather, it is IBM that facilitates the use of orthogonal grids,
especially with complex geometries.

Hence, it is evident that integrating higher-order numerical methods on
orthogonal grids with IBM holds promise for further investigation of indoor
airflow simulations. Employing IBM in this framework facilitates the treatment
of complex geometries and dynamic elements, making this approach more
applicable in realistic indoor environments.



Chapter

Development of a Numerical
Framework tailored for Explicit
LES on Staggered Orthogonal
Grids

5.1 Adapted Incompressible Flow Solver for Cartesian
Nonuniform Meshes

REEF3D is an open-source CFD software package focusing on CFD in
hydrodynamics, environmental and marine engineering [3]. It is a powerful
high-order flow solver and offers many advantages compared to academic and
commercial CFD packages. On top of all these, the usage of REEF3D is free in
an open-source environment. This allows for a deeper understanding of how the
numerical model works and provides an opportunity to build valuable
competence and experience in this field. In REEF3D, physical models, numerical
methods and solvers are implemented as a collection of C++ classes and objects.
The object-oriented design of REEF3D allows for modularity, extensibility and
easy customization of the code. Users can modify existing solvers or create new
ones by subclassing and extending the existing classes. REEF3D uses a ghost cell
Immersed Boundary Method to deal with complex geometry on an orthogonal
grid [96]. Besides, REEF3D also takes advantage of parallel processing within
the implemented domain decomposition framework. Smaller domains created by
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dividing the primary domain communicate with their neighbors through ghost
cells. The Parallel Message Passing Interface (Parallel MPI) is used for
inter-processor communication via the ghost cell method [3].

The structure of REEF3D positions it as a suitable candidate within the
framework outlined in section 4.3. The grid configuration is orthogonal,
characterized by one-dimensional grid stretching in each spatial direction. Flow
variables are staggered across the grid. Additionally, the fundamental numerical
stencil for the convective term involves seven points in each spatial direction,
enabling the development of high-resolution schemes. The baseline scheme
within REEF3D is a Weighted Essentially Non-Oscillatory (WENO) scheme, a
fifth-order accurate scheme in linear advection problems. This formulation,
however, is hybrid in nature, as it combines the WENO scheme with second-order
central finite differences for discretizing mass conservation, pressure gradients,
and diffusion terms. While formally second order, REEF3D can minimize
dispersion errors by employing a seven-point numerical stencil for the
discretization of convective terms. For the viscous terms and the pressure term,
the second-order central differential scheme is adopted. By default, the governing
equations are advanced in time using a fully explicit third-order Total Variation
Diminishing (TVD) Runge-Kutta (RK) scheme [97]. At each Runge-Kutta stage,
the advancement of the velocity field satisfies the continuity equation and is
divergence-free. The Poisson equation is solved at each substep (i.e., three times
per time step) to obtain the pressure term at the new time level [98]. Moreover,
the fractional step method is employed to enforce the discrete continuity equation
[99]. With the second-order discretization of the velocity divergence outlined in
Equation (5.1) and the pressure gradient in Equation (5.2), this involves solving a
second-order discretization of the Poisson equation. The Poisson equation is
solved using an efficient geometric multigrid linear solver sourced from the
HYPRE library [100]. Finally, to account for complex geometries, the IBM is
integrated into the process.

The ghost cell approach employed belongs to the general category of IBM, which
can potentially treat arbitrary immersed bodies on orthogonal meshes [101].
Moreover, the immersed and rigid boundaries of solid objects can be precisely
represented, especially beneficial at high Reynolds numbers [67]. To address
sharp corners accurately, the local directional ghost cell approach introduced by
Berthelsen and Faltinsen [96] has been implemented. While sharp-interface
methods like cut cells and ghost cells effectively maintain boundary sharpness,
they encounter a primary challenge related to boundary motion. The movement of
a solid body may cause a cell to transition into the fluid domain, introducing
spatial discontinuity. This spatial discontinuity near the sharp immersed boundary
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can, in turn, lead to temporal discontinuity for cells near the boundary.
Consequently, a direct temporal discretization of momentum on these cells
becomes impractical, given that flow variables lack a valid time history in these
regions [67]. Hence, an IBM approach that directly integrates a continuous
forcing term into the momentum equation is implemented. This integration of a
forcing term follows the methodology proposed by Yang [102], offering a robust
solution for treating dynamic boundaries. The core concept involves applying the
forcing term strategically to a select number of grid cells positioned on both sides
of the solid boundary such that a smooth transition between the fluid and solid
phases is provided and temporal discontinuity for cells emerging into the fluid is
eliminated [67].

To effectively conduct explicit LES, the flow solver should be adapted
accordingly. As the WENO scheme is too dissipative to perform LES, a new
central scheme had to be developed, the hybrid second-order central finite
difference scheme (HCDS6). To achieve this objective, the non-dissipative spatial
discretization (HCDS6) is implemented into REEF3D, as detailed in Section 5.2.
The default temporal discretization scheme is the third-order explicit TVD
Runge-Kutta method with a projection step at each stage. However, a prevalent
strategy in LES and DNS is to employ explicit time integration for convective
terms and implicit integration for diffusion terms. The main reason for treating
diffusive terms implicitly is the severe time step constraints necessary for
numerical stability, particularly in regions characterized by substantial grid
refinement, often observed along walls. Since velocity tends to be small near the
wall, the time step requirements for explicit convective terms are comparatively
less strict. As a result, REEF3D has been customized by implementing a
low-dissipative semi-implicit RK scheme, detailed in Section 5.2.3. Furthermore,
SubGrid-Scale models with or without spatial filters [85] are implemented within
the solver, providing the flexibility to choose between a multiscale SGS model
and a standard one.

5.2 Numerical Method

To alleviate the complexity in terms of implementation and boundary condition
treatment, a new scheme with enhanced numerical properties on staggered grids
is introduced. This scheme involves seven points in each spatial direction.
However, unlike existing fourth-order schemes on staggered grids, the numerical
stencil remains compact, thereby simplifying its implementation and treatment of
boundary conditions. Despite its formal second-order accuracy, the scheme
demonstrates sixth-order accuracy for linear advection problems, resulting in
relatively lower dispersion errors than the conventional second-order schemes of
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Vasilyev [78] and Verstappen et al. [79]. To enable this improvement, the strict
conservation of discrete kinetic energy has to be sacrificed. Nonetheless, the
numerical tests presented in Chapter 6 demonstrate that this compromise has a
limited impact on the simulation results.

5.2.1 Governing Equations

In indoor airflow applications, the Boussinesq approximation provides a
simplified yet effective means of accounting for the influence of temperature on
flow behavior in modeling the buoyancy-driven flow of fluids with temperature
variations. The incompressible Navier—Stokes equations express the principles of
mass, momentum and energy equations conservation mathematically through
Equations (5.1)-(5.3).
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where z; denotes the ' Cartesian coordinate. u; represents the velocity field in
the x; direction, ¢ the time, p the pressure, and T the temperature. The last term
in Equation (5.2) is the buoyancy term where 3 = 1/T is the thermal expansion
coefficient of the air modeled as an ideal gas and g; the gravitational acceleration.
Here, parameters v and « are the kinematic viscosity and the thermal diffusivity,
respectively. They are assumed constant (i.e., independent of the air temperature)
and taken for the air at T’..y. The system of equations is solved numerically using
finite differences on orthogonal grids.

5.2.2 Spatial Discretization

A fully staggered grid arrangement is employed for the strong coupling of
velocity and pressure fields, avoiding spurious oscillations. This is achieved by
assigning the velocity components to the center of the corresponding cell faces
while the pressure and other scalar quantities are stored in the cell centers. A
schematic representation of a uniform two-dimensional fully staggered grid
arrangement [103] is illustrated in Figure 5.1 as a reference. Here ¢ and j are
mesh indices in the z; and x; directions, respectively.
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Figure 5.1: Staggered arrangement of variables in two dimensions.

To generalize the high-order schemes of Morinishi et al. [76] to non-uniform
meshes, the discretization operation should be performed in computational space
to preserve symmetries of the underlying operator [77, 78]. The derivatives in
physical space are calculated using the local Jacobian, which can be determined
numerically using the same stencil and corresponding weights as the finite
differencing operator in the computational space. In a one-dimensional case:

(E _ léﬁ _ lw (5.4)
ox Jo¢ J 2A
In the above definition, ( denotes the spatial coordinate in the computational
domain, and ¢ represents a discrete variable in three spacial coordinate directions.
J is the Jacobian determinant of the transformation x — ( that can be defined
numerically as:
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where A is the uniform grid spacing in the computational domain.

Using the notation of Vasilyev [78], the finite difference (0n/0n¢;) and the
interpolation (¢"<") operators in computational space with stencil n acting on ¢
are defined respectively as:
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Following these operators, the standard second-order scheme of Vasilyev (CDS2)
for the non-linear convective terms in Equations (5.2) and (5.3) on the non-uniform
staggered grid are defined as:
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Note that the convective terms are evaluated at the respective velocity points.
Morinishi et al. highlighted the various forms of convective terms present in the
Navier—-Stokes equations [76].  These include the divergence, advective,
skew-symmetric, and rotational forms, each offering unique approaches to
representing flow behavior. However, among these alternatives, the divergence
form for the convective terms has proven to be the most straightforward and
computationally efficient approach because of its simplicity. Vreman et al.[104]
emphasized that the skew-symmetric form introduces a substantial truncation
error compared to the divergence form.

The divergence form of the convective terms in the Navier—Stokes equations
preserves the conservation of continuity and momentum at the discrete level using
exact time integration in the absence of viscous dissipation. However, kinetic
energy conservation by convection may not be guaranteed using the divergence
form on a non-uniform staggered grid due to the commutation error term [78]. On
the other hand, the skew-symmetric form of the convective term conserves the
discrete kinetic energy while solely enforcing the discrete continuity equation is
insufficient to reach the discrete momentum conservation. Again, it arises from
the inherent presence of a commutation error term, a factor that is non-zero for
non-uniform meshes.

Morinishi et al. have pointed out that the second-order finite difference method in
Equation (5.8) in divergence form does not strictly conserve kinetic energy [76].
However, the error generated by the discretization scheme for convective terms
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could be negligible (by a factor of three to four orders of magnitude) compared
to the dissipation introduced by viscosity in Direct Numerical Simulations [104],
making it a robust option for scale-resolving simulations [105].

The new scheme, denoted as HCDS6, addresses the discretization of the
convective term by employing a symmetric seven-point stencil in divergence
form. In HCDS6, a second-order accurate interpolation operator is used for the
convection velocity, while the convective fluxes are discretized using a high-order
central interpolation scheme:
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The scheme employs constant coefficients o, a3, and a5, which are independent
of the local grid stretching. These coefficients, chosen as a; = 37/30, az =
—8/30, and a5 = 1/30, are selected to ensure that Equation (5.11) aligns with the
standard sixth-order central difference approximation for a constant convection
velocity. When a; = 1, ag = 0, and a5 = 0, the method is degraded to the
standard second-order central differential scheme initially proposed by Harlow and
Welch. The HCDS6 is thus tailored to reduce dispersion errors compared to the
CDS2. However, the conservation of the discrete kinetic energy by convection
had to be sacrificed for this purpose. While the HCDS6 conserves the discrete
momentum on non-uniform grids, it does not conserve the discrete kinetic energy,
even in the case of uniform grids. Nonetheless, the results will demonstrate that
this effect is limited, as the stencil weights are not adapted according to the local
grid-stretching.

Both the new HCDS6 and the CDS2 schemes exhibit a more compact (condensed)
formulation compared to the fourth-order finite-difference schemes as presented
by Vasilyev [78], such as the one in divergence form (CDS4):
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The term "compact stencil” should not be confused with compact finite difference
schemes [106]. In this context, a compact stencil means that the spatial extension
of the points involved in the numerical stencil remains localized in a limited
volume. Like the HCDS6, the CDS4 has a seven-point stencil in each spatial
direction. However, in contrast to the HCDS6, the CDS4 computes the convection
velocity using a fourth-order interpolation. Consequently, CDS4 has a stencil that
involves four points in the directions perpendicular to each spatial direction,
making the stencil non-compact, as shown in Figure 5.2.
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Figure 5.2: Comparison of the numerical stencil for HCDS6 (a) and CDS4 (b) for¢ = 1
and j = 2.

Using the definitions of finite difference and interpolation operators as outlined in
Equations (5.6) and (5.7), and with mesh indices ¢, j, and k, the new central
differential scheme for convective terms on staggered grids can be rewritten. To
avoid any potential confusion with Cartesian tensor notation, u; and u; are
simplified here to u and v, respectively:
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Uipdljok T Uigl jiak
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Uil jap T “z‘+§,j+2,k>
as

2

(5.14)

Assuming a constant convection velocity (a) and uniformly spaced grids
(xi+1 — T = Y12 — Yj—1/2 = Az = Ay), the method is simplified to:



54 Development of a Numerical Framework tailored for Explicit LES on Staggered
Orthogonal Grids

5(u)
a 5 =
T
Ii+%ﬂyj7zk
a X
Az
o1 + a3 + a5
2 2 2
- Q] — a3 — Q5
2 2 2
(5.15)
o(u)
a 5 =
y xi+%7yj7zk
a
—X
Ay
Yitdgh T Uirdgrik | Wird-ik T Wi lgiok o Yirdgook T Uil sk
051 + a3 + as
2 2 2
Uiplj1g T Uigl ik Uipljok T Uil jt1k Uipljag T Uil jiok
— 1 — Q3 — Q5
2 2 2

(5.16)

Unlike CDS2, HCDS6 employs a numerical stencil with seven points in each
spatial direction. This requires the creation of three layers of ghost points to
address Dirichlet and Neumann boundary conditions. Additionally, in parallel
computation, three layers of points need to be exchanged between partitions in a
multiblock domain decomposition. This leads to an increased data exchange
between processors compared to the CDS2, which only requires the
communication of one layer of points. Moreover, it is worth noting that while
HCDS6 may require additional computational resources near boundaries, it does
not significantly increase the computational time for evaluating the momentum
equation in the inner part of the computational domain.

The continuity equation is discretized in the same way for the CDS2 and HCDS6
schemes. This means that the computational time required to solve the continuity
equation remains consistent for both methods. For instance, the computational
effort is comparable for both schemes when employing a projection method that
involves solving the Poisson equation. This consistency in computational
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demands for the continuity equation emphasizes the practical applicability of the
HCDS6 scheme, as it provides enhanced accuracy in representing convective
terms without significantly affecting the computational load associated with
solving the continuity equation. This characteristic further highlights the potential
benefits of adopting the HCDS6 scheme in simulations of indoor airflow behavior.

Modified Wave Number Analysis

The Modified Wave Number Analysis (MWNA) [106] represents a variant of the
classical Fourier analysis, a technique traditionally employed in Von Neumann
analysis. This analytical approach serves as a powerful tool for analyzing the
stability and accuracy of numerical methods designed to solve partial differential
equations (PDEs). To delve into its application, consider the 1D linear advection

equation of the form:
ou ou

ot on
where a is the constant advection velocity on the spatial domain z € [0, 27 with
periodic boundary conditions. For an initial condition u(z,0) = e**, the exact
solution of the form:

0 (5.17)

u(z,t) = e*l@at) (5.18)
is admitted. Here & is the wavenumber.

Using the new central difference scheme (HCDS6) defined in Equation (5.11) to
discretize the convective term on a uniform mesh (Az = h), the semi-discretized
one dimensional linear advection equation is obtained:

611/1‘ 51 37_ 1z, 8 _ 3. 1 _ 5.
gyt 7.9 4791 — O 519
ot * [a(sm <30”” 0" T3 )], G-
Oui a1 I 3, .3 1 .
| e — —us i — S o — — i —
ot 2n \ 30 1+3 10 142 9 141 2 i—1 10 —2 30 i—3
(5.20)

The numerical solution can be expressed in terms of its Fourier series:

wi(t) = up(t)e’r (5.21)
k

where wy, is the amplitude of the k*" Fourier mode.

The Fourier transform of the semi-discretized Equation (5.20) is obtained by
substituting u;(t) from Equation (5.21):
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_§6—ikh n ie—mh _ ie—&'kh pikai (5.22)
2 10 30

and is simplified using the Euler’s formula (etikh = cos(kh) Tisin(kh)):

Oup(t)  ai (1 . 3 . 3.
% = (30 sin(3kh) — 0 sin(2kh) + 5 bln(kh)) up(t)  (5.23)

The solution of Equation (5.23) in Fourier space can be written as:
m (t) — e~ % (% sin(3kh)— % sin(2kh)+% sin(kh))t (5.24)

Substituting this expression into Equation (5.21), the numerical solution can be
obtained in physical space:

u; (t) _ Z ei(km—‘;—f (% sin(3kh)—% sin(2k’h)+% sin(kh))) (525)
k

Comparing the exact and numerical solutions of the 1D linear advection equation
(Equations (5.18) and (5.25)), the non-dimensional modified wavenumber

(kmod = kmodh) reads as a function of the non-dimensional wavenumber

(& = kh):

1 3 3
Emod = 30 sin(3¢) — 0 sin(2¢) + 3 sin(¢) (5.26)

The dispersion relation (w = ky,0qa), the phase velocity (w/k) and the group
velocity (dw/dk) become:

a1 | 3 . 3 .
=5 <30 sin(3¢) — 0 sin(2€) + 3 sm(f)) (5.27)
% = % (310 sin(3¢) — % sin(2¢) + zsin(§)> (5.28)
Z—: =aq (110 cos(3¢) — gcos(%) + 2008(5)) (5.29)

Figure 5.3(a) shows that the non-dimensional modified wavenumbers (k;,,qh) of
the CDS2 and HCDS6 schemes almost follow the exact wavenumber up to about
& = kh = 0.4 and 1.2, respectively. The non-dimensional modified wavenumber
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for CDS2 decreases from the maximum at £ = 7/2 to zero at £ = 7, while the
kmoqh for HCDS6 stays near the exact solution even at £ = /2, where ky,,qh =
1.47.

Figure 5.3(b) shows that the phase velocity for CDS2 and HCDS6 is close to the
exact value a up to £ =~ 0.25 and £ = 1.1, respectively. Beyond £ = 0.25 and
& =~ 1.1, respectively, the waves computed with CDS2 and HCDS6 lag behind the
exact waves, leading to large dispersion errors, particularly for CDS2. At £ = m,
the computed waves for both CDS2 and HCDS6 are stationary.

The group velocity (dw/dk) is the velocity with which groups of waves and also
energy are transported. Figure 5.3(c) indicates that HCDS6 computes the group
velocity more correctly than CDS2. For £ > 7/2, groups of waves and energy
are transported in the wrong direction with CDS2, while they are transported in
the right direction with HCDS6 for ¢ < 1.936. For very high non-dimensional
wavenumbers (£ > 2.191), the absolute error of HCDS6 is larger than the absolute
error of CDS2. For £ = 7, dw/dk = —a and dw/dk = —2.2a for CDS2 and
HCDS6, respectively. Remember that the exact group velocity is a.

As HCDS6 better represents the phase velocity and group velocity at higher
wavenumbers than CDS2, fewer points per wavelength are required for HCDS6
than for CDS2. In three dimensions, this can result in a significant reduction in
the number of grid points to reach the same accuracy. It is worth noting that, for a
linear advection problem, the performance of HCDS6 is superior to the
fourth-order accurate scheme of Vasilyev (CDS4) [78].
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Figure 5.3: Non-dimensional modified wavenumber (a), phase velocity (b), and group
velocity (c) for a = 1 with CDS2, CDS4, and HCDS6.

5.2.3 Temporal Integration
Explicit Time Integration

The projection method proposed by Chorin [107] is adopted for the
pressure-velocity coupling in incompressible flows. This method is a time
marching procedure based on a fractional-step technique, wherein each time step
is decomposed into three steps. Here, viscous diffusion and incompressibility
effects are decoupled using a predictor-corrector strategy. During the first step,
the incompressibility constraint is temporarily neglected to compute an
intermediate velocity field (u*) using Equation (5.30).

wf — ' O(uiul) 1op® 6 sup  ouf
7 7 — _ 7 i 1 _ TTL _ n
At S, p 5$i+6xj [V ( + S >]+g Bt ref )]

(5.%'j i
(5.30)
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where ;' is the velocity at the nt? time step. Note that the resulting intermediate
velocity (u}) does not satisfy the continuity equation (Equation (5.1)). To enforce
continuity, the intermediate velocity is projected onto the space of incompressible

divergence-free vector fields to obtain u?“:

n+1 * n+1 n

T — ) 16 —

AT S ] Uittt ] (5.31)
At P 0x;

This is done by solving a Poisson equation for the pressure field using the
divergence of the intermediate velocity field and enforcing 6ui ™" /sz; = 0. The
fully parallelized Bi-Conjugate Gradients Stabilized (BiCGStab) algorithm [108]
solves the resulting Poisson pressure equation using geometric multigrid
preconditioning provided by the high-performance solver library, HYPRE [109].

n+l _ . n *
0 (15(10 p )) 1 ouj (5.32)

dx; p ox; T At ox;

The result is a pressure field that enforces the incompressibility constraint on the
velocity field. Finally, the new velocity field u?“ at time step n + 1 is obtained
by subtracting the gradient of the pressure correction field (p”Jrl — p") scaled by
At/, from intermediate velocity (Equation (5.31)). This results in a velocity field
that satisfies both the momentum and the continuity equations.

A similar procedure as Equation (5.30) is utilized for the time advancement of the
energy equation:

n+1 _ gmn o(unTm n
T hi T _ 0 [ 5T] (5.33)

_ o—
5xj

At (SCL‘j - @

Semi-implicit Time Integration

An accurate and low-dissipation semi-implicit integration scheme might be needed
when the grid is well-refined near the walls to perform wall-resolved LES. As a
solution, the popular semi-implicit Runge-Kutta method by Le and Moin [110]
can be chosen. In this temporal approach, every time step is advanced in three
sub-steps, each of which uses the second-order-implicit Crank-Nicholson method
to integrate the diagonal contribution of the diffusive term (Laplacian term), while
the other terms are explicitly integrated using a second-order Adams-Bashforth
method. The predictor-corrector technique and the Poisson equation for the three
steps are formulated as follows:
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Here, the superscript m represents the sub-step number, taking values from 1 to 3.
For the initial sub-step (m = 1), the term corresponding to m — 2 is disregarded.
The u? and uf’ denote the velocities at time steps n and n + 1, respectively. The
coefficients ~,,,, k., and x,, at each sub-step m are constants provided in Table
5.1. The coefficient 8 equals 2 for ¢ = j, and 1 otherwise. The second term on
the right-hand side includes the non-diagonal components of the diffusive term,
while the third term incorporates the diagonal components integrated using the
Crank-Nicholson method.

m  Xm Tm Km
8

1 15 1 0

2 2 25 _ 17

5 5 5 B
15 4 4

Table 5.1: Coefficients for semi-implicit Runge-Kutta method.

To obtain the new velocity u?, a similar procedure as explicit time integration is
followed to project the resulting intermediate velocity onto the space of
incompressible divergence-free vector field and solve a Poisson equation for the
pressure field (Equations (5.35)-(5.36))

m _ Nr‘n 1 5 mo_ m—1
u' —ap 10 (pm—pY) (5.35)
XmAt p ox;
S (p™ — m—1 ~m
S froem—pm) _ 1 oy (5.36)
ox; \ p ox; XmAt dx;

The time integration of the energy equation is done using:
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(5.37)

A similar approach is applied for the advection of a passive scalar, such as the
concentration of a gaseous pollutant.

5.2.4 SGS Turbulence Model

Applying an implicit filtering operator to Equations (5.1)-(5.3), the filtered
incompressible Navier—Stokes equations can be expressed as:

oz, =0 (5.38)

8ﬂi+aﬂiaﬂ' _ lop 0 [V (07]1- 8ﬂj>]3m’+g, [1— 8(T - Trer)]

ot 81‘]' N ;8$i+81‘j 8:13j + 61’1 axj ‘
(5.39)
oT 812]T 0 or aTjT
—_— = — |la—| — 4
ot oz, 0w [O‘axj} oz, (5.40)

where the bar represents the implicit grid filtering. The SubGrid-Scale (SGS) stress
tensor and the scalar SGS thermal flux vector are included, respectively, in the
momentum and energy equations above via the unresolved terms 7;; = u;u; —u;u;
and T = u]iT - ﬂjT.

The closure of the Navier—Stokes equations can be achieved through the
application of the WALE turbulence model, which calculates the SGS kinematic
viscosity, vsags , based on the invariants of the velocity gradient tensor:

_ - 2
Tij = UiUj — UgUj = —QVSGSsij + gksgs(szj (541

(5*.5%.)3/2

LVAREY}

vsgs = AQCVQV =71
(Sijgij)B/Q + <5’7‘»5’*~) /

(5.42)
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- 1 _ B 17
Sij = 5 (g5 +35) — ggik%’ (5.43)

95 = Gikdnj = By, 0z, (5.44)

where C\, is the model coefﬁci_ent, here taken at a constant value of 0.325 [84],
and the effective filter width (A) is computed using the local cell volume (V}),

A = V. ksgs and S'ij are the SGS kinetic energy and resolved scale strain rate
tensor:

1l (= _
ksas = 3 (uf - a2) (5.45)
5 1 [/ 0u; 8’ij
Si=35 ( o, + 8%) (5.46)

By analogy to the SGS stress tensor modeling, the scalar SGS thermal flux vector,
7jT, can be approximated by the following expression [111]:

- % oT
i = u; T — ;T = —%:;87 (5.47)
J
Prags = 585 (5.48)
asGSs

where Prgag denotes the SGS Prandtl number.

The selection of the WALE SGS model is motivated by several factors. Notably,
the WALE turbulence model accurately reproduces the near-wall behavior
without the need for a wall-damping function, in contrast to the Smagorinsky
SGS model. This characteristic ensures the WALE eddy viscosity model recovers
the correct > near-wall scaling for turbulent eddy viscosity [112]. Additionally,
the WALE model generates zero turbulent viscosity in cases of pure shear,
enabling it to effectively capture the transition from laminar to turbulent flow
[112, 113]. Furthermore, the formulation of the WALE SGS model considers
both the strain and rotation rate of small turbulent structures, enhancing its
reliability compared to the dynamic Smagorinsky model, especially in accurately
predicting the interfacial mixing layer [112, 114, 115].



Chapter

Validation and Verification

A diverse set of test cases enables a comprehensive evaluation of the numerical
approach under different flow conditions, geometries, and resolution levels. The
accuracy, reliability, and trustworthiness of CFD for indoor environment studies
strongly depend on validation studies using experimental data. The challenge of
addressing uncertainties arising from model assumptions, numerical
approximations, and experimental constraints in CFD predictions must be
comprehensively investigated despite their potential impact on simulation
outcomes and, consequently, the quality and reliability of results. Therefore, it is
necessary to establish robust procedures for both verifying and validating CFD
simulations. In this context, verification involves assessing how accurately the
equations have been solved, while validation aims to confirm that the correct
equations have been solved [116, 117].

The current simulations were performed on the FRAM machine provided by
Sigma?2, the National Infrastructure for High-Performance Computing and Data
Storage in Norway. FRAM named after the Norwegian arctic expedition ship
Fram, the new Linux cluster hosted at UiT Arctic University of Norway, is a
shared resource for research computing capable of 1.1 PFLOP/s theoretical peak
performance. Fram is a distributed memory system that consists of 1,004 dual
socket and two quad socket nodes, interconnected with a high-bandwidth,
low-latency Infiniband network. The interconnect network is organized in an
island topology, with 9,216 cores in each island. Each standard compute node
has two 16-core Intel Broadwell chips (2.1 GHz) and 64 GiB memory. In
addition, eight larger memory nodes with 512 GiB RAM are available, catering to
computational tasks that demand substantial memory resources for more complex

63
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simulations and data-intensive processing. The total number of compute cores is
32, 256.

6.1 Benchmark Test Cases without IBM

In this section, three benchmark test cases are conducted using the adapted flow
solver. These tests serve to showcase the capabilities and effectiveness of the
current numerical approach when no Immersed Boundary Method is adopted.
These cases include three generic scenarios: the convection of an isentropic
vortex, the three-dimensional Taylor-Green vortex flow, and turbulent channel
flow simulations.

6.1.1  Convection of an Isentropic Vortex

In order to test the performance of the HCDS6 finite difference scheme
concerning its dissipation and dispersion properties, the convection of a
two-dimensional isentropic vortex in a uniform flow is considered using
incompressible Euler equations. The vortex is convected by a uniform flow in the
positive z direction.  The initial solution is represented by the velocity
components in the streamwise and spanwise directions:

(0)= (5 ) wmeem (200 ) o

with r2 = (2 —z0)? + (y — yo)* being the distance from the vortex center
(0, yo). The circumferential velocity induced by the vortex reaches its maximum
value (u4) at r = b. The vortex is translated with a mean-flow velocity in the x
direction within a two-dimensional periodic domain. To minimize the impact of
the boundary conditions and geometry on the results, a large computational
domain with a dimension of x € [~25L, 25L]* is considered. Here L = /In 2b is
a representative length scale of the vortex where e~ ("/ D =1 /2atr = L.

A strong vortex with u4/us = 0.8 is convected from the initial location at
(xo,90) = (—18.75L,0) to the final position (z,y) = (18.75L,0) for a time
period of ust/L = 37.5 on a uniform cartesian grid. The Courant number is
selected to be extremely small (CFL = 1.152 x 10?) on the finest grid so that
the effect of time discretization error is negligible.

Verification and Consistency

The Root-Mean-Square (RMS) error between the numerical and analytical
solutions as a function of the grid resolution for the CDS2 and HCDS6 schemes
is shown in Figure 6.1.
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Figure 6.1: Convection of strong isentropic vortex on a uniform grid: grid dependence
of the Root-Mean-Square value of difference with the analytical solution at the time
Usot/L = 37.5. (a): velocity component w, (b): velocity component v.

Figure 6.1 shows that the HCDS6 scheme is indeed second-order accurate, while
the convergence is faster on a uniform mesh for the first and second refinement
steps. For cell sizes smaller than L /4, the discretization error of second-order
starts to dominate the global error. However, the error is reduced by approximately
two orders of magnitude for the HCDS6, compared to the standard CDS2.

Shape and Position of the Vortex

The local resolution of the vortex on two different grid sizes (Ax = L/2, L/4) is
shown in Figure 6.2. Here, the y velocity component along the midline at y = 0 is
compared with the analytical solution. For CDS2, the vortex has clearly lost its
shape on a coarse grid (Az = L/2), while it is better preserved by the lower
dispersion error of the HCDS6. Hence, a close agreement with the analytical
curve is achieved. As the mesh is further refined, the vortex shape is improved
significantly by the CDS2 scheme, while the improvement for HCDS6 is minor as
the solution was already accurate on the coarser mesh. The vortex center drifted
upward using the CDS2 scheme due to the dispersion error, as indicated by a
smaller difference between the numerical and analytical solution for the positive
peak than for the negative one. In other words, the vortex consists of a collection
of waves with different wavelengths that are propagated at different velocities.
Using the CDS2 scheme, the waves with low wavenumbers are propagated at the
correct speed, whilst those with higher wavenumbers travel at the wrong speed.
Consequently, those that are not propagated correctly are lagging and oscillating
as a result of the dispersion error. In addition, the amplitude of low wavenumbers
is carried correctly. In contrast, the amplitude carried by the higher wavenumbers
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appears as oscillation and reduces the vortex peak amplitude. The HCDS6
outperforms the CDS2 in maintaining the shape and position of the vortex.
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Figure 6.2: y velocity component along the midline at y = 0. Left: coarse grid

(Az = L/2), Right: fine grid (Az = L/4).

The computational time of both numerical schemes (tcps2, tncpse) is shown in
Table 6.1. The required wall-clock time to convect the vortex from the initial
position to the final position with a time step of At = 2e—>5s is almost identical for
both CDS2 and HCDS6 (tucpss/tcps, ~ 1). It should be noted that the additional
computational time to evaluate this test case using the HCDS6 scheme compared
to the CDS2 scheme is small. A main reason is related to the resolution of the
Poisson equation for the pressure. It takes most of the CPU time per time step,
while the spatial discretization of this equation is similar for both the CDS2 and
HCDS6 schemes. The ratio of the wall-clock time of each numerical scheme to
the time required by the same scheme on the next coarser grid is defined by r when
the grid is refined consecutively. This ratio is almost similar for both CDS2 and
HCDS6, and about 6% higher for HCDS6 on the finest grid. This ratio shows a
significant reduction when the grid is refined from Az = L/8 to Az = L/16 due
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to an increase in the number of processors.

Az Ny tcpsa[s]  reps2  tmopse[s] rHCDSs  tHepse/lcps2
L/Q 1.875e6 2.983e4 - 2.964e4 - 0.9936
L/4  1.875e6 7.188e4 2.4096  7.355e4 2.4814 1.0232
L/8 1.875e6 2.0leb  2.7963  2.081eb 2.8294 1.0353
L/16 1.875e6 2.734eb5 1.36 2.784eb 1.3378 1.0183
L/32 1.875e6 8.069¢5 2.9513 8.717¢eb 3.1311 1.0803

Table 6.1: Comparison of the execution time of the CDS2 and HCDS6 for the convection
of an isentropic vortex.

6.1.2 3D Taylor-Green Vortex Flow

The Taylor-Green vortex flow is a well-defined, transient, three-dimensional flow
that is generated by the interaction of two counter-rotating vortices in a periodic
cubic domain. This classic benchmark problem is typically used to validate
numerical methods for scale-resolving simulations [118] and evaluate
high-fidelity flow solvers [119, 120]. Interactions between different scales of
motion in the fluid, driven by the non-linear advection term in the Navier-Stokes
equations, lead to the formation of smaller-scale vortices through vortex
stretching, filamentation, and reconnection. These features are responsible for
transferring energy from large-scale motion to smaller scales through the energy
cascade.  The counter-rotating vortices are initialized in a checkerboard
arrangement from an analytical periodic vortex field where a sinusoidal velocity
field with a uniform vorticity distribution in the x — y plane is specified:

g e (7)o () e ()

% = —cos (%) sin (%) cos (%) (6.2)
% =0

where L and U are the characteristic length and velocity scales of the problem,
respectively. The Reynolds number of the flow is defined as Re = UL /v and is
equal to 1,600. A periodic cubic domain with a periodicity length of
L, = Ly, = L, = 2nL is considered. A uniform grid is adopted with a same
resolution in all three directions as h = 27 L/N, where N is the number of grid
cells in one direction. The baseline and refined grid resolutions are 256> and
5123, respectively. The characteristic convective time ¢, = L/U is defined as the
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time required for a fluid particle to traverse the characteristic length scale of the
flow (L) at the characteristic velocity scale (UU). A non-dimensional physical
time step of At* = At/t. = 0.001 is adopted for the baseline grid to capture the
temporal scales adequately. The physical time step size is halved for each
subsequent grid refinement. The Courant number is set such that C'F'L < 0.1 for
each grid resolution to minimize the temporal error. The simulations are
performed for a time period of ¢/t = 10.

Different diagnostics are introduced to evaluate the performance of the HCDS6
for the Taylor-Green vortex flow simulation. A common and important one is the
temporal evolution of the total kinetic energy per unit mass of the flow averaged
over the control volume (V') defined as:

1 U;Uq
E,=— dav 6.3
k V/V 5 (6.3)

As the kinetic energy is not expected to vary much between the different
scenarios investigated here, the time derivative of the total kinetic energy, defined
as kinetic energy dissipation (¢), is a more sensitive characteristic than the total
kinetic energy to assess the numerical method’s performance.:

_ 4Bk
dt

€ =

6.4)

A numerical scheme with significant artificial dissipation would fail to reproduce
the time evolution of Kinetic energy dissipation, making the scheme inappropriate
for DNS or explicit LES.

Verification and Consistency

The evolution of the total volume-averaged kinetic energy is plotted in Figure 6.3
for two different grid resolutions with 2563 and 5123 cells, respectively. This is
compared with the reference solution from a Direct Numerical Simulation
computed using a pseudo-spectral code [119]. Even at the coarsest resolution, the
solution from both the CDS2 and the HCDS6 are in good agreement with the
reference pseudo-spectral solution. As the variations are negligible, the temporal
evolution of the kinetic energy is not sufficiently sensitive to discriminate between
the performance of the two central schemes. Therefore, the temporal development
of the total kinetic energy dissipation rate is considered to highlight differences.
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Figure 6.3: Temporal evolution of the volume-averaged kinetic energy.

Evolution of the Dissipation

Figure 6.4 depicts the evolution of the kinetic energy-based dissipation rate using
two grid resolutions compared to the reference DNS solution [119]. This is
characterized by an initial rapid increase in dissipation rate associated with the
formation and stretching of the initial vortices, followed by a gradual decay to a
steady-state value. As these vortices interact and break down, they transfer energy
to smaller scales, thereby increasing the dissipation rate. However, as the flow
evolves and the vortices continue to break down, the dissipation rate eventually
reaches a steady-state value, which indicates that the energy injection and
dissipation are balanced.

To assess the performance of the numerical scheme, a comparison between
second-order CDS2 and HCDS6 on a low-resolution grid 256> and a refined grid
5123 is carried out. At around t/t. = 4, the dissipation rate increases rapidly
when the transition from simple initial vortices to small-scale anisotropic
turbulence occurs. This increase reaches the dissipation peak at around ¢/t. ~ 9.
For the highest under-resolution computation with 2563 grid cells, the HCDS6
scheme deviates from the pseudo-spectral results around t/t. ~ 8.6 and
underpredicts the dissipation peak up to ¢/t. ~ 10. The standard CDS2 scheme
overestimates the dissipation rate too early at around ¢/t ~ 7.9 up to ¢ /t. ~ 8.35
when a significant deviation from the reference data is predicted. From ¢/t. ~ 9,
the dissipation rate gradually decreases until it intersects the pseudo-spectral line
at around ¢/t. ~ 9.4. From now on, the dissipation rate is slightly overestimated
up to around t/t. ~ 10. As the grid is refined, the numerical dissipation rate
converges to the reference solution.
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Figure 6.4: Temporal evolution of the dissipation rate based on kinetic energy.

Vortical Structures

Regular counter-rotating vortices stretch and twist as the flow evolves, generating
smaller and more complex vortical structures. These structures continue to
interact with each other, which leads to the formation of the most intricate
vortices close to the dissipation peak at ¢/t. ~ 9. A comparison of the
instantaneous vorticity field is therefore performed to analyze the accuracy and
reliability of the numerical scheme to transport complex vortical structures. It is
sufficient to visualize vortical structures on only a limited portion (1/16) of the
periodic plane, as the remaining portions will be identical due to different
symmetries of the flow [118], as illustrated in Figure 6.5.
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Figure 6.5: Instantaneous vorticity norm from the pseudo-spectral scheme on the periodic
plane (y = 0) at¢/t. ~ 9.

The vorticity iso-contours for w € [1,5,10,20,30] on a subset of the periodic
plane (y = 0) at ¢t/t. ~ 9 obtained by CDS2, CDS4, and HCDS6 schemes are
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superposed with those from the pseudo-spectral scheme as a reference solution
[119] in Figure 6.6. Exceptionally, the performance of the fourth-order discrete
kinetic energy conserving scheme (CDS4) proposed by Vasilyev [78] and
provided by M. Duponcheel [119] is also evaluated for this diagnostic. The
results are presented for two different grid resolutions of 2563 and 5123 in the left
and right columns, respectively. On the coarse grid, the position of the large
vortical structures is somewhat captured by the CDS2 and CDS4 schemes, while
the smaller vortices are diffused and contaminated by numerical noise. The
HCDS6 scheme can capture the vortical structures better, although small details
of the solution are smeared. The shape of the vortex structure improves and
overlaps with the reference spectral solution as the grid is refined using all three
schemes. However, the CDS2 scheme still struggles to predict the correct position
of vortical structures even on the fine grid.
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(e) HCDS6, (256%) (f) HCDS6, (512%)

Figure 6.6: Iso-contours of the vorticity norm on the periodic plane (y = 0) at ¢/t. ~ 9.
The spectral solution is in black and the finite difference is in red.

6.1.3 Simulation of Turbulent Channel Flows

Numerical simulations of turbulent channel flow are performed to assess the
performance of the new HCDS6 scheme. This is an insightful flow benchmark
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where the flow is bounded with a no-slip boundary condition, which generates
turbulence. The previous test cases were performed on a uniform mesh while, for
the channel flow, a grid-stretching is applied in the wall-normal direction. The
under-resolved channel flow is very sensitive to spurious production and
dissipation of the discrete kinetic energy. Uncontrolled numerical dissipation
strongly impacts the flow statistics, and significant spurious discrete kinetic
energy production can lead to numerical instability.

In this benchmark, a fully developed turbulent flow is driven between two infinite
parallel plates separated by a distance 26. A constant adverse pressure gradient is
applied to the flow in the streamwise direction to drive the flow through the
channel. The no-slip boundary condition is set for the top and bottom walls.
Periodic boundary conditions are applied in the streamwise and spanwise
directions to approximate infinite homogenous directions. The dimensions of the
periodic domain are selected to ensure that the two-point correlations in the
streamwise and spanwise directions would be essentially zero at maximum
separation, which corresponds to half the domain size. In other words, these
boundaries should be placed far enough from each other that the largest vortical
structures would not intersect the computational domain. A uniform grid is
adopted in the periodic directions, whilst the grid is stretched in the direction
normal to the wall in order to resolve the boundary layers properly. This
grid-stretching is based on a hyperbolic tangent function:

_ 2
y':_tanh<7(1 Ny)) i=0.1 N 6.5)
I tanh y R '
where NV, is the number of grid points in the wall-normal direction, and -y is the
stretching factor. A small time step is selected to capture temporal scales precisely
and keeps the Courant number below one, guaranteeing numerical stability.

Verification and Consistency

In this section, the DNS of a turbulent channel flow at the frictional Reynolds
number of Re, = 180 is carried out to verify the consistency of the HCDS6
scheme, and demonstrate whether the numerical solution converges to the exact
solution as the grid resolution is refined. These results are compared to DNS data
obtained using a spectral code [121, 122]. A same computational domain as that
of Moser et al. [122] with L, = 4nd, L, = 25, L, = 47/3 is used. The grid
resolution is N, = 256, N, = 256, N, = 256, where N,, N, and N, are the
number of cells in z, y and z directions, respectively. The stretching factor is equal
to 1.6. The corresponding non-dimensional grid spacings in wall units are reported
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in Table 6.2.

Re, Azt Az" Ay™
180 8.836 2945 € [0.372 — 2.441]

Table 6.2: Channel flow mesh resolution at Re, = 180.

The computational domain is initialized with a random solenoidal velocity field.
The default explicit time integration scheme is not used for this specific test case.
The semi-implicit time marching algorithm is rather applied with the implicit
Crank Nicholson for the diffusion term and an explicit third-order Runge-Kutta
method for the other terms [110]. The bulk time scale (¢* = L, /Up) is equivalent
to a Flow-Through Time (FTT) of the domain, which corresponds to how long it
takes for the fluid to traverse the entire computational domain at a constant mean
bulk velocity (Up). Once the flow has reached a statistical steady state condition,
the flow statistics are averaged in the streamwise and spanwise homogeneous
directions across the entire channel over a time interval of 500 /u, approximately
equivalent to 37FTT, thereby ensuring fully converged statistics.

The mean streamwise velocity profile U™, the total Reynolds shear stress T}, and
the square root of the second-order velocity moments normalized by the friction
velocity are shown in Figure 6.7 as a function of the dimensionless distance to the
wall.

The HCDS6 solution is in excellent agreement with the reference DNS results.
The mean total Reynolds shear stress compares relatively well with the DNS data
shown in the top-right graph in Figure 6.7. Investigating turbulence intensities
involves analyzing the individual components of the total stress tensor illustrated
at the bottom of Figure 6.7. The predictions for the spanwise (w;,s) and wall-
normal (v,,s) turbulence-intensity components overlap with the reference DNS
of Moser et al. [122]. The streamwise component (u,,s) exhibits only a slight
deviation for y* above 80. All the predictions confirm the consistency of the
HCDS6 scheme on non-uniform meshes.
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Figure 6.7: Mean streamwise velocity normalized by the DNS shear velocity (a), non-
dimensional mean total Reynolds shear stress (b), mean normalized square root of the
second-order velocity moments (C) (Upms (tOP), Vpms (middle), wy,,s (bottom)) for the
DNS of turbulent channel flow at Re, = 180.

TNS of the Channel Flow at Re, = 180, 640, 950 and 2000

In contrast to DNS, which resolves all the turbulent scales, the performance of
the HCDS6 in marginally resolved simulations termed Truncated Navier-Stokes
(TNS) Simulations is also investigated. In TNS approach, turbulence modeling is
not applied. In cases where a scheme fails to conserve discrete kinetic energy, there
is a risk of spurious injection or dissipation of kinetic energy, and this phenomenon
intensifies as the simulation becomes more under-resolved. TNS thus enables us
to explore whether the lack of discrete kinetic energy conservation impacts the
performance of HCDS6. The same setup as DNS of turbulent channel flow is
carried out at four frictional Reynolds numbers of Re, = 180, 640, 950 and 2000,
but on a coarser mesh. In addition, the grid-stretching is increased compared to
the DNS and tailored to be representative of LES applications. The computational
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domain size, grid resolution, and corresponding non-dimensional grid spacings for
each frictional Reynolds number are provided in Table 6.3.

Re, L, L, L. N, N, N, Az" Azt Ayt ~v FTT
180 27§ 20 =& 128 128 128 896 448 €[0.12—14.4] 2.8 42
640 276 20 wd 128 128 128 312 156 €[0.43-—-29.7] 2.8 175
950 27§ 20 w& 128 128 128 457 229 €][0.63-—37.1] 2.8 266
2000 270 26 w6 128 128 128 994 497 €[1.37—589] 2.8 167

Table 6.3: Computational domain size and mesh densities for TNS of channel flow at
Re, = 180,640, 950 and 2000.

As the grid is non-uniform with significant grid stretching, the CDS2 does not
conserve the discrete kinetic energy. To establish a reference solution, the skew-
symmetric form of the second-order scheme of Vasilyev [78] (given in Equation
(5.10)) is also simulated since it strictly conserves the discrete kinetic energy on
a non-uniform mesh. However, the simulation showed identical results for the
divergence and skew-symmetric forms. This aligns with the findings in the channel
flow tests conducted by Morinishi et al. [76]. Given that both the divergence and
skew-symmetric forms yield the same results, they will not be distinguished and
will be simply referred to as CDS2 in this section. It is noteworthy that adjusting
the weights of the HCDS6 stencil to accommodate local grid stretching would
result in unstable simulations, even at Re, = 180.

The mean normalized streamwise velocity profiles for four frictional Reynolds
numbers of Re, = 180, 640, 950 and 2000 along the channel height are shown in
Figure 6.8. The two discretization schemes agree well with the DNS data at Re, =
180. For higher frictional Reynolds numbers, HCDS6 and DNS profiles almost
collapse within the viscous sublayer and buffer layer with a slight underprediction
in the logarithmic inertial layer. However, the buffer layer, the log layer, and the
outer region are strongly affected using the CDS2 scheme, where it starts to deviate
from the reference in the buffer layer at y* ~ 10. At Re, = 2000, the grid
resolution is insufficient to accurately capture the viscous sublayer, buffer layer and
log layer. While HCDS6 tends to overestimate the velocity profile, it manages to
capture the accurate shape across the channel height. Conversely, CDS2 struggles
to predict the correct velocity profile behavior, and the deviation from DNS data
notably increases, particularly in the log layer.
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Figure 6.8: Mean streamwise velocity normalized by the DNS shear velocity for the TNS
of turbulent channel flow at Re,. = 180, 640, 950 and 2000.

The non-dimensional profiles of mean total Reynolds shear stress at four
frictional Reynolds numbers are depicted as a function of the distance from the
wall to the center of the channel in Figure 6.9. In a fully developed channel flow,
the shear stresses and velocity gradients are more significant near the wall, which
is indicated by a peak that decreases gradually to the channel centerline as the
interaction between the mean velocity profile and the turbulent fluctuations is
dampened. For all four frictional Reynolds numbers, CDS2 and HCDS6 can
properly reproduce the total Reynolds shear stress of DNS. As the Reynolds
number increases in a fully developed channel flow, the peak values of the
non-dimensional Reynolds stress near the channel walls become more
pronounced due to higher turbulence intensity. Moreover, stronger velocity
gradients near the walls contribute to a steeper slope of the Reynolds stress profile
in this region and promote more efficient mixing and transport of momentum
across the flow cross-section. With higher Reynolds numbers, the peak location is
shifted toward the wall due to the altered balance between turbulent production
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and dissipation.
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Figure 6.9: Non-dimensional mean total Reynolds shear stress for the TNS of turbulent
channel flow at Re, = 180, 640, 950 and 2000.

The mean normalized velocity fluctuations of the TNS are compared to DNS data
in Figure 6.10. For turbulent channel flow at a low Reynolds number of
Re; = 180, CDS2 performs an excellent job of representing all three components
of the total stress tensor in the near wall and core section of the flow. However,
the results from HCDS6 predict a slight overprediction, particularly for ,,,s
shear stress distribution when y* exceeds 10. By increasing the frictional
Reynolds number to Re, = 640, all the predictions of HCDS6 for the three
velocity fluctuations remain accurate across the channel height, whilst significant
deviations from the DNS data are observed for the CDS2 with reduced values of
Urms 1n the buffer and log layers. Both the spanwise and wall-normal
components, Wymys and vypy,s, are underpredicted with the CDS2 scheme for the
buffer layer and outer region in the core of the flow. The agreement of the
turbulent intensity components with DNS at a higher Reynolds number of
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Re; = 950 clearly shows the superiority of the HCDS6 scheme compared to the
CDS2. The exception is streamwise stress, u,ms, that fails to capture the peak
intensity in the vicinity of the wall. The deviation is more pronounced for CDS2,
where the elevated prediction of the peak is followed by an underprediction away
from the wall. Similarly to Re, = 640, wall-normal velocity fluctuation shows an
underprediction for wall units of approximately 20 to 210, and it is more
pronounced in the outer region for y™ above 800. Again, HCDS6 successfully
reproduces the DNS profile of w;p,s and vyps. In a highly under-resolved
simulation at Re; = 2000, streamwise velocity fluctuation swings up and down
around the DNS profile using the CDS2 scheme. This indicated that the CDS?2 is
less reliable as the under-resolution increases. The HCDS6 scheme tends to
overpredict the streamwise stress across the channel. Despite this, the overall
behavior remains consistent when compared to the DNS solution, particularly for
the other two components of velocity fluctuations.
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Figure 6.10: Velocity fluctuations in streamwise (s, top), wall-normal (v, s, middle)
and spanwise (w;,s, bottom) direction as a function of the distance to the wall () for
the TNS of turbulent channel flow at Re. = 180, 640, 950 and 2000.
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Two dimensionless gradient-based cell Reynolds numbers evaluated using the
norm of vorticity and the strain rate tensor are defined to assess the resolution
level of each TNS. The cell Reynolds number based on the vorticity norm
(Rea — w) and the norm of strain rate tensor (Rea — S) are defined as:

Por o (VBrBYRZxus\* _ (w)(VBrAyAz)’
] - Y (6.6)
Rea— S = (Wu>2 _ (S)(VBrAyAz)? '
v v

where (w) represents the vorticity magnitude and (S) denotes the strain rate
magnitude averaged along homogeneous directions. Y ArxAyAz is the
characteristic cell size based on the cell volume. Az, Ay, and Az are the cell
dimensions in z, y, and z directions, respectively. The profiles of the mean cell
Reynolds numbers across the channel height using the HCDS6 scheme are shown
in Figure 6.11.

As expected, the cell Reynolds numbers increase with the Re.. They reach a
maximum value in the laminar sublayer and then decrease to a relatively flat profile
towards the center of the channel. The following argument demonstrates that the
TNS is well under-resolved for Re, = 2000:

* At the wall, the vorticity is equal to the gradient of the streamwise velocity
component with respect to y, leading to Rea — w = (Ay+)2. In a
wall-resolved DNS or LES, the typical recommended near-wall resolution
is Ay™ ~ 1. This value is lower or close to 1 in the four TNS, as shown in
Table 6.3. However, the cell Reynolds number exhibits a peak value in the
vicinity of the wall. This peak increases by a factor of 50 from the TNS at
Re,; = 180 to Re, = 2000.

¢ In the center of the channel, the flow exhibits characteristics similar to
Homogeneous Isotropic Turbulence (HIT). Therefore, the cell Reynolds
number of an LES applied to HIT serves as a pertinent reference for TNS
simulations provided here. In an LES of Decaying Homogeneous Isotropic
Turbulence (DHIT) at high Reynolds numbers, employing the Smagorinsky
SubGrid-Scale model entails a theoretical expectation that the model
constant (denoted as C) should be set to 0.027. This corresponds to a
Rea — S approximately equal to 37 when evaluated on the SubGrid-Scale
eddy viscosity. In a research study by Thiry et al. [123], a LES of the DHIT
was carried out using the dynamic Smagorinsky model. The study involved
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Figure 6.11: Mean cell Reynolds number based on vorticity (Rea — w) and strain term
(Rea — S) as a function of the distance to the wall (y™) for the TNS of turbulent channel
flow at Re, = 180, 640, 950 and 2000.

setting a significantly large Taylor micro-scale Reynolds number (i.e.,
vsas/v converges to infinity), and the DHIT was computed on a 5123 mesh
using a pseudo-spectral method. Despite the theoretical constant suggesting
a Cs value of 0.027, the dynamically determined Cy in this study was
0.0115, considerably lower. This discrepancy resulted in a Rex — S of
approximately 87 based on the SubGrid-Scale eddy viscosity. For a TNS at
Re; = 2000 and adopting HCDS6, the Rea — S reached about 100 in the
channel center. This observation indicates that the level of under-resolution
achieved by TNS at Re,; = 2000 is representative of a LES at an extremely
high Reynolds number in the center of the channel flow.

In conclusion, when a scheme fails to conserve the discrete kinetic energy, the
resulting spurious production or dissipation of discrete kinetic energy increases
with the level of under-resolution. Even though the TNS at Re, = 2000 is



82 Validation and Verification

under-resolved near the wall and has a resolution comparable to LES at high
Reynolds numbers in the center of the channel, the HCDS6 scheme remains
unaffected by the non-conservation of the discrete kinetic energy.  As
demonstrated earlier, the flow statistics predicted by the HCDS6 are similar to
those obtained with the standard second-order scheme of Vasilyev in the
skew-symmetric form that strictly conserves the discrete kinetic energy.
Additionally, it is important to note that a significant spurious injection of discrete
kinetic energy could potentially render a simulation unstable. This is not the case
for the TNS simulations when the HCDS6 scheme is adopted.

LES of the Channel Flow at Re, = 640

The performance of the flow solver has been previously conducted through
benchmarks involving DNS and under-resolved TNS simulations without
turbulence modeling. In this section, the focus shifts to examining the interaction
between the numerical method and the SGS model by employing the
wall-resolved turbulent channel flow benchmark. Additionally, a key objective is
to showcase that the newly proposed numerical scheme maintains accuracy and
stability even when applied to a non-uniform mesh. The LES of a turbulent
channel flow is conducted at a frictional Reynolds number of Re; = 640. The
WALE SGS model is employed, where the SGS kinematic viscosity is
determined based on the invariants of the velocity gradient tensor [84]. Notably,
the model coefficient, denoted as Cy, has been calibrated within the range of
0.55 < Cy < 0.6 by Nicoud et al. [84]. However, this value is not universally
applicable and may vary depending on the specific numerical method and
Reynolds number. For the current investigation, the model coefficient is
specifically calibrated to be C, = 0.46. The same setup employed for the TNS
simulation of turbulent channel flow at Re, = 640 is replicated. The
computational domain size, grid resolution, and corresponding non-dimensional
grid spacings in wall units are given in Table 6.4.

Re, L, L, L, N, N, N, Azt Azt Ayt v FTT
640 2m6 206 w6 128 128 128 31.6 158 €][043-29.7 2.8 175

Table 6.4: Computational domain size and mesh densities for LES of channel flow at
Re, = 640.

The mean streamwise velocity profile (U™), the total Reynolds shear stress
(T%y), and the square root of the second-order velocity moments normalized by
the friction velocity are shown in Figure 6.12 as a function of the dimensionless
distance to the wall (y*). The HCDS6 solution is in excellent agreement with the
reference DNS results of Abe et al. [124]. The mean total Reynolds shear stress
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using both central schemes compares relatively well with the DNS data shown in
the top-right graph in Figure 6.12. Moreover, the predictions for the spanwise
(wyms) and wall-normal (vy.,,s) turbulence-intensity components overlap with the
reference DNS [124]. However, the streamwise component (u,,,s) exhibits a
slight deviation for y above 60 when CDS2 is employed. In conclusion, these
predictions confirm the consistency of the explicit LES approach, where no
artificial numerical dissipation competes with the dissipation of the SGS model.
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Figure 6.12: Mean streamwise velocity normalized by the DNS shear velocity (a), non-
dimensional mean total Reynolds shear stress (b), mean normalized square root of the
second-order velocity moments (C) (Upmms (tOP), Vrms (middle), w,.,s (bottom)) for the
LES of turbulent channel flow at Re, = 640.

6.2 Benchmark Test Cases with IBM

In this section, two benchmark test cases are simulated using the adapted flow
solver. These tests aim to demonstrate and assess the capabilities and effectiveness
of the current numerical approach, particularly in scenarios where the Immersed
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Boundary Method is utilized. These cases include two generic scenarios: the flow
past a wall-attached cube, and steady non-axisymmetric flow past a sphere.

6.2.1 Flow Past a Wall-attached Cube

The flow around a wall-attached solid cube is a simple geometry that offers
valuable insights into the interaction between a boundary layer and complex
bodies immersed within it. While the primary focus of this study revolves around
indoor airflows, it is noteworthy to include simulations of the flow around square
cylinders with varying aspect ratios. This serves as a valuable test case in the
context of environmental applications, enabling a simulation of airflow dynamics
around simplified architectural structures [125, 126]. The sharp corners of the
cube challenge the performance of the IBM using the ghost cell approach. In
REEF3D, the local directional ghost cell approach [96] was introduced to solve
this challenge. Another approach called an enhanced direct forcing IBM
implemented in the REEF3D is also adopted where the effect of solid boundaries
in the Navier—Stokes equations is incorporated by introducing additional terms or
forcing functions.

The wall-attached cube is a geometric solid positioned in a zero-pressure gradient
boundary layer. The computational setup is identical to those used by Diaz-Daniel
et al. [127] for the DNS of a wall-attached cube immersed in laminar and turbulent
boundary layers. For the sake of simplicity, only the laminar case at Rey = 500
is investigated here, where the inlet boundary condition is defined by the Blasius
laminar boundary layer profile. The cube is located at a distance 9/ from the inlet,
where H is the cube height. The coordinate system is aligned with the front plane
of the cube where the origin is located at z = 0. A no-slip boundary condition is
applied at the bottom wall, while a homogeneous Neumann condition is imposed
at the top boundary. In the spanwise direction, the periodic boundary condition is
adopted to simulate an infinite array of cubes. The computational domain size and
grid resolution are summarized in Table 6.5.

Reyr Rey Res: LxIuxLe N xN,xN, S Qo At Lo
500 68 175 35x15x8 336 x144 x18 0.02 0.68 1.516e—3 10000

Table 6.5: Computational domain size and mesh resolution for DNS of the wall-attached
cube.

Rey and Reg- are Reynolds numbers based on the momentum thickness (6) and
the displacement thickness (6*), respectively, for the freestream velocity (Us ).

A uniform grid with a cell size of 0.02H is created in a rectangular refinement
area measuring [2H x 2H x 2H| around the cube. The cells are elongated with
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a growth ratio of 1.2 in the wall-normal direction from the refined zone to the top
boundary of the domain, ensuring that the largest cell size does not exceed 0.68H .
A smaller growth ratio of 1.05 is set in streamwise and spanwise directions from
the focus zone up to the lateral boundaries of the domain, where the maximum cell
size is 0.2H and 0.5H in x and z directions, respectively. The flow statistics are
time-averaged over a period T' following a long initial transient period until the
flow is statistically steady-state.

Mean Flow Statistics

The time-averaged streamwise velocity contours with mean flow streamlines
around the wall-attached cube are illustrated in Figure 6.13. A deceleration region
is created as the flow encounters the cube front plane. The flow accelerates
gradually along the cube’s leading face, with a well-behaved velocity gradient
near the wall. A mild separation occurs at the leading edge, followed by a thin
boundary layer along the cube top face. In the wake region behind the cube,
vortices and disturbances are less pronounced than higher Reynolds numbers,
resulting in a more organized flow structure. The mean-flow streamlines show a
closed recirculation region in front of the cube (Figure 6.13, left) surrounded by a
horseshoe vortex system upstream and around the wall-attached cube (Figure
6.13, right). The contours of time-averaged streamwise velocity show that the
flow structures align remarkably well with benchmark DNS data, thereby
underlining the robustness and reliability of the Immersed Boundary Method
implemented in the flow solver.

A key flow diagnostic is the location of stagnation points, which provides a basis
for a quantitative comparison between REEF3D and DNS reference solutions. The
upstream stagnation point on the cube front face is marked A while the other one
positioned farther from the front face is labeled F' (see Figure 6.13, last row).
The one that exists downstream is marked D. The location of stagnation points
is reported in Table 6.6. Again, the results of the reference DNS solution [127]
are accurately replicated. In this case, the mesh is conformal with the channel but
non-conformal for the cube. In line with remarks in Section 4.3, this demonstrates
that IBM is an accurate alternative to boundary-fitted meshes.
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Ren = 500

3
—

(c) Reference DNS [127]

Figure 6.13: Time-averaged streamwise velocity contours with mean flow streamline
around a wall-attached cube at Rey = 500. Left: = — y plane, right: = — z plane.
The color scale for % spans from —0.1U, in dark blue to 1.1U, in dark red for the left

column and 0.2U, in dark red for the right column.

Solver Method YA Tp YD TR
Incompact3d [127] 0.82 348 0.17 -1.6
REEF3D (CDS2) . . 0.82 348 0.16 -15
REEF3D (HCDS6) Enhanced direct forcing IBM approach 082 348 017 <15
REEF3D (CDS2) L 0.82 348 0.16 -1.5
REEF3D (HCDS6) Local directional ghost cell approach 082 343 017 13

Table 6.6: Positions of stagnation points for the mean flow around the wall-attached cube

immersed in a laminar boundary layer.

6.2.2 Steady Non-axisymmetric Flow Past a Sphere

The flow of a viscous fluid past a stationary sphere can trigger instabilities with
three-dimensional flow patterns, despite the body symmetry. However, unlike
two-dimensional flows, such three-dimensional patterns introduce a level of
complexity that is characterized by wake formation and vortical interactions.
Despite its apparent simplicity, this scenario represents a canonical problem in the
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family of immersed bluff body flows with numerous applications.  This
benchmark is extensively documented in scientific literature [128-130]. An
enhanced direct forcing IBM and local directional ghost cell approaches
implemented in the REEF3D framework are used to simulate the flow at
Rep = 250 (based on the free stream velocity U, and the sphere diameter D) in
a steady laminar regime. A large computational domain of [—10D,10D] is
considered in all three spatial directions. The sphere center is positioned at a
distance 8D from the inlet. A uniform grid spacing of 0.02D is generated within
a rectangular refinement zone of [4D x 2D x 2D] surrounding the sphere. To
limit the mesh size, the cells are stretched with a growth ratio of 1.25 between the
refined zone and the domain external boundaries, where the maximum cell size is
0.2D. A Dirichlet boundary condition /U, = 1, v = 0 and w = 0 is applied at
the inlet, and an outflow condition is imposed at the outlet boundary. A symmetry
boundary condition is adopted for lateral directions, while a no-slip boundary
condition is enforced on the sphere. To assess the performance of the numerical
method, the drag (Cp) and lift (C},) coefficients are compared with experimental
data by Johnson and Patel [129]:

Fy

Cp=1—"F7p7 (6.7)
1pU2 ™2
Ey
O o9

In Table 6.7, the results for drag and lift coefficients using both the standard
second-order central differential scheme (CDS2) and the pseudo sixth-order
central scheme (HCDSO6) are presented. In the case of axisymmetric flow, the lift
coefficient is naturally zero. Compared to the experimental data, the current
approach can accurately compute steady drag and lift coefficients.

Rep = 250 Method Cp Cr
Johnson and Patel [129] 0.7 0.062
REEF3D (CDS2) 0.7 0.054

REEF3D (HCDS6) Enhanced direct forcing IBM approach 07 0.062

REEF3D (CDS2) Local directional ghost cell approach (069 0055
REEF3D (HCDS6) g PP 0.68 0.059

Table 6.7: Drag and lift coefficients for a flow past a sphere at Rep = 250.

For a qualitative comparison of this non-axisymmetric flow, the streamlines of
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projected streamwise velocity in the z — z and y — z planes are shown in Figure
6.14. Although the flow is steady state, it is non-axisymmetric at Rep = 250
with a plane of symmetry. The present IBM correctly replicates the streamlines
center compared to Johnson and Patel [129]. The length of the recirculation
bubble and the location of the vortex center are well reproduced. In order to
accurately capture the wake structure, it is crucial to predict the precise location
of the boundary layer separation. This becomes particularly challenging when
dealing with smooth curved geometries like a sphere. Despite utilizing an
isotropic and non-body conformal mesh, the IBM method was able to correctly
predict this phenomenon. This capability holds significance in the context of
building applications, especially when simulating the flow around moving objects
such as occupants, which may exhibit similar flow characteristics.

(c) Reference DNS [129]

Figure 6.14: Streamlines of projected streamwise velocity for a flow past a sphere at
Rep = 250.



Chapter

LES of the Contaminant Breach in
Isolation Rooms with a Sliding
Door

In the concluding test case, the potential of the framework outlined in Chapter 4
and its implementation within the REEF3D solver for indoor airflow applications
are investigated.

7.1 lIsolation Rooms with a Sliding Door

Containment failure due to the airflows induced by a door movement is a critical
concern in environments requiring strict isolation measures, such as hospital
isolation rooms. The door motion initiates complex airflow patterns that can lead
to the escape of potentially contaminated air. This can be particularly vital in the
presence of airborne pathogens, as it increases the risk of spreading infectious
agents to adjacent spaces. Traditional hinged doors, commonly found in
healthcare facilities, are known to exacerbate this issue. Sliding doors, on the
other hand, have shown promise in mitigating containment failure by minimizing
the airflows generated during operation. Understanding these airflow dynamics is
necessary for designing effective containment strategies to ensure the safety of
both patients and healthcare personnel. Although quantitative measurements such
as tracer gas techniques offer valuable data on airflow leakage, they may provide
limited insight into the detailed turbulent flow structures that are mainly
developed within the doorway. Moreover, these experiments can be complex and
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costly in terms of instrumentation setup and data collection. Alternatively, the
CFD modeling using the LES approach overcomes the challenges associated with
experimental measurements.  Detailed visualization of airflow patterns by
eliminating the need for full-scale mock-ups and specialized instrumentation can
be provided by CFD simulations. However, the accuracy and reliability of airflow
predictions during sliding door operations depends on the chosen numerical
method

The flow induced by a sliding door was extensively studied by Saarinen et al.
[95], employing both laboratory experiments and LES using ANSYS CFX 15.0.
Their findings highlighted the inadequacy of URANS in accurately predicting this
particular flow. The same setup as Saarinen et al. [95] is adopted here, maintaining
consistency with their test cases and utilizing their solution as a reference. The
experimental setup involves two identical isothermal rooms without ventilation,
namely the isolation room and the anteroom, interconnected by a sliding door
situated in the middle of a partition wall. The dimensions of each room are 3.0 x
4.7x4.0m3 (H x W x D), as shown in Figure 7.1. The smallest width and height
of the doorway are 1.1 and 2.06 m, respectively, with a frame thickness of 0.1 m.
The door is 1.22 m wide, 2.125 m high, and has a thickness of 0.055 m.

Figure 7.1: The geometry of the isolation room and anteroom connected via a sliding
door.

The sequence of door operation involves two movement phases separated by a
waiting period. First, the door slides open for a duration of three seconds, covering
a distance of 1.2 m linearly towards the negative y direction. The door is held fully
open for nine seconds. Finally, it starts closing and reaches the initial position after
five seconds. The simulation is continued for a period of ten seconds to monitor
the gradual airflow dissipation.

Similar to Saarinen et al. [95], the WALE SGS model is adopted in this
simulation. To limit the mesh size, the computational grid is refined uniformly
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within a volume of [z =0.4m xy=15m x z=2.2m] surrounding the
doorway where the unsteady vortical structures are generated. A smooth
transition is performed away from the refined zone up to the domain boundaries
with a growth ratio of 1.15. To study grid independence, four different grid
resolutions of Ax = Ay = AZ = 0.0025, 0.005, 0.00625, and 0.01m are
adopted in the refined volume for the ultrafine, fine, intermediate, and coarse grid,
respectively. A no-slip boundary condition is applied to the room walls, including
the separating wall and sliding door. Zero velocity components are initialized
everywhere within two rooms. Consequently, each room serves as a large
reservoir, and the airflow patterns are solely driven by the door motion. A
constant time step of 4 ms is chosen to resolve temporal variation while ensuring
the numerical stability of the simulation by maintaining the CFL below one.

7.1.1 Vortical Structures

To visualize the rotational motion and shear flow generated by the sliding door,
the vertical component of vorticity derived from the lateral gradients of velocity
components (V X u), is shown in Figure 7.2. The vorticity field is depicted when
the door has fully opened and is extracted on a plane 1 m above the floor. The
opening of the door generates a wake with flow instabilities. The LES performed
by Saarinen et al. [95] using a fine grid is shown in Figure 7.2(h) and is in line
with flow visualization during their experiments. REEF3D accurately reproduces
all number of vortices generated within the doorway on both intermediate and
fine mesh resolutions, particularly when the new spatial discretization scheme
(HCDSO6) is employed. It should be noted that a direct comparison of accuracy
with the LES of Saarinen et al. [95] is not feasible, given their omission of
information regarding mesh size near the door in their refined 15.6 M nodes
mesh. Nonetheless, the coarse mesh used in this study maintains an equivalent
grid size of 0.01m in proximity to the door, akin to the 10.7 M nodes mesh
employed by Saarinen et al. [95].

On the coarse mesh resolution, the limitations of the bounded second-order
central difference scheme in ANSYS Fluent and the CDS2 in REEF3D are
evident in their inability to accurately represent main flow structures. In contrast,
the HCDS6 scheme demonstrates a better capability to capture the main features
of these structures despite the presence of significant aliasing errors visible in the
form of waves. This is attributed to the coarse mesh used, particularly compared
to the door width. Additionally, it is noteworthy that the HCDS6 scheme, without
artificial numerical dissipation, contributes to the observed aliasing errors.

With further mesh refinement to a cell size of 0.00625m in the refined zone
(intermediate mesh), the performance of the CDS2 scheme exhibits significant
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improvement. It now demonstrates enhanced capability in capturing vortices
within the doorway, compared to the coarse grid. Despite this improvement, some
residual aliasing errors are still noticeable in the solution. Conversely, when
employing the HCDS6 scheme on the intermediate mesh, aliasing errors are
considerably reduced, resulting in a smoother visualization of the interaction of
vortices. Although the solution of Saarinen et al. [95] reveals improved capture of
vortices on a fine mesh (Figure 7.2(h)), the solution remains somewhat
inaccurate. Some details are still smeared when compared with the HCDS6
solution (Figure 7.2(d)). Even with further improvements in the CDS2 solution
on our fine mesh, which are achieved by reducing aliasing errors and refining the
vortical structure shape, it remains incapable of accurately reproducing the
correct position of rotational structures.
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(a) CDS2 (coarse mesh) (b) HCDS6 (coarse mesh)
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(g) Saarinen et al. [95] (10.7M nodes) (h) Saarinen et al. [95] (15.6 M nodes)

Figure 7.2: Contours of the vertical component of vorticity (V x u), at the end of door
opening stage.
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7.1.2  Air Volume Migration

The flow dynamics induced by door motion in the proximity of the doorway can be
examined in detail using tracer gas. Moreover, the effect of cross-doorway airflow
behavior on airborne particles and infectious droplet nuclei leading to possible
containment failure can easily be characterized by dosing gases into the isolation
room and anteroom. Similar to Saarinen et al. [95], the tracer gas is modeled as
a passive scalar concentration with a kinematic diffusivity of le — 5m? /s [131]
in REEF3D. The turbulent Schmidt number (Sc¢;) is set at a value of 0.9 to treat
turbulent diffusive flux. The volume of air passing through the doorway from the
isolation room to the anteroom as a function of time during the door cycle can be
calculated using a gaseous contaminant dosed in the isolation room:

Am(t)

(7.1)
Cisolation room (tO)

AV(t)isolation room — anteroom —

The migrated mass of the gaseous contaminant (Am) is obtained by integrating
the tracer mass concentration (C') over the volume of anteroom:

anteroom
AWl(t)isolation room — anteroom — /// C(x, Y, z, t)dV (7.2)
1%

Time evolution of Air Volume Migration (AVM) quantifies how rapidly the air
volume in the isolation room is escaping to the anteroom at different phases of the
door cycle. The amount of air volume migrated from the isolation room to the
anteroom over time is plotted in Figure 7.3 for the different grid sizes.
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0.1F ~HCDS6-intermediate(~15M)
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0.05 =——HCDS6-ultrafine(~204M)
—— Saarinen et al.

0 . . . . .
0 3 6 9 12 15 18 21 24 27

t(s)

Figure 7.3: Time evolution of the AVM during the sliding door operation cycle.

The flow instabilities near the doorway trigger the migration flow rate in the
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initial stage of the door opening. The intense volume of air passing through the
doorway from the isolation room to the anteroom at the beginning can also be
attributed to the piston effect induced by the moving door sliding within the
anteroom. Consequently, the AVM increases quickly from 0 to 3 seconds when
the door opens. The solution for the HCDS6 is identical during this opening
phase for the four meshes. During the waiting period, when the sliding door is
held open, a gradual increase in the migrated air volume is predicted due to the
diffusion of turbulent vortices induced by the opening door motion.
Consequently, the AVM continues to increase for the 9 seconds during which the
door is held open (until £ = 12 s). The rate of AVM increase gradually diminishes
over the subsequent 5 seconds as the door begins to close (until £ = 17 s). Once
the door is fully closed, the AVM remains constant. It is worth noting that the
AVM evaluated by Saarinen et al. [95] is very similar during the opening phase.
However, after this phase, their predicted value is significantly higher than in our
simulations. Surprisingly, their AVM keeps increasing when the door is closed
after ¢ = 17 s while it should remain constant as predicted by the present LES. It
questions the conservation properties of scalar quantities in their numerical
method, including IBM.

7.1.3 Passive Scalar Concentration

In order to visualize the transient structures arising from the dynamic operation of
the sliding door, Figure 7.4 presents contours of passive scalar concentration on a
plane situated 1 m above the floor. These contours depict specific time intervals —
namely, immediately after the door has fully opened (¢t = 3 s), during the initial
stages of closure (f = 12 s), and after the door has completely closed (¢ = 17 s).
It is evident that the precision of the spatial discretization scheme to treat the
convective term plays a key role in achieving an accurate solution. The HCDS6
scheme exhibits superior resolution of flow structures, leading to notable
distinctions in flow patterns when compared to the CDS2 scheme over an
extended duration. This highlights the advantage of employing an orthogonal
grid, enabling the derivation of numerical schemes with enhanced accuracy,
which is particularly beneficial for modeling transitional airflows within building
environments.
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(a) CDS2 (¢t (b) HCDS6 (¢

(c) CDS2 (t (d) HCDSG (¢
(e) CDS2 (t (f) HCDS6 (¢

(8) CDS2 (t = 12s) (h) HCDS6 (¢ = 12s)
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(i) CDS2 (t = 17s) (j) HCDS6 (t = 17s)

(k) CDS2 (t = 27s) (1) HCDS6 (¢ = 275)

Figure 7.4: Contours of the passive scalar concentration at six different door opening
stages using CDS2 (left) and HCDS6 (right).
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Chapter

Conclusions and Outlook

In the first part of the thesis, a comparative assessment between LES and RANS
was conducted, focusing on two critical ventilation benchmarks: the cavity flow
and density-driven flow through a doorway. In the case of the cavity flow, LES
proved to be more universal than RANS in the sense that the same turbulence
model can be used across transitional and fully turbulent flow regimes. In the
case of density-driven flow through a doorway, the choice of turbulence model had
minimal impact on the time-averaged flow. Nevertheless, LES revealed several
unsteady flow phenomena that are not captured by the RANS approach, such as
interfacial mixing between warm and cold airstreams.

A main conclusion from the literature review and the analysis of the doorway
case highlighted that a very regular mesh is needed to guarantee stability and
accuracy and minimize artificial diffusion. This conclusion led to the second and
main part of the thesis. Given this strong constraint on the mesh, the Ph.D. thesis
explored the potential of LES on orthogonal grids as a viable alternative to
conventional flow solvers like Fluent or OpenFOAM. The thesis discussed the
advantages and drawbacks leveraged by orthogonal grids where the geometrical
complexity is addressed using the IBM.

8.1 Main Achievements

The main achievements of this study can be summarized as follows:

* An Optimized Numerical Framework for Indoor Airflow Simulations: In
conclusion, a numerical framework based on the REEF3D solver optimized
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for orthogonal non-conformal grids has been successfully implemented for
accurate and efficient indoor airflow simulations. The precise adaptation of
the REEF3D solver has not only demonstrated its flexibility but has also
highlighted the need for tailored approaches in the context of CFD.

* Advantages of Orthogonal Grids and Spatial Discretization: The
opportunity to extend the numerical stencil and implement high-order
non-dissipative spatial discretization schemes offered by orthogonal grids
can enhance numerical accuracy by minimizing truncation errors. The
advantages inherent in these grids have not only enhanced our
understanding of discretization accuracy but have also positioned them as a
valuable alternative to conventional central schemes, particularly in the
context of high-resolution explicit LES. The optimization of spatial
discretization on orthogonal grids emerged as a pivotal achievement in this
study. A new low-dispersion central scheme for the convective term was
developed to perform explicit LES on staggered grids. The evaluation of
the new finite difference scheme on both uniform and non-uniform
staggered grids indicated that the proposed scheme is more accurate than
the standard second-order scheme and has a compact numerical stencil
compared to existing fourth-order kinetic energy-conserving schemes. In a
grid-convergence analysis for the advection of an isentropic vortex, the
RMS of the vortex velocity using the HCDS6 scheme was reduced by two
orders of magnitude compared to the standard second-order central scheme.
For the Taylor-Green vortex flow, vortical structures were visualized and
compared with a DNS reference solution. Here, these structures were better
captured by the HCDS6 than by the standard second-order scheme. The
under-resolved turbulent channel flow benchmark was a challenging case
for investigating the stability and accuracy of the scheme on a non-uniform
grid. Simulations showed that the HCDS6 remains stable even if the
simulations are getting highly under-resolved. The flow statistics were
comparable to the standard second-order scheme, strictly conserving
discrete kinetic energy. It proved that, even though the HCDS6 does not
strictly conserve the discrete kinetic energy, it does not affect the numerical
stability and flow statistics. The new scheme is thus an alternative to the
existing central scheme for incompressible flow simulation on a staggered
grid. It can facilitate the use of staggered grids in combination with
complex geometries modeled using IBM.

* Transitional Flows and Validation of Immersed Boundary Method: A
noteworthy contribution lies in the ability of the proposed framework to
adeptly capture transitional flows, even under coarser mesh resolutions.
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This resilience speaks for the efficiency of the employed enhanced direct
forcing and ghost cell IBM, validated through simulations depicting
detached flows around a sphere and a wall-attached cube at Rep = 250
and Repg = 500, respectively.

* Moving Objects Simulation and Practical Applications: Despite the
extensive studies on building ventilation and airflow patterns during the
pandemic, many have relied on steady-state assumptions, neglecting
dynamic events like door movements. The simulation of moving objects,
exemplified by the sliding door test case, has showcased the practical
applicability of the enhanced direct forcing Immersed Boundary Method.
Its elegant treatment of dynamic scenarios using a fixed mesh, without
resorting to complex re-meshing techniques, positions it as a promising
tool for real-world applications, especially in scenarios involving varying
airflow dynamics.

8.2 Future Work and Perspectives

As we conclude this chapter, it is imperative to delineate promising avenues for
future research.

* While the presented test cases serve to showcase the applicability of the
framework within REEF3D for indoor airflow scenarios, additional test
cases could provide deeper insights into its capabilities.  Exploring
scenarios involving thermal plumes, for instance, should be investigated,
given their key role in indoor airflow dynamics [132]. One test case of a
human thermal plume has been successfully validated by Choi et al. [93],
using structured grids and IBM.

* The resolution of the mesh was limited along the walls to maintain the
feasibility of explicit time integration, thereby avoiding the need for
semi-implicit methods. Future research should explore and assess the
implementation of fully implicit time integration. In scenarios featuring
airflow inlets, considerations for mesh refinement near these inlets, where
the velocity magnitude is high, may be necessary. This is particularly
relevant in cases such as a cavity flow with a slot inlet, where severe time
step conditions based on the CFL criterion must be observed [13]. By
employing an orthogonal mesh refined in the wall-normal direction, the
high-velocity air entering through the slot will cross well-refined cells,
thereby posing challenges to the time step due to the strict CFL condition.
Adopting fully implicit time integration becomes a viable solution to
release this constraint.
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* An essential consideration is the computational time, which is an aspect
that is not explicitly addressed and compared with general-purpose solvers
in this study. The focus remains on showcasing that the proposed approach
achieves comparable accuracy with fewer grid points than conventional
flow solvers. The intricate nature of comparing computational times across
different flow solvers necessitates dedicated benchmarks that offer a
comprehensive description of simulation setups and parameters — an
undertaking that is reserved for future endeavors.

e This study did not investigate cases with wall functions to assess the
performance of wall-modeled LES. The test cases investigated in this thesis
have a moderate Reynolds number. Wall functions are thus imperative in
order to extend the application for higher Reynolds numbers. The
implementation and in-depth investigation of wall functions emerge as a
crucial next step, offering an opportunity to delve into the intricacies of
boundary layer interactions within the proposed framework.  This
exploration is anticipated to further refine the understanding of airflow
dynamics, especially in indoor environments. The RANS-LES, in
combination with IBM and wall functions, is also a valuable topic of
investigation, as it would significantly reduce the mesh size requirement for
boundary layers and, consequently, computational costs.

e The sliding door case shows that aliasing errors may occur in highly
under-resolved simulations with a pure central scheme (which is expected).
In future work, the scheme could be complemented by a controlled amount
of artificial numerical dissipation to address this phenomenon. As the
numerical stencil has seven points in each spatial direction, it is indeed
possible to tailor a high-order dissipation term (sometimes -called
hyperdiffusion term) that will only be active on the smallest resolved scales
of the mesh, in line with the concept of explicit LES. An example of such a
hyper-dissipative term is the fifth-order scheme with a sixth-order spatial
derivative of wvelocity in the flow solver PENCIL [133]. Such a
hyperdiffusion term cannot be easily implemented in a general-purpose
flow solver.
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The density-driven bidirectional flow through an open doorway is of prime importance for ventilation and heat
distribution between rooms in buildings. Although this flow has been extensively studied in the past, some
important flow characteristics, such as unsteady flow phenomena, have not been documented in detail. There-
fore, a high-resolution Large Eddy Simulation (LES) of the bulk flow through a doorway is performed. This LES
can also serve as a reference solution to compare the accuracy of simpler evaluation methods, from the standard
theoretical model calibrated using a discharge coefficient (Cy) to CFD solving the Reynolds-Averaged Navier-
Stokes (RANS) equations. Based on LES results, the bidirectional flow can generate turbulent mixing in the
middle of the doorway. However, the effects remain limited to the close vicinity of the neutral plane. The
bidirectional airstream in the doorway further develops into two non-isothermal jets that entrain a fraction of the
airflow. Furthermore, the two jets create large unsteady flow structures when they expand in the adjoining
rooms. The results show that unsteady RANS is a good alternative to the resource-intensive LES if the analysis of
turbulent jets is not of interest. The standard theoretical model demonstrates that two-dimensional contraction is
the dominant effect driving the C,; value, while the viscous effects have a minor influence. Unlike previous
studies, LES results show that viscous effects tend to increase the Cy as they moderate the contraction effect. This
paper also provides guidelines for the laboratory measurement of Cy and its use in building performance
simulation tools.

1. Introduction 1.1. Flow regimes

Natural convection in confined spaces has received considerable
interest due to its prominent role in ventilation, air conditioning and

Several mechanisms, such as pressure and density differences,
occupant movement, and door motion, may drive the airflow through a

indoor air contaminants transmission. In most situations, heat and mass
are convected through an opening located within an internal partition
wall between two enclosures by an intrinsically three-dimensional and
transient flow field. The characteristics of such a complicated flow are of
great importance to many applications and practical research fields.
Specifically, airflow through large vertical openings could significantly
contribute to the thermal behavior of buildings and the air circulation
patterns in a room [1]. The influence of airflow is also determinant in
transmitting airborne diseases, such as COVID-19. For instance, the
airflow through large openings could be vital in hospital operating
theatres where the passage of airborne diseases to clean rooms increases
the risk of infection [2-6]. Hence correct estimation of doorway flow
rates and flow patterns is essential from the airborne contaminant
control point of view.
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large vertical opening [7]. A combination of different mechanisms along
with many physical parameters makes it complex to derive a general
solution for a counter-flow passing through an opening. However, it is
important to distinguish between the boundary layer flow and bulk flow
regimes. In the boundary layer flow regime, the air temperature inside
an interconnected multizone enclosure is almost equal everywhere,
while the temperature difference between the air and the walls gener-
ates boundary layers that drive the flow along the walls of the room. In
this case, no significant difference in hydrostatic pressure arises between
two adjoining rooms. In the bulk flow regime, the temperature differ-
ence between the room air and its walls is limited, which corresponds to
the isothermality factor close to unity. In this regime, the air tempera-
ture difference between interconnected rooms leads to a difference in
hydrostatic pressure that drives the flow through the door opening. A
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previous study by Allard et al., IEA EBC Annex 20 [8], demonstrated that
the bulk flow regime is dominant in buildings.

The transition from the boundary layer to the bulk flow regime was
examined in the experimental studies of Scott et al. [9] and Neymark
et al. [10]. This transition between both flow regimes was explained by
the blockage effect when the aperture size in the partition wall starts to
be small. Georges et al. [11] conducted Computational Fluid Dynamics
(CFD) simulations of a bidirectional flow through a doorway using the
Reynolds-Averaged Navier-Stokes (RANS) approach. Unlike the previ-
ous works of Scott et al. [9] and Neymark et al. [10] that neglect thermal
radiation between walls, Georges et al. [11] showed that, in addition to
the aperture size, the thermal radiation strongly influences the iso-
thermality factor and thus the flow regime.

1.2. Standard theoretical model

In Building Performance Simulation (BPS) tools like TRNSYS or IDA
ICE [12], the volume of air in each thermal zone is isothermal. Airflow
networks, such as COMIS [13] or CONTAM [14], are used to compute
the airflows between the interconnected zones [15]. The standard (or
conventional) model assumes a bulk flow to compute airflow rates
through large vertical openings in airflow networks. It considers two
isothermal reservoirs at different temperatures and a one-dimensional
inviscid steady-state flow. These assumptions lead to a simple model
based on the Bernoulli equation, defined here as the standard theoretical
model [8].

The resulting maximum theoretical flow is then corrected using the
discharge coefficient (Cy) to match the actual airflow in the doorway.
The Cy can be calibrated on the actual mass (Cym) or the heat flow (Cy o).
Allard and Utsumi [16] mentioned that this phenomenological coeffi-
cient includes the effect of local flow contraction caused by the vertical
opening (i.e., a two-dimensional effect). They investigated various ap-
proaches to determine the Cy, which may be expressed as a function of
opening height or the air temperature difference between the inter-
connected rooms. They demonstrated the difficulty of determining the
C4 and pointed out that various definitions for this coefficient have been
introduced in the literature. They concluded that the definition of Cy is
still ambiguous and requires more precise simulation or experimental
measurements. Heiselberg et al. [17] argued that the different values of
C4 for door openings reported in previous studies might be attributed to
simple and unrealistic assumptions. The uniform air temperature dis-
tribution inside the enclosures and the one-dimensional flow field at the
opening are clear examples of these assumptions.

1.3. Knowledge gap

The bulk flow through a doorway has been investigated extensively,
for instance, in IEA EBC Annex 20 [8]. However, several characteristics
of the flow have not been studied in detail.

Assuming an inviscid flow, the velocity profile shows a sharp
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gradient at the level of the neutral plane (NP), see Fig. 1(a). With viscous
flow, two related phenomena shown in Fig. 1(b) can occur in the vicinity
of the NP:

e The two airstreams going in opposite directions create a shear layer.
In a recent study by Lefauve et al. [18], two reservoirs filled with a
fluid of different densities were connected by a long channel. They
demonstrated that a sustained stratified shear flow could generate
large unsteady flow structures.

Wilson and Kiel [19] reported some interfacial mixing between the
two airstreams in opposite directions. Interfacial mixing causes a
fraction of the warm airflow initially flowing towards the opening to
be brought back into the warm zone, entrained by the cold airstream.
This re-entrainment effect also takes place for the cold airflow and
leads to an exchange of momentum between the two counter-flowing
streams passing through a large vertical opening. According to these
authors, the resulting velocity and temperature profiles are smoother
at the level of the NP compared to inviscid flow, as shown in Fig. 1
(a). Consequently, the mass and heat flow exchanged through the
doorway could be reduced compared to the inviscid flow (i.e., the
assumption used in the standard model).

Detached shear layers are formed at the edges of the doorway. Ac-
cording to the literature review, the transition of these detached shear
layers into a three-dimensional turbulent flow has not been investigated
in earlier studies. The two airstreams in the opposite direction develop
non-isothermal jets in the adjoining rooms, which is a phenomenon that
has scarcely been documented in the literature. Finally, most existing
studies report on the velocity field, and a few of them analyzed the
temperature field within the doorway in detail. However, the tempera-
ture field directly impacts the convective heat transfer between inter-
connected rooms. The main objective of this paper is to characterize
flow separation at the opening edge, interfacial mixing between counter-
flowing streams and turbulent flow development.

1.4. Need for high-resolution CFD

To answer this question, the bulk flow passing through a doorway
between a warm and a cold room can be investigated using laboratory
measurements or CFD. Several previous studies have measured the
airflow characteristics between two chambers at different temperatures
separated by a partition wall, e.g. Refs. [8,20,21]. They typically relied
on intrusive flow measurements using low-velocity anemometers. These
measurements are demanding since they should be done at many loca-
tions within the aperture of the doorway and inside both rooms due to
the three-dimensional nature of the airflow field. As it will be shown in
the paper, measuring the airflow only along a vertical line in the middle
of the doorway leads to rough simplifications. Consequently, the airflow
should be measured in the entire doorway, which is demanding. More-
over, anemometers have a lower accuracy for air velocity magnitudes
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Fig. 1. Streamwise velocity profiles (left) and re-entrainment by cross-stream interfacial mixing (right) for the bidirectional flow in a doorway.
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below 0.1 m/s, which are typically found in the middle of the doorway.
Non-intrusive measurement methods such as Particle Image Velocim-
etry (PIV) are also demanding as the flow needs to be visualized over
several meters, the typical door height (H) being 2 m. However, a
common methodology for investigating airflows in buildings uses
non-dimensional analysis and water on reduced-scale models [9,22].
This makes the use of PIV easier. However, the effect of thermal radia-
tion would not be addressed using water [10,22,23], and the flow
regime would most likely not be a density-driven bulk flow. Finally,
tracer gases or smoke visualization can be used [5], but they do not
measure physical quantities, like velocity, locally in the doorway. In
conclusion, laboratory measurements are possible but challenging to
investigate the physical phenomena introduced in Section 1.3.

Several studies have investigated the bulk flow through large vertical
openings using CFD. However, these studies are not appropriate to
address the physical phenomena explained in Section 1.3. Firstly, these
studies did not aim to capture these complex unsteady flow phenomena.
As an example, Favarolo and Manz [24] used the LVEL k-¢ turbulence
model [25] in the FIoVENT commercial CFD software. They analyzed
the impact of different parameters, such as the temperature difference
between indoor and outdoor air and the location of large openings on
the Cy. Secondly, these studies were conducted using unsteady RANS
turbulence modeling. It has not been proven that the RANS approach is
appropriate to capture the instabilities of the shear flows for this
particular case.

Large Eddy Simulation (LES) has the potential to provide more
reliable and detailed information about the natural ventilation in
buildings on a sufficiently fine grid resolution [26-30]. The large-scale
structures of indoor airflows containing most of the energy are explic-
itly resolved using LES, while small scales that tend to be more isotropic
and universal are filtered out. LES is more appropriate than RANS to
capture the flow instabilities this paper seeks to characterize. LES of the
flow through a doorway has been performed in the past but on relatively
coarse meshes compared to the computational power that is currently
available, see, e.g. Ref. [31]. A previous study by Saarinen et al. [5]
investigated the flow through a doorway using LES with a high resolu-
tion, but they considered the transient regime when the door between
both rooms is suddenly opened, and an occupant moves through the
door.

1.5. Research questions

Consequently, high-resolution LES of the bulk flow passing through
the doorway in a steady-state regime is performed using the Wall-
Adapting Local Eddy-viscosity (WALE) subgrid scale model in ANSYS
Fluent. The geometry and boundary conditions are developed to
approximate a single laboratory experiment with significant tempera-
ture stratification in the warm and cold rooms, the baseline case. Mea-
surements and CFD results are compared for this test case.

As explained in Section 1.3, the main research question is to char-
acterize flow separation at the opening edge, interfacial mixing between
counter-flowing streams and turbulent flow development (Q1). How-
ever, with this reference solution (i.e., high-resolution LES), comple-
mentary research questions can also be addressed:

o Viscous effects can be distinguished from two- and three-dimensional
effects by comparing Euler (i.e., inviscid solution) to RANS and LES
solutions (Q2).

The ability of the RANS method to capture the bulk flow can be

investigated by comparing it to the reference LES solution (Q3).

e The influence of temperature stratification in both rooms can be
investigated by comparing the LES solutions of the baseline case with
temperature stratified rooms with the second case of two isothermal
interconnected rooms at different temperatures (Q4).

e As BPS software typically assumes isothermal rooms, the error
created by neglecting stratification can be discussed (Q5).
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e The influence of the measurement setup on the evaluation of C4 can
be clarified. For instance, the mass and heat flow can be measured in
the entire doorway plane or along a single vertical line in the middle
of the doorway to reduce the number of measurement points (Q6).

2. The standard theoretical model of bulk flow

The air temperature difference (AT) between warm and cold zones in
an interconnected multizone enclosure and the aperture geometry are
the only physical parameters needed to define the bulk flow regime. In
this case, the room air temperature is assumed to be in thermal equi-
librium with the wall temperature. The air temperature difference be-
tween both sides of the opening leads to different air densities and,
consequently, different hydrostatic pressure fields. Due to the conser-
vation of mass, hydrostatic pressure fields on both sides of the opening
are equal at the NP located near the middle of the doorway, see Fig. 1(a).
The difference in hydrostatic pressure above and below the NP generates
two counter-flowing streams of warm and cold air. The standard model
equations are derived for two interconnected isothermal reservoirs in
Section 2.1, while the difference compared to thermally stratified rooms
is explained qualitatively (i.e., without the model equations).

2.1. Airflow between two interconnected isothermal rooms

Assuming inviscid and steady flow, the problem can be solved by
applying the Bernoulli equation between two points along a streamline
passing from one semi-infinite reservoir to another. With a one-
dimensional flow field assumption, the Bernouilli equation can be
written in the following way along a horizontal streamline that connects
a point located in the warm room to a point close to the opening but in
the cold room:

up(2)’

2

pw(2) +pw8z = pp(2) + pwsz + Pw @
where subscripts W and C indicate the warm and cold rooms, respec-
tively, while subscript D refers to the level of the doorway. z denotes the
vertical distance from the floor. The pressure of the flow entering the
receiving room (pp) is assumed to be equal to the hydrostatic pressure in
that room, i.e. pp(2) = pc(2). As both rooms are isothermal with negli-
gible velocity, the integration of the hydrostatic equation along z en-
ables the static pressures py and pc to be related to the floor pressure for
the warm and cold rooms, respectively:

pw(z) =pw(0) — pwsz (2)

pe(2) =pc(0) — pegz 3)

Substituting expressions (2) and (3) in Equation (1) gives the vertical
profile of the horizontal velocity through the door opening from the
warm room to the cold room:

2
uwe(z) = oy (Pw(0) = pc(0) — (pw — Pc)8z) (O]
W
The level of the NP (zy) can be computed directly by imposing
uwc(zn) = 0:

_Pw (0) = pc(0)
(pw = pc)g

Using the definition of the NP in Equation (4) removes the need to
evaluate the pressure difference between the rooms at the floor level.
The theoretical velocity profile above the NP from the warm room to the
cold one is then defined as:

5)

N

28(pc — Pw)
Pw

MWC(Z) = (Z - ZN) 722N (6)



E. Larkermani et al.

By following the same procedure along a streamline connecting a
particle moving from the cold to the warm room, one obtains:

28(pc — Pw)
Pc

ucw(z) = (zn—2) z<2zN )
A schematic representation of these two velocity profiles for bidi-
rectional flow along the doorway is depicted in Fig. 1(a).
The corresponding maximum theoretical mass flow rate per unit
width above and below the NP is given by:

mw‘c(z):/ l)wllwc iﬂ HM(H )3/2 ®

28(pc — Pw) w) /2
Pc N

N
tiew(@) = [ peten(2id: = ©
0

The sum of these two mass flow rates must respect the conservation
of mass. In other words, the mass flow entering the sealing room must
equal the mass flow leaving the room (Mwc(2) = Mew(2) = M (2)). This
mathematical constraint enables the neutral layer location to be
expressed as a function of air densities:

7
(r+(2)7)

indicating warm airstream above the NP is thicker than the cold
airstream below the NP as py, < pc.

In reality, the flow is neither inviscid nor one-dimensional. The
airflow has contraction and viscous effects. Therefore, the actual mass
flow rate is obtained by applying a correction factor, the discharge co-
efficient (Cqm), to the maximum theoretical mass flow rates from
Equations (8) and (9):

= (10)

Ttaeal = CamPimax an

For sharp-edged openings, Cyy is about 0.6 [19].

A convective heat transfer between two interconnected zones is
generated by the density-driven airflow. Assuming a constant specific
heat capacity (cp), the theoretical net heat flow rate convected per unit
width is given by:

H

IN
Onmax / ﬂwuwc<7 cp Tw— m)d’—/ pCuCW(Z)CP(TC_Tret)dZ:/
0

N
AXLP<TW - Tc)

where T, is the reference temperature that can be eliminated due to the
conservation of mass. With a uniform room air temperature, the actual
heat flow rate is a fraction of the theoretical net heat flow rate:

Cd.MmmdxcP<TW - Tc) = Cd.Mdex =Gy QQmax
(13)

OQuerval = macludlcP<TW ~Tc)=

According to the standard theory, this proves that the same C, (i.e.,
Cym = Cqq) can be used for both mass and heat flow rates when both
rooms are isothermal.

2.2. Airflow between two interconnected stratified rooms

In Section 2.1, the air temperature was assumed to be uniform in
both rooms. However, in reality, the air temperature is often not
isothermal within a room, an important effect being the vertical
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temperature stratification. This stratification impacts the vertical profile
of hydrostatic pressure and thus the location of the NP [7]. Moreover,
unlike isothermal rooms, the velocity profiles are no longer parabolic in
the aperture.

In most applications, the vertical air temperature distribution can be
assumed to be linear [32-34]. The equations of the standard models in
Section 2.1 can be extended for a case with linear vertical temperature
stratification [7]. In this case, the most important conclusion is the
prediction of a same discharge coefficient for the mass and heat flows by
the standard theoretical model, as for the isothermal rooms.

3. Methodology
3.1. Experimental setup

The experiment has been conducted by Paul Minard [35] in a
full-scale climate chamber. The environmental chamber consists of two
rooms connected by an open doorway of height 1.9 m and width 0.83 m
located in the middle of the vertical partition wall. The dimensions of the
warm and cold rooms are 2.65 x 2.3 x 3.8 m’ and 3.9 x 7.8 x 6.9 m’> (H x
W x D), respectively. The partition wall has a thickness of 0.1 m. Both
rooms are equipped with a mechanical ventilation system that is turned
off during the experiment. Two electric panel heaters were installed in
the warm room far away from the door while the cold room was not
heated. Ten omnidirectional anemometers TSI 8475 (with accuracy
+3% =+ 0.005m/s) and PT-100 sensors (with accuracy +0.1°C) were
mounted on a vertical bar located in the middle of the doorway to
measure air velocity and temperature. The sensors were uniformly
distributed along z from the floor to the top of the door. The surface of all
PT-100 sensors is coated with aluminum to limit the effect of thermal
radiation. The temperature stratification inside the warm and cold
rooms was measured with five PT-100 sensors mounted on a vertical
pole, 2 m away from the opening. When radiators were turned on, it took
several hours before steady-state conditions were reached. Then, data
were recorded every 20 s during a period of 10 min. More details about
the procedure and probe locations can be found in Refs. [11,35].

3.2. Computational domain

Measurements showed significant temperature stratification in both

"IN
pwitwe (2)epTwdz — / peiew (z)cpTedz = cp(Twhitwe (z) — Terew (z))
0

12)

rooms, especially in the heated room. It is challenging to reproduce the
same stratification in CFD. It would require detailed measurements of
the surface temperature for both rooms and the heat emitters. Fortu-
nately, measurements revealed that the airflow was in the bulk flow
regime. Consequently, the computational domain was defined to enforce
this bulk flow regime rather than to reproduce the exact geometry of the
laboratory. In this respect, the rooms were defined considerably larger
than the doorway size (Fig. 2). In addition, the measured temperature
stratification is imposed as initial conditions within both reservoirs. At
the start of the simulation, when both reservoirs are put in contact, a
transient flow is established through the doorway until it reaches a
pseudo steady-state. The same procedure was followed in the experi-
mental setup of Lefauve et al. [18]. As both rooms are large, the
convective heat transfer through the doorway does not have time to
significantly influence the temperature of both reservoirs during the
period of physical time computed by the CFD. The partition wall has the
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Fig. 2. Three-dimensional multizone enclosure configuration (Hx Wx D =
8x 16 x 8m’).

same thickness as the laboratory experiments.
3.3. Governing equations
Applying an implicit filtering operator and considering the Boussi-

nesq approximation in the body force term, the filtered incompressible
Navier-Stokes equations solved by the LES can be expressed as:

o,

ol a4
o, Oww 1 O 0 . <, O _

TR = s T o [208;] axj+g,[1 B(T —Twr)] 15)

a oy oy

o, ul_2o [a‘)—T] % ae)
0x; 0x;

where the bar represents the implicit grid filtering, x; denotes the i*"
spatial coordinate direction, &; represents the filtered velocity field in
the x; direction, t the time, p the modified filtered pressure, and T the
filtered temperature. The last term in Equation (15) is the buoyancy
term where = I/T, is the thermal expansion coefficient of the air
modeled as an ideal gas and g the gravitational acceleration. The pa-
rameters v and «a indicate the kinematic viscosity and thermal diffu-
sivity, respectively. They are assumed constant (i.e., independent of the
air temperature) and taken for the air at T,.¢. The subgrid scale (SGS)
stress tensor and the scalar SGS thermal flux vector are included,
respectively, in the momentum and energy equations above via the
unresolved terms 7 = Uil — Uity and 7 = wT — GT.

3.4. SGS modeling in LES
The closure of the Navier-Stokes equations can be achieved by uti-
lizing the WALE turbulence model to calculate the SGS kinematic vis-

cosity, vsgs, based on the invariants of the velocity gradient tensor:

- 2
Ty = Uill; — Uity = —20sGsS;; + §ksos5zj,' a7

18)
— 1/, _ 1_
Si=3 (8?,- +5’ﬁ) - By a9
O Oy
5’,2]- =88k = B_Xk d_xj (20)
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where C,, is the model coefficient, here taken at a constant value of
0.325 [36], and the effective filter width is computed using the local cell
volume, A = /Vy. ksgs and §ij are the SGS kinetic energy and resolved
scale strain rate tensor:

< 1(dw J
555 @

By analogy to the SGS stress tensor modeling, the scalar SGS thermal
flux vector, 77, can be approximated by the following expression [37]:

UsGs oT

Prsgs ox;

(22)

Tir =uT —uT =

where Prsgs denotes the SGS Prandtl number and is fixed at 0.85. The
WALE SGS model has been selected for the following reasons. The WALE
turbulence model is able to reproduce the near-wall behavior correctly.
Thus, unlike the Smargorinsky SGS model, which requires a wall-
damping function, the WALE eddy viscosity model recovers the proper
¥y’ near-wall scaling for the turbulent eddy viscosity [38]. The model also
generates zero turbulent viscosity in the case of pure shear. Therefore, it
is expected to capture the transitional flow from laminar to turbulent
[38,39]. On top of that, the formulation of the WALE SGS model depends
on both the strain and the rotation rate of the small turbulent structures,
making WALE model a more reliable SGS model than the dynamic
Smagorinsky model to predict the interfacial mixing layer accurately
[38,40,41].

To investigate the influence of turbulence modeling, unsteady RANS
is also employed here using the most common turbulence model for
ventilation flow prediction, i.e., the RNG k-¢ model [42]. The governing
equations for this method would be the Reynolds-averaged incom-
pressible Navier-Stokes equations.

3.5. Grid

A structured grid with 127,316,480 hexahedral cells is generated for
the interconnected rooms. A refined uniform grid has been defined in the
vicinity of the doorway. The finest elements have a dimension of 0.6 cm
to properly resolve interfacial mixing, re-entrainment, and other un-
steady flow phenomena. For the sake of the conciseness, the design of
the grid and the resulting LES resolution are discussed in Appendix. The
aperture area on the y-z plane is covered by 44800 cells and extruded in
the x-direction by 20 cells. A smooth transition between cells of different
sizes is performed. The maximum growth ratio of 1.03 is adopted for top
corners far enough from the doorway and 1.008 is used inside a domain
of 1.5 m around the doorway. The computational grid is shown in Fig. 3.

3.6. Boundary conditions and initialization

In order to keep the temperature inside the reservoirs constant in
time during the simulations, all walls including the partition wall, are
assumed to be adiabatic. Slip boundary conditions are applied to each
wall. This explains why no near-wall grid refinement is necessary, as no
boundary layer is generated.

The bidirectional airflow through the aperture is simulated for the
stratified interconnected rooms (i.e., the baseline case) and also for two
isothermal rooms at different temperatures. For the baseline case, the
temperature stratification measured in Paul Minard’s experiments [35]
is used as the initial temperature. This one-dimensional vertical air
temperature profile is applied to the computational domain using User
Defined Function (UDF) hooked in ANSYS Fluent. For the test case with
isothermal reservoirs, no experimental data is available. Hence, the
measured air temperature from the stratified case averaged along the
vertical direction (2) is taken as the initial condition for the temperature.
This leads to a temperature difference of 1.68 °C (AT = 1.68°C). The
reference temperature (Ty) is the arithmetic average of the room air
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Fig. 4. Time histories of mass (left) and heat (right) flow rates for the stratified baseline case.

temperatures taken at the level of the NP in the middle of the warm and
cold zones. Despite preliminary tests showing that initializing the
simulation with URANS before switching to LES could partly reduce the
initialization time, both enclosures are initialized with zero velocity for
simplicity and to ensure that the initialization procedure does not
impact the final results. As a result, each room acts as a large reservoir,
and the flow through the door is only driven by the differences of hy-
drostatic pressure in both reservoirs.

During the first phase of the simulation, the bidirectional airflow
passing through the doorway is strongly transient. A pseudo-stationary
regime is reached after about 60 s of physical time. Then, the airflow
is fully established throughout the enclosure, and the transition to tur-
bulent flow is settled. This can be clearly seen from the time histories of
heat and mass flow rates for each airstream shown in Fig. 4. In this
pseudo-steady state regime (t > 60 s), data are collected during 40 s to
reach full-converged time-averaged statistics. During this period, the
volume-averaged air temperature of both reservoirs remains almost
constant.

3.7. Solver settings

The nonlinear governing equations are discretized using the second-
order cell-centered finite volume method (FVM) implemented in the
ANSYS Fluent commercial CFD package. The Semi-Implicit Method for
Pressure Linked Equations (SIMPLE) algorithm is employed for pressure-
velocity coupling. The time derivatives are advanced in time using the
Second Order Implicit scheme. In the LES, a constant time step of At = 0.
01s is applied to keep the Courant number below 1.0 to achieve high
temporal accuracy. For the LES, the Central Differencing scheme is
adopted for the treatment of the convective terms of the governing

equations, while a Second Order Upwind scheme is used for the RANS and
Euler simulations. The pressure interpolation is provided by the Body
Force Weighted scheme, recommended by the ANSYS Fluent User’s
Guide.

ANSYS Fluent is capable of running on distributed processors and
uses the public domain Open MPI implementation of the standard
Message Passing Interface (MPI) to conduct inter-processor communi-
cation. The present LES simulations were performed on the resources
provided by UNINETT Sigma2, the National Infrastructure for High
Performance Computing and Data Storage in Norway. The simulations
are performed on a 15-node cluster equipped with multiple 32-core Intel
Xeon processors leading to a total of 480 cores and a minimum of 160 GB
of RAM.

4. Results
4.1. Description of the flow

The analysis of results starts with a general description of the flow.
The instantaneous velocity magnitude field on the opening plane and
midplane computed using LES is shown in Fig. 5. The time-averaged
temperature field is reported in Fig. 6(a) and (b). As expected, a bidi-
rectional flow is generated. Warm air flows from the warm room (on the
left) to the cold room (on the right) in the higher part of the doorway,
while the cold air flows in the opposite direction in the lower part of the
doorway. Both airstreams flowing in opposite directions (i.e., bidirec-
tional flow) generate a shear layer. The shear layer in the middle of the
doorway is inclined by 39° upwards compared to the horizontal plane.
This clearly indicates that the airflow through the doorway is not hori-
zontal, as assumed by the standard theory. Moreover, both airstreams
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Isothermal rooms

Fig. 5. Instantaneous velocity magnitude in the doorway y-z plane (left) and on an x-z plane at the middle of the door (right).

undergo a contraction when they expand in the opposite room. This
contraction, known as the vena contracta effect, decreases the mass flow
through the doorway compared to the standard theory and partly ex-
plains the need to introduce a discharge coefficient. The warm airstream
develops into a warm jet that expands upwards in the cold zone, while
the cold airstream develops as an attached cold jet along the floor in the
warm zone. The velocity magnitude is zero near the middle of the
doorway at the location of the NP.

This general description of the bidirectional airflow passing through
the doorway can be deduced from all the CFD models used in this study
(meaning LES, RANS and Euler), as shown in Fig. 6. Euler simulation is
the only exception since inviscid flow does not generate a shear layer
between the opposite airflows. Nevertheless, it is worth mentioning that
the Euler equations are discretized spatially using a second-order up-
wind scheme that introduces some amount of artificial numerical
dissipation (even though this is limited). This is enough to smooth sharp
spatial gradients or generate spurious unsteadiness in the flow.

4.2. Characterization of the re-entrainment

The re-entrainment is a result of interfacial mixing between counter-

flowing streams. However, re-entrainment focuses more on the air-
streams that develop into turbulent jets in the opposite rooms. Turbulent
jets generate entrainment, and it should be investigated how much of the
air in the opposite airstream is diverted from the doorway by this phe-
nomenon. The streamlines in Fig. 6 show that the warm rising jet
modifies the airflow direction of the cold air approaching the doorway.
This effect is less pronounced for the cold jet expanding in the warm
zone. Compared to RANS and Euler, re-entrainment computed by the
LES deviates the airflow on a more extensive zone (highlighted by a
dashed rectangle in Fig. 6), especially for the thermally stratified rooms.
This shows that the re-entrainment is more important using LES and can
be under-estimated using RANS.

4.3. Characterization of the shear layer mixing

The time-averaged streamwise velocity and air temperature along a
vertical line in the middle of the doorway are depicted in Fig. 7. The
transition between the temperature of the warm airstream and the cold
airstream indicates the thickness of the shear layer. In addition, the
shear layer thickness can also be assessed by the time-averaged tem-
perature field on the midplane in Fig. 6. Analyzing the flow near the NP
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Fig. 6. Mean temperature with streamlines on the vertical plane (y = 0) obtained from LES (top), RANS (middle) and Euler (bottom) in isothermal rooms (left) and
thermally stratified rooms (right). A dashed black box highlights a region where the re-entrainment of warm airstream occurs.
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Fig. 7. Time-averaged temperature (a,b) and streamwise velocity (c,d) profiles along a vertical line in the middle of the doorway in isothermal rooms (left) and
thermally stratified rooms (right). The thick blue and red lines in the thermally stratified case (b) indicate the vertical profiles of measured air temperature in the cold
and warm zones, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

in Fig. 6 and 7 shows limited differences between the LES, RANS and
Euler solutions for the baseline case with thermally stratified inter-
connected rooms, suggesting that the shear layer generates no intense
interfacial mixing. In the isothermal interconnected rooms, the Euler
and RANS are almost equal. However, the shear layer generated by the
LES for this case is slightly thicker and can be explained by the mixing
generated by the unsteady flow structures shown in Fig. 5. In conclusion,
unsteady flow structures do not systematically develop in the middle of
the doorway. If they develop, these structures and the resulting mixing
remain limited in the vicinity of the NP.

4.4. Unsteady flow structures

A well-resolved LES can capture unsteady flow structures and tur-
bulent mixing precisely. The instantaneous velocity field in Fig. 5
revealed that the flow develops several unsteady flow structures that
could not be captured using unsteady RANS. The main observations are:

e The warm and cold jets become turbulent when they expand in the
cold and warm rooms, respectively.

e Unsteady flow structures are generated in the shear layer near the NP
between two isothermal rooms, while these structures are not visible
when both rooms are thermally stratified.

e The NP is not a straight horizontal line and fluctuates in the vertical

direction. These fluctuations are more pronounced in the isothermal

rooms than in the thermally stratified rooms. To the authors’ best
knowledge, these time variations of the NP have not been reported in
the literature.

The airflow is detached at the edges of the doorway, from the hori-

zontal head jamb but also from the vertical side jambs. The LES

shows that these detached flows are unsteady, especially in
isothermal rooms.

Fig. 8 depicts turbulent kinetic energy (k) contours computed using
unsteady RANS and LES on the vertical midplane. While RANS does not
predict any level of turbulence between counter-flowing streams along
the interfacial mixing layer, the LES provides a region of lower k near the
NP in the middle of the doorway, followed by a higher magnitude of k
when the non-isothermal jets expand in the adjoining rooms. This can be
attributed to unsteady flow structures generated in the shear layer and
turbulent mixing where jet expansion occurs. LES of both isothermal and
thermally stratified cases predict higher k where the detached shear
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Fig. 8. Contours of turbulent kinetic energy (k) on the vertical plane (y = 0) obtained from LES (top) and RANS (bottom) in isothermal rooms (left) and thermally

stratified rooms (right).

layer and interfacial mixing layer merge. Compared to thermally strat-
ified rooms, the warm jet spreads in a broader area in the cold room for
the isothermal case, in line with the jet expansion observed in Fig. 5,
which is more extensive along the vertical partition wall. This indicates
that the warm jet cannot develop up to the ceiling in the thermally
stratified cold room as the temperature difference between the warm jet
and cold zone disappears progressively with height.

4.5. Comparison with experiments and with the standard model

Time-averaged experimental results are reported along a vertical line
in the middle of the doorway in Fig. 7(b) and (d). The time-averaged
streamwise velocity in Fig. 7(d) computed using LES, RANS, and Euler
shows excellent agreement with laboratory measurements with an
average deviation of less than /0%. However, the measured temperature
in Fig. 7(b) is only qualitatively similar to the LES, RANS and Euler re-
sults. This means that the time-averaged temperature above the NP
moves progressively from the temperature of the cold zone to the tem-
perature of the warm zone over a same distance (from the NP at about
0.9 m-1.6 m above the floor). Quantitatively, the measured and CFD
simulated temperatures show a significant deviation up to 0.5°C. A
plausible reason is the influence of longwave thermal radiation from the
laboratory walls that could impact the sensor (PT-100) measurements.
The mean radiant temperature observed by the PT100 probes is between

10

the wall temperature of the cold and warm rooms. It could explain that
the air temperature measurements in the lower and upper part of the
doorway are not strictly equal to the temperature of the cold and warm
rooms, respectively. Another reason for this deviation could be the
approximation of the laboratory by two large reservoirs in the CFD
geometry.

In conclusion, the comparison with the experimental measurements
shows reasonably good agreement with CFD results. However, on the
one hand, the number of measurement points is limited, and on the other
hand, the temperature field shows only similar behavior. Nevertheless,
they tend to demonstrate that the same physics is investigated in both
experimental and CFD conditions.

For a discharge coefficient based on the mass flow (C4m) computed
using the LES, the standard model gives a velocity profile close to
measurements, except on the top part of the doorway, where the stan-
dard model underpredicts the velocity magnitude because it neglects
important 2D effects (Fig. 7(d)). The temperature profile predicted by
the standard theory is defined by the one-dimensional and inviscid flow
assumptions meaning that the air temperature below the NP within the
doorway is equal to the temperature of the cold room, while above the
NP, it is equal to the warm room temperature. In other words, the
temperature transition in the standard model between the warm and
cold airstreams is discontinuous. This discontinuity is located at the level
of the NP that can be obtained using Equation (10). For the isothermal
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rooms, the transition computed by the CFD is smoother even though
limited in the close vicinity of the NP. For the stratified rooms, as
mentioned in the previous section, the transition happens over a
considerable vertical distance from about 0.9 m to 1.6 m above the floor.
In conclusion, unlike the time-averaged velocity magnitude, the time-
averaged temperature from the standard theory deviates from reality
over a large fraction of the doorway.

4.6. Bulk quantities and Cy

The mass (m) and heat flows (Q) are analyzed either only using data
along a vertical line in the middle of the doorway (like in the laboratory
experiments) or using data in the entire doorway plane. The measure-
ment setup along a vertical line in the middle of the doorway is also
relevant as it is done in several studies, such as in the laboratory mea-
surements considered in our paper [35]. It should be checked if limiting
the measurement points to a single vertical line strongly impacts the
bulk quantities and the C,. Two discharge coefficients, Cqy and Cq g, are
evaluated using m or Q, respectively. Based on the conclusions from the
previous section and the values of Cy in Table 1, the following conclu-
sions can be derived. The case using CFD data over the entire doorway
plane is analyzed first as this is a consistent evaluation of the mass and
heat flows:

e The discharge coefficient evaluated by the Euler model is similar to
the LES and RANS values. A maximum deviation of up to /0% can be
found. It means that the largest part of the C4 value can be explained
by the difference between Euler and the standard theoretical model,
namely the two-dimensional contraction effects.

For the thermally stratified rooms where the interfacial mixing is
limited, the difference of C; between Euler, RANS and LES is minimal
(e.g., from 0.494 to 0.509 for the Cyn). The difference between the
Cym and Cqyq is evaluated in the last column of Table 1. This value is
similar for the Euler, RANS and LES, the C, being about 8% lower
than the Cyy.

For the isothermal rooms where the interfacial mixing is not negli-
gible, the difference of Cy between Euler, RANS and LES is more
considerable and up to 10%. The difference between Cqn and Cy is

Table 1
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different between the Euler, RANS and LES: the Cy, is 3.4% lower for
Euler to 6.8% lower for the LES.

e The difference between RANS and LES is practically very small
(maximum 5%).

The discharge coefficient computed using the data along a vertical
line in the middle of the doorway is also reported in Table 1. In this case,
the contraction effects due to the finite width (W) of the door along the
vertical side jambs are neglected. Then, the resulting C, is systematically
overestimated. In addition, the difference between the Cyyn and Cyq
looks more pronounced than using data over the entire door opening.
This is a spurious effect that can be explained by Equation (12). Ac-
cording to the theory, the reference temperature (T,.f) can be removed
from the equation because the mass is conserved. However, in reality,
the flow is three-dimensional and the myc is not strictly equal to mcw
when they are evaluated along a single vertical line. Consequently, the
heat flow is still dependent on the definition of Ty, which is not
appropriate.

5. Discussions

Based on the analysis of the results, the research questions from Q1 to
Q6 defined in the introduction section can be answered:

e Q1: The unsteady flow structures and turbulent mixing have been
characterized in Section 4.

e Q2: Based on the analysis of the discharge coefficient in Section 4.6,
the C, value can be mainly explained by the two-dimensional effects,
while introducing viscous effects with the RANS and LES generate a
maximum change of /0%. According to Wilson and Kiel [19], the
re-entrainment effect should lead to lower mass flow rates and thus
Cq. However, Table 1 reveals that the Cy4 using Euler simulations is
lower than CFD simulations including viscous effects, like RANS and
LES. This result is not intuitive, but a reasonable physical explanation
can be given. As previously mentioned, the flow contraction is the
dominant factor driving the Cy value. Fig. 9 shows the time-averaged
velocity magnitude on a plane perpendicular to the warm jet near the
maximum of flow contraction. One can see that the Euler simulation
leads to a more concentrated jet than RANS. As the blockage from

Discharge coefficients obtained based on the mass (Cd_M)and heat flow rate (Cd Q) for isothermal and thermally stratified rooms: values computed with data over the

entire doorway are indicated by an empty rectangle, while values computed using data along a vertical line in the middle of the doorway are represented by a divided

rectangle.

Mactual Quetual
Cim = ———Cuq =+
Mimax Qunax

Center Line +—» [[l Caw  Cao o [Cam = Cugl
Doorway Plane <» |:| .

Thermally stratified rooms Timax and Quqy based on measured room temperature

Isothermal rooms

Timax and Quay based on the averaged room temperature

LES [I] 0.626 0.680 8.6
D 0.509 0.464 8.8

RANS D] 0.636 0.626 1.5
D 0.509 0.468 8

Euler m 0.621 0.635 2.2
D 0.494 0.457 7.5

Measurement IIl 0.645  0.663 2.79
LES [I] 0.606 0.558 7.9
D 0.543 0.506 6.8

RANS m 0.619 0.699 12.92
D 0.519 0.492 5.2

Euler [I] 0.595 0.536 9.91
D 0.495 0.478 3.4
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Fig. 9. Time-averaged velocity magnitude from RANS (left) and Euler (right) taken on a plane perpendicular to the jet near the maximum of flow contraction.

this contraction is more important in the Euler simulation, the C, is
lower.

Q3: The RANS simulation using the RNG k-¢ model gives similar
results to LES. The interfacial mixing in the middle of the doorway
can be underestimated by RANS simulations. However, this mixing
in LES remains in the close vicinity of the NP. More importantly,
RANS is not able to capture the transition of the airstreams into
unsteady turbulent jets when they expand in the opposite rooms, as
shown by the contours of turbulent kinetic energy in Fig. 8.

Q4: The temperature stratification has a significant effect on the
temperature distribution within the doorway due to two-
dimensional effects (see Section 4.5). The transition between the
temperature of the cold room below the NP and the temperature of
the warm room above the NP takes place over a large part of the
doorway (from 0.9 to 1.6 m). This leads to a significant deviation
compared to the temperature field used in the standard theory. In
addition, unsteady flow structures are less pronounced in the strat-
ified room case than in the isothermal case. Both cases have been
simulated using the exact same CFD setup. The explanation for this
last phenomenon should be investigated in further research work.
Q5: In BPS, the temperature in each room is assumed to be
isothermal [43]. The mass and heat fluxes exchanged by a bidirec-
tional airflow in the doorway are computed using the standard model
corrected by a discharge coefficient, as described in Section 2.1. If
the air temperature simulated by BPS in each room is precisely equal
to the measured air temperature averaged along the vertical direc-
tion (2), the data in Table 2 shows that there are large discrepancies

Table 2
Discharge coefficients obtained based on the mass (Cd,M)and heat flow rate (Cd.Q) for BPS analysis: values computed with data over the entire doorway are indicated by
an empty rectangle, while values computed using data along a vertical line in the middle of the doorway are represented by a divided rectangle.

between the resulting Cyy and Cy q if the rooms are not isothermal in
reality (up to 46%). The Cym is only slightly affected when the
stratification in both rooms is neglected in the standard model.
However, the largest influence is on the Cyqo which increases
significantly. Since the convective heat flux is the product of the
velocity and the temperature, If the estimate of the velocity is
reasonable, the temperature advected on the upper and lower parts
of the doorway is respectively lower and higher in the case of
isothermal reservoirs than when taking the vertical stratification into
account. The maximum theoretical heat flow (Q,,) is thus lower
when the two rooms are assumed to be isothermal compared to the
stratified rooms, leading to a higher Cyq. In BPS, a single Cy is
typically defined to tune the mass and heat flow to the real values. If
the room is stratified, the C4 should, in reality, be different for the
mass and heat flows to match the reality.

Q6: Evaluating the discharge coefficient based on measurements
along a vertical line in the middle of the doorway leads to significant
errors (see Section 4.6). It overestimates the Cy4\ as the contraction
effects along the vertical side jambs are neglected. Mass imbalance
along the vertical line makes the evaluation of the heat flow
dependent on the Tyef, which is not reliable.

The CFD setup has been defined to reproduce the flow measurements
in a climate chamber. However, the limited number of measurement
points does not constitute a full experimental validation of the CFD re-
sults. Therefore, detailed laboratory measurements or additional LES
should be performed in future work.

Cant = n;';ctuall Coo = %cmal Center Linc «—»[[] G Ceo % =
i sz Doorway Plane €» I:l [Camt — Cuol
Cam
Thermally stratified rooms Ty and Qyqx based on the averaged room LES [[l 0.578  1.009 74.6
temperature (for BPS analysis) |:| 0.471 0.689 46.28
RANS [[I 0.588  0.929 57.99
D 0.469  0.694 47.97
Euler [[l 0.573  0.943 64.57
D 0.457 0.679 48.57
Measurement [[l 0.595  1.016 70.76
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6. Conclusions e The C, should not be evaluated only based on measurement along a
vertical line in the middle of the doorway, as two-dimensional effects
The airflow passing through an open doorway in the steady-state from the vertical side jambs of the doorway would be neglected. In
bulk flow regime was simulated using a high-resolution Large Eddy addition, the discharge coefficient for the heat flow (Cyg) is incon-
Simulation (LES), which enabled the capture of unsteady flow phe- sistent using measurements along a vertical line.
nomena. In addition, this LES can serve as a reference solution for e In building performance simulation (BPS), rooms are typically
simplified methods, like Reynolds-Averaged Navier-Stokes (RANS) ap- modeled as isothermal reservoirs. If, in reality, the rooms are ther-
proaches or the standard theoretical model. The conclusions can be mally stratified, a same Cy cannot be used in BPS to calibrate both the
summarized as follows: mass flow and the heat flow. Two separate discharge coefficients, i.
e., Cq and Cym, should be defined for the BPS to compute the right
e The main objective of this study was to characterize the bidirectional mass and heat exchanges through the doorway.
unsteady flow phenomena. Firstly, the LES revealed that the bidi-
rectional flow can generate a turbulent mixing region near the CRediT authorship contribution statement
neutral plane (NP). However, results found that this effect remains
located in the close vicinity of the NP so that its influence is limited. Elyas Larkermani: Writing — review & editing, Writing — original
LES also showed that the instantaneous NP is not a horizontal line draft, Visualization, Validation, Software, Resources, Methodology,
but rather fluctuating in the vertical direction. Secondly, the LES Investigation, Formal analysis, Data curation, Conceptualization.
confirmed that the re-entrainment from the two non-isothermal jets Guangyu Cao: Writing — review & editing, Visualization, Validation,
expanding from the doorway deflects a fraction of the flow that Methodology, Conceptualization. Laurent Georges: Writing — review &
would otherwise have moved towards the doorway. Finally, LES editing, Writing — original draft, Validation, Supervision, Project
showed that the non-isothermal jets develop large unsteady flow administration, Methodology, Investigation, Conceptualization.

structures when they expand in the opposite room.
Results suggest that the RANS approach reproduces most of the flow Declaration of competing interest
characteristics from LES, except for the large unsteady flow struc-

tures generated by the jet expansion far away from the door. If this The authors declare that they have no known competing financial
effect is not important in the application, RANS simulations are a interests or personal relationships that could have appeared to influence
good alternative to the time-consuming LES for this flow. the work reported in this paper.
o The discharge coefficient (Cy) is mainly driven by two-dimensional
contraction effects. Comparing Euler simulation to RANS simula- Data availability
tion or LES revealed that viscous effects have a lower influence on the
C,4 than these contraction effects. Unlike previous results from the Data will be made available on request.
literature, the results from this study found that the viscous effects
tend to increase the Cy as they decrease the flow contraction. This Acknowledgments

effect dominates over the mixing effects that tend to decrease the Cy.
The authors would like to acknowledge Iman Bayat, affiliated with
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Appendix A
A.1. Design of the grid

Preliminary analysis using an unstructured mesh has shown that simulations were prone to numerical errors with a non-dissipative central scheme
required for LES. Then, as the geometry is simple, a structured mesh is used to keep the solution stable with a pure central scheme (recommended for
LES). A no-slip boundary condition on the partition would need a wall-normal grid refinement (y* < 1) so that, consequently, using a structured mesh,
an anisotropic mesh would be generated in the middle of the doorway (with the smallest grid size in the direction of the flow in the doorway and the
largest grid size perpendicular to the flow direction). To solve the mixing layer, it is better to limit the mesh anisotropy. This is also better for the
definition of the mesh size in the WALE model (i.e., ¥/V). In addition, the flow is by definition driven by the difference in hydrostatic pressure in both
rooms connected by the open door. Therefore, a no-slip condition on the partition wall is expected to have a limited influence on the flow in the
doorway.

A.2. Grid size and LES resolution

The grid convergence analysis is not straightforward for LES since, upon further refinement of the LES grid, finer and finer scales are resolved until
the LES converges to the DNS. Moreover, the computational cost of a finer grid can be restrictive [41]. However, there are specific criteria to estimate
the resolution of a LES [44], such as; the ratio between modeled turbulent viscosity and laminar viscosity, i.e., (v;)/v, the ratio between modeled and
total shear stress, the ratio between modeled and total turbulent kinetic energy, and the ratio of integral length scale to cell size.

In this study, the LES resolution is evaluated using three different approaches;
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a) The resolution of the shear layer between both the warm and cold airstreams is compared to the literature.

b) The turbulent kinetic energy ratio is evaluated in the computational domain to check if the LES is sufficiently resolved or not.

c) The results of LES for the isothermal case, including discharge coefficient (Cy), temperature and velocity profiles, are compared on a coarse,
medium and fine grid containing 31,825,152 cells, 63,203,392 cells and 127,316,480 cells, respectively.

a) The resolution of the shear layer between both the warm and cold airstreams

It is important to capture the flow physics of the shear layer between the counter-flowing airstreams correctly as it directly influences two main
phenomena analyzed in our study, meaning the mixing between both airstreams and the flow re-entrainment. It is tricky to assess the resolution of this
shear layer using the analysis of the kinetic energy spectrum due to the lack of homogeneous directions in the flow field. Therefore, the resolution can
be discussed by comparing the mesh size with other LES of shear layers found in the literature. The maximum time-averaged velocity difference
through the shear layer (AU) computed using the isothermal case is about 0.4m/s. The analysis of the velocity profile through the shear layer gives a
momentum thickness (0) and a vorticity thickness () of 0.05 m and 0.18 m, respectively. These values correspond to a Reynolds number based on
momentum thickness (Rey) of about 1400 and a Reynolds number based on vorticity thickness (Res) of 4800. Close to the doorway, the mesh is almost
isotropic with a size (h) of 0.6 cm.

Firstly, Balaras et al. [45] performed LES of a temporally evolving mixing layer from an initial Re, of 900 until a Rey of 3400. They performed a
sensitivity analysis on the domain and grid size to be able to reproduce the flow statistics of DNS data. This study is thus a good reference for
comparison. They show that they can reproduce the velocity statistics with a mesh size of 0.850, 0.439 and 0.850 in streamwise, spanwise and normal
directions, respectively. The mesh size in our LES is significantly smaller than these values. Secondly, Pham et al. [46] analyzed the temporal evolution
of a stratified shear layer using LES. They investigated the case of a fine LES for an initial Re; of 5000. They use a mesh of 0.126, 0.125 and 0.036 in the
streamwise, spanwise and normal directions, respectively. This grid resolution is comparable to our mesh. For instance, their mesh size in the normal
direction corresponds to 0.54 cm. Based on these two studies, it can be concluded that the mesh size in our simulation is appropriate to capture the
shear layer using LES.

b) The turbulent kinetic energy ratio

Pope [47] recommends the turbulent kinetic energy ratio (M(x,t)) as a simple indicator of turbulence resolution. It is defined as the ratio of the
unresolved turbulent kinetic energy to the total turbulent kinetic energy:

M(x,1) = e kol 1)

(x,1) + ko (x, 1) (23)

where K(x, t) and k,(x, t) indicate the turbulent kinetic energy of the resolved and residual motions, respectively. Smaller values of M correspond to
more turbulent motions resolved on the mesh. The limit of M = 0 corresponds to DNS while M = | is representative for a RANS. Based on his sug-
gestion, the turbulence is well resolved by the LES if M < 0.2.

Since the turbulent kinetic energy ratio (M) is smaller than 0.09 for LES of thermally stratified rooms, the grid employed for LES is fine enough to
simulate the turbulent structures precisely.

c) Comparison of LES results on three different grid resolutions

A grid-sensitivity analysis is conducted for the LES for the case of two isothermal interconnected rooms at different temperatures. The coarse,
medium and fine grid contain 31,825,152 cells, 63,203,392 cells and 127,316,480 cells, respectively. The mean streamwise velocity and temperature
profiles for three different meshes are plotted along a vertical line in the middle of the doorway in Fig. 10. All three grids provide almost the same
profiles, while the fine grid indicates a slight departure from the results of the coarse and medium grids between 0.95 < z < 1.1. The maximum
difference between the coarse and the fine grid in this area goes up to 0.053 m/s and 0.49°C for velocity and temperature, respectively. The shear layer
thickness is roughly the same for the three grid resolutions.
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Fig. 10. Time-averaged temperature and streamwise velocity profiles along a vertical line in the middle of the doorway in isothermal rooms on three different grids
using LES.

The discharge coefficients, Cqn and Cyq based on mass (112) and heat flows (Q) are obtained for the coarse, medium and fine mesh. The data are
reported in Table 3.

Table 3
Discharge coefficients obtained based on the mass (Cym) and heat flow rate (Cyq) from LES on three different grids.
_ Mol o Qacal Cam Caq
Can = 2%.Cag =5 N Doorway PlaneﬂD
Isothermal rooms Ty and Qp,, based on the averaged room temperature Coarse Grid [[l 0.511 0.486
Medium Grid [[l 0.510 0.484
Fine Grid 0.543 0.506

0

While the previous two arguments showed that the fine grid was refined enough, the sensitivity analysis on the C4 shows that a coarser grid would
not be able to capture the physics properly. The Cj is relatively constant between the coarse and medium meshes but increases significantly for the fine

grid.
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ARTICLE INFO ABSTRACT

Keywords: In scale-resolving simulations such as Large Eddy Simulations (LES), the spatial discretization
Finite difference method scheme of the convective term plays a crucial role in avoiding interference between the numerical
Large Eddy Simulation errors and the subgrid-scale model. Accurate schemes lead to lower truncation errors and better

Incompressible flow

Staggered grid predictions of turbulent flows without the need for an excessively refined grid. To this end, a new

second-order finite-difference scheme (HCDS6) has been developed for incompressible flows and
orthogonal staggered grids. Compared to the standard second-order scheme, the new scheme has
significantly lower dispersion errors. Compared to existing high-order schemes, the numerical
stencil of HCDS6 is more compact, which makes it easier to implement, especially considering
boundary conditions around complex geometries using Immersed Boundary Methods (IBM). The
HCDS6 scheme conserves the discrete momentum with limited production or dissipation of
discrete kinetic energy, which guarantees its numerical stability. Its performance is evaluated
using an open-source CFD package called REEF3D. Three benchmarks demonstrate the key
properties and performance of the scheme: the convection of an isentropic vortex, the Taylor-
Green vortex flow, and turbulent channel flow. Its relatively low dispersion errors, combined
with ease of implementation, make the HCDS6 scheme a promising candidate for efficient scale-
resolving simulations of turbulent flows.

1. Introduction

This research aims to construct an accurate finite-difference scheme for incompressible unsteady turbulent flow simulations such as
Large Eddy Simulations (LES) or Direct Numerical Simulations (DNS). More specifically, the paper focuses on the convective term of
the momentum equation. It considers orthogonal non-uniform grids where complex geometries can be considered using Immersed
Boundary Methods (IBM) [1]. In this context, as many different numerical methods can be applied, the introduction will first define the
specific framework of our study.

Previous studies [2-7] have demonstrated the significant influence of numerical errors on the prediction accuracy of LES.

* Corresponding author
E-mail address: elyas.larkermani@ntnu.no (E. Larkermani).

https://doi.org/10.1016/j.cma.2024.117117
Received 6 March 2024; Received in revised form 1 June 2024; Accepted 1 June 2024

Available online 14 June 2024
0045-7825/© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).



E. Larkermani et al. Computer Methods in Applied Mechanics and Engineering 428 (2024) 117117

Significant kinetic energy at high wavenumbers in LES requires a numerical scheme that performs well in this range. Although spectral
methods are known for their uniform accuracy at all wavenumbers, they do have inherent limitations concerning geometry and
boundary conditions, which makes them less applicable in practical cases involving irregular or complex geometries [8]. Furthermore,
aliasing errors are important when using spectral methods. Unless explicitly removed using filtering techniques, these errors can lead
to a degradation of the solution and negatively impact the accuracy of the simulation [9]. Finite difference, finite volume and finite
element methods have lower aliasing errors due to the damping at high wavenumbers [9]. They are often preferred in practical LES
applications due to their computational efficiency and flexibility for boundary conditions [10]. For these numerical methods, the
conservation of the discrete kinetic energy is an important property for the spatial discretization of the convective term of the mo-
mentum equation. Turbulence is characterized by kinetic energy transfer between the different turbulent flow scales. Therefore, the
numerical scheme should not interfere in this process through artificial numerical dissipation. In explicit LES, the kinetic energy
dissipation at smaller flow scales should be left to the subgrid-scale (SGS) model. Central schemes are known to be non-dissipative, but
generally, they do not conserve the discrete kinetic energy. In practice, this may affect the numerical stability of under-resolved
simulations, such as LES. Only a subset of central schemes has been tailored to enforce the discrete kinetic energy conservation
(assuming negligible time integration errors), which guarantees numerical stability [11,12].

Collocated grids placing all the flow variables (i.e., the velocity and pressure fields) at the same points leads to the checkerboard
problem (i.e., spurious pressure oscillations). This effect can be avoided by using stabilization or special interpolation techniques [13].
Although popular and widely used in LES, these techniques introduce some numerical dissipation [14]. Alternatively, the staggered
grid arrangement does not suffer from the checkerboard problem by placing flow variables at different locations. This arrangement is
challenging to apply for complex grids, such as unstructured grids. However, the complexity is acceptable for orthogonal non-uniform
grids, as discussed in this paper. Finally, it is also worth mentioning that Laizet and Lamballais [10] managed to introduce a high-order
compact scheme for incompressible flow on orthogonal grids by using a semi-staggered arrangement (meaning that all the velocity
components are located at the same point, except for pressure).

The remainder of the paper discusses central finite differences on staggered orthogonal grids, with a special focus on the con-
servation of the discrete kinetic energy by the convective term. Existing schemes in this category will be discussed to introduce the
originality of the new scheme proposed in the paper.

e One remarkable example is the second-order central finite-difference scheme developed by Harlow and Welch for staggered meshes
[15]. It has proved to be well-suited for DNS and LES of turbulent flow [16-19]. This scheme conserves not only the discrete mass
and momentum but also the discrete kinetic energy on a uniform grid. Vasilyev [11] analyzed the conservation properties of finite
differences on non-uniform staggered grids. In finite differences, the convective term can be discretized into three different forms:
the divergence, advective and skew-symmetric forms. Vasilyev demonstrated that his second-order discretization cannot simul-
taneously conserve the discrete momentum and kinetic energy on a non-uniform mesh (called “commutation error” in [11]). In the
divergence form, the scheme conserves discrete momentum on a non-uniform grid, while the conservation of discrete kinetic
energy is limited to a uniform grid. In contrast, in the skew-symmetric form, the scheme exhibits the opposite behavior. Verstappen
et al. [12] introduced a second-order finite volume scheme on non-uniform staggered grids. As it is a finite volume method, it
inherently conserves the discrete momentum, but it also manages to conserve the discrete kinetic energy.

In these schemes for non-uniform grids, the coefficients of the numerical stencil are not adapted locally as a function of the local
grid-stretching to conserve the skew-symmetry property of the discretization operator. By preserving the skew-symmetry property
of the operator, the discrete kinetic energy is conserved. As the coefficients are not adapted to the local grid-stretching, it leads to a
local truncation error that is first order. Nevertheless, studies by Rivas (referenced by Eq. (1) in her article [20]) and Manteufel and
White [21] have demonstrated that these schemes can achieve second-order accuracy on non-uniform grids.

Although widely used for simplicity and efficiency, the second-order central scheme has large dispersion errors. Higher-order
numerical schemes overcome the impact of truncation errors, thereby providing more accurate approximations and improving
the fidelity of the resolved scales [22]. Morinishi et al. [23] introduced high-order finite differences (i.e., fourth-order and higher)
on staggered orthogonal grids that conserve the discrete momentum and kinetic energy on uniform meshes. Vasilyev extended
these schemes to non-uniform grids [11]. Similar conclusions apply to the fourth-order schemes as observed in the second-order
central schemes. Among the three forms of the fourth-order finite difference schemes introduced by Vasilyev, none can simulta-
neously conserve both discrete momentum and kinetic energy. However, the fourth-order finite volume scheme by Verstappen
et al. [12] proves to achieve this conservation. The main challenge with these two schemes is that the numerical stencil is not
compact due to the use of high-order interpolations. From second- to fourth-order accuracy, these numerical stencils are not only
increased from three to seven points along lines for the three spatial directions but also expanded from two to four points in the
perpendicular directions to each line. These schemes are thus more complex to implement, and they make the treatment of
boundary conditions more complicated, particularly when dealing with complex geometries in practical engineering applications
using IBM.

The paper, therefore, introduces a new second-order numerical scheme on staggered grids with lower dispersion errors than the
conventional second-order schemes of Vasilyev [11] and Verstappen et al. [12]. The new scheme involves seven points in each spatial
direction, but unlike the existing fourth-order schemes on staggered grids, the numerical stencil remains compact. This simplifies the
implementation and the treatment of boundary conditions. Although the scheme is formally second-order accurate, it is six-order
accurate for linear advection problems, providing relatively low dispersion errors. Finally, the strict conservation of the discrete ki-
netic energy has to be sacrificed to enable this improvement. Still, the numerical tests introduced in the paper prove that this has a
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limited impact on results for LES. The key properties of the new scheme are evaluated using three benchmarks: the convection of an
isentropic vortex, the three-dimensional Taylor-Green vortex flow, and the turbulent channel flow simulation.

The paper is organized as follows. In Section 2, the discrete equations for the incompressible Navier-Stokes equations and the new
scheme are introduced. Section 3 analyzes the performance of the new scheme against the three flow benchmarks. Section 4 concludes
the paper by summarizing the findings and outlining future research directions.

2. Numerical method
2.1. Governing equations

The incompressible Navier-Stokes equations are presented in Eq. (1) and translate the mass conservation and Newton’s second law:
Oy
0Xm
Oup 0 1 R
J+7(umu"):772 ';
o ox, p 0Xm 0x,

€Y)

where X, denotes the m™ spatial coordinate direction in the physical space, u, represents the velocity field in the x,, direction. Here,
the Einstein summation convention is used, where repeated indices imply summation. Parameter t is the time, p is the pressure, v is the
kinematic viscosity and p is the density. They are assumed to be constant - i.e., independent of the temperature.

2.2. Spatial discretization

A schematic representation of a two-dimensional fully staggered grid arrangement where the velocity components are located at
the cell surfaces while the pressure and other scalar quantities are stored in the cell center [13] is illustrated in Fig. 1. Here, i and j are
mesh indices in the x; and x; directions, respectively.

In our work, the discretization operation is performed in computational space to preserve symmetries of the underlying operator.
The derivatives in physical space are calculated using the local Jacobian, which can be determined numerically using the same stencil
and corresponding weights as the finite differencing operator in the computational space with a uniform grid [11]. In a
one-dimensional case, this gives:

5 _16p _1 o — iy @
ox Jo J 2A

In the above definition, ¢ denotes the spatial coordinate in the computational domain, and ¢ represents a discrete variable in three
spatial coordinate directions. J is the Jacobian of the transformation x—¢ that can be defined numerically as:

OX  Xip1 — Xi-1

J===
5 2A

3)
where A is the uniform grid spacing in the computational domain.

Using the notation of Morinishi et al. [23], the finite difference operator (6,/8,{;) with respect to {; and the interpolation operator

(5"51) in the ¢; direction in computational space with a stencil n acting on the field ¢ are respectively defined as:
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Fig. 1. Staggered arrangement of variables in two dimensions.
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These two operators can be extended to the other spatial directions. Following these operators, the standard second-order scheme
of Vasilyev for the non-linear convective term in Eq. (1) on a non-uniform staggered grid is defined as:

. (Unlm 01 (1r
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This scheme in divergence form, here termed CDS2, conserves the discrete momentum on a non-uniform mesh, while the discrete
kinetic energy is conserved only on a uniform mesh. The new scheme (HCDS6) also employs the divergence form for the convective
term, using an original hybrid formulation for its discretization. It uses a symmetric, seven-point stencil where the convection velocity
is interpolated with a second-order accurate interpolation operator, whereas the convective fluxes are discretized using a high-order
central interpolation scheme:

S5(Unll) 61

_ 77 1xm 77 lxn 5 3xp — 5xp
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with a1, a3, and as being the constant scheme coefficients, not adapted according to the local grid-stretching. The coefficients a; = 37
/30, a3 = — 8/30, and as = 1/30 are chosen such that Eq. (6) corresponds to the standard sixth-order central difference approxi-
mation for a constant convection velocity (see Section 2.3). For a; =1, a3 = 0, and as = 0, the method is degraded to the standard
second-order central differential scheme of Vasilyev (CDS2). The HCDS6 is thus tailored to reduce dispersion errors compared to the
CDS2. However, the conservation of the discrete kinetic energy had to be sacrificed for this purpose. The HCDS6 conserves the discrete
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Fig. 2. Comparison of the numerical stencil for HCDS6 (a) and CDS4 (b) form=1and n = 2.
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momentum on non-uniform grids; however, it does not conserve the discrete kinetic energy, even in the case of uniform grids.
However, results will show that this effect remains limited as the stencil weights are not adapted according to the local grid-stretching.

It can be observed that the new HCDS6 and CDS2 schemes are more compact than the fourth-order finite-difference schemes of
Vasilyev [11] - for example, in divergence form (CDS4):

5(Unum) 9 4 91y | E W 1 53 91y 150\ ax
_ ] m __ m n 2 ; m ] ‘m n 7
o 8o L \8m g )Um [ g sy, gt g )t @

The term compact stencil should not be confused with compact finite difference schemes [24]. A compact stencil here means that
the spatial extension of the points involved in the numerical stencil remains localized in a limited volume. Like the HCDS6, the CDS4
has a seven-point stencil in each spatial direction. However, in contrast to the HCDS6, the CDS4 computes the convection velocity
using a fourth-order interpolation. As a result, CDS4 has a stencil that involves four points in the directions perpendicular to each
spatial direction, making the stencil not compact, see Fig. 2.

Using the definition of the finite difference and the interpolation operators in Eq. (4) at the mesh indexes i, j, and k, the new central
scheme (HCDS6) for the convective terms on staggered grids can be rewritten for the momentum equation in the direction x;. To
simplify the notation, u; and u, are simplified to u and v, and x; and x; to x and y, respectively:
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Compared to the CDS2, the HCDS6 scheme does not significantly increase the computational time to evaluate the momentum
equation in the inner part of the computational domain. However, the situation is different near the boundaries, as the numerical
stencil of HCDS6 has seven points in each spatial direction. Firstly, this means that three layers of ghost points need to be created for
Dirichlet and Neumann boundary conditions. Secondly, in parallel computation, three layers of points must be exchanged between
partitions considering a multi-block domain decomposition. This increases the amount of data to be exchanged between processors, in
contrast to the CDS2, which only requires the communication of one layer of points. The spatial discretization of the continuity
equation is the same for the CDS2 and HCDS6 schemes. The computational time related to solving the continuity equation is thus
identical for both schemes, for instance, to solve the Poisson equation in the context of a projection method (see Section 2.4).

2.3. Linear advection problem

Consider the 1D linear advection equation of the form:
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Fig. 3. Non-dimensional modified wavenumber (a) and group velocity (b) for a = 1 with CDS2, CDS4, and HCDS6.
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where a is the constant advection velocity on the spatial domain x € [0, 2z] with periodic boundary conditions. Using the new central
difference scheme (HCDS6) defined in Eq. (6) to discretize the convective term on a uniform mesh (Ax = h), the semi-discretized one-
dimensional linear advection equation is obtained:
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This spatial discretization is six-order accurate, which explains why the new scheme has been given the acronym HCDS6. The
modified wavenumber analysis can be performed. The details of the mathematical developments are given in the Appendix. Fig. 3(a)
shows that the non-dimensional modified wavenumber (k,,q¢h) of the CDS2 and HCDS6 schemes almost follow the exact wavenumber
up to about £ = kh = 0.4 and 1.2, respectively. The non-dimensional modified wavenumber for CDS2 decreases from the maximum at &
= /2 to zero at ¢ = x, while the k;,,sh for HCDS6 stays near the exact solution even at ¢ = 7/2, where kyosh = 1.47.

The group velocity (dw /dk) is the velocity at which groups of waves and also energy are transported. Fig. 3(b) indicates that HCDS6
computes the group velocity more correctly than CDS2. For ¢ > 7/2, groups of waves and energy are transported in the wrong direction
with CDS2, whilst they are transported in the right direction with HCDS6. For ¢ = 7, dw/dk = —a for CDS2, and dw /dk = —2.2a for
HCDS6. Remember that the exact group velocity is a.

As HCDS6 better represents the phase velocity and group velocity at higher wavenumbers than CDS2, fewer points per wavelength
are required for HCDS6 than for CDS2. This can significantly reduce the number of grid points in three dimensions to reach the same
accuracy. It is worth noting that, for a linear advection problem, the performance of HCDS6 is superior to the fourth-order accurate
scheme of Vasilyev [11] (CDS4). The analysis of the phase speed anisotropy is given in the Appendix.

2.4. REEF3D solver package

REEF3D is an open-source CFD software package that focuses on CFD in hydrodynamics, environmental, and marine engineering.
In REEF3D, physical models, numerical methods and solvers are implemented as a collection of C++ classes and objects. The object-
oriented design of REEF3D makes the code extendable and easy to customize. Users can modify existing solvers or create new ones by
subclassing and extending the existing classes. REEF3D uses a ghost-cell immersed-boundary method to deal with complex geometry
on an orthogonal grid [25]. The ghost-cell method belongs to the general category of IBM, which can potentially treat arbitrary
immersed bodies on orthogonal meshes [26]. In REEF3D, the incompressible Navier-Stokes equations are solved in parallel using
domain decomposition. Partitions communicate with their neighbors using ghost cells and the Message Passing Interface (MPI) [27].
The current simulations were performed on the FRAM cluster provided by UNINETT Sigma2, which is the National Infrastructure for
High-Performance Computing and Data Storage in Norway. It is a distributed memory system that consists of 1,004 dual-socket and
two quad-socket nodes, interconnected with a high-bandwidth, low-latency Infiniband network. The interconnect network is orga-
nized in an island topology, with 9,216 cores in each island. Each standard compute node has two 16-core Intel Broadwell chips (2.1
GHz) and 64 GiB memory. In addition, eight larger memory nodes with 512 GiB RAM are available, catering to computational tasks
that demand substantial memory resources for more complex simulations and data-intensive processing. The total number of compute
cores is 32,256.

In REEF3D, the pressure velocity coupling is ensured by using the projection method proposed by Chorin [28]. Here, the
computation of velocity and pressure is decoupled and performed in three steps. During the first step, the method proceeds by
neglecting the incompressibility constraint to compute an intermediate velocity field u* using Eq. (12):

wo—uk 5 1 & suk - suk
_1 5 12
At ox, (nasy) 1 5xm | oxn "\ 5% | 5% (12

where 1k, is the velocity at k™ time step. Note that the resulting intermediate velocity u, does not satisfy the continuity equation (Eq.
(1)). To enforce continuity, the intermediate velocity is projected onto the space of incompressible divergence-free vector fields to
obtain u+1:

w14 (k1 —p¥)
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This is done by solving a Poisson equation for the pressure field, using the divergence of the intermediate velocity field and
enforcing 61ufn“ /61xm = 0. The fully parallelized Bi-Conjugate Gradients Stabilized (BiCGStab) algorithm [29] solves the resulting
Poisson pressure equation by using geometric multigrid preconditioning provided by the high-performance solver library, HYPRE
[30].
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The result is a pressure field that enforces the incompressibility constraint on the velocity field. Finally, the new velocity field uk+!
attime step k + 1 is obtained by subtracting the gradient of the pressure field scaled by At/p from intermediate velocity (Eq. (13)). This
results in a velocity field that satisfies both the momentum and continuity equations. It is noteworthy that Eq. (13) is strictly the same
for CDS2 and HCDS6.

By default, the governing equations are advanced in time using a fully explicit third-order Total Variation Diminishing (TVD)
Runge-Kutta scheme [31]. At each Runge-Kutta stage, Chorin’s projection method is applied so that all the substep velocity fields are
divergence-free, and the Poisson equation is solved three times per time step [32].

For the viscous terms, the second-order central difference scheme is adopted (i.e., the same for CDS2 and HCDS6):

o 511,,1‘ 01 [61lUm |
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3. Validation tests

(15)

This section describes three benchmark tests that were carried out in the REEF3D flow solver [27] to demonstrate the properties
and performance of the present numerical method, including the convection of an isentropic vortex, the three-dimensional Taylor--
Green vortex flow, and turbulent channel flow simulations.

3.1. Convection of an isentropic vortex

In order to test the performance of the HCDS6 scheme concerning its dissipation and dispersion properties, the convection of a two-
dimensional isentropic vortex is considered using incompressible Euler equations. The vortex is convected by a uniform flow in the
positive x direction. The initial solution is represented by the velocity components in the x and y directions:

(£)-(5) (5230

with 2 = (x — x0)* + (v - yo)2 being the distance from the vortex center (xo,yo). The circumferential velocity induced by the vortex
reaches its maximum value (uy) atr = b. The vortex is translated with a mean-flow velocity in the x direction within a two-dimensional
periodic domain. To minimize the impact of the boundary conditions and geometry on the results, a large computational domain
[-25L, 25L)? is considered. Here L = /In2b is a representative length scale of the vortex where e~/ M =1 /2atr =L.

A strong vortex with uy /u, = 0.8 is convected from the initial location at (xo,yo) = (—18.75L,0) to the final position (x,y) =
(18.75L,0) for a time period of us,t/L = 37.5 on a uniform Cartesian grid. The Courant number is selected to be extremely small
(CFL = 1.152e —3) on the finest grid so that the effect of time discretization error is negligible.

16)

3.1.1. Verification and consistency
The Root-Mean-Square (RMS) error between the numerical and analytical solutions as a function of the grid resolution for the CDS2
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Fig. 4. Convection of strong isentropic vortex on a uniform grid: grid dependence of the root-mean-square value of difference with the analytical

(b)

solution at the time u.t/L = 37.5. (a): velocity component u, (b): velocity component v.
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and HCDS6 schemes is shown in Fig. 4.

This shows that the HCDS6 scheme is indeed second-order accurate. For cell sizes smaller than L/4, the discretization error of
second-order starts to dominate the global error. However, the error is reduced by approximately two orders of magnitude for the
HCDS6, compared to the standard CDS2.

3.1.2. Shape and position of the vortex

The local resolution of the vortex on two different grid sizes (Ax= L /2, L /4) is shown in Fig. 5. Here, the y velocity component
along the midline at y = 0 is compared with the analytical solution. For CDS2, the vortex has clearly lost its shape on a coarse grid
(Ax = L /2), whilst it is better preserved by the lower dispersion error of the HCDS6. A close agreement with the analytical curve is
achieved. As the mesh is further refined, the vortex shape is improved significantly by the CDS2 scheme, whilst the improvement for
HCDS6 is minor as the solution was already accurate on the coarser mesh. The vortex center drifted upward using the CDS2 scheme due
to the dispersion error, as indicated by a smaller difference between the numerical and analytical solution for the positive peak than for
the negative one. In other words, the vortex consists of a collection of waves with different wavelengths that are propagated at different
velocities. Using the CDS2 scheme, the waves with low wavenumbers are propagated at the correct speed, whilst those with higher
wavenumbers travel at the wrong speed. Consequently, those that are not propagated correctly are lagging and oscillating as a result of

1 T T T T 1 T T T T
051 1 051 #
3 2
20 2 0 ~
N N
0.5 1 0.5 1
—(CDS2 —CDS2
cxact cxact
| s L L L <1 . . L L
-25 -15 -5 S 135 25 -25 -15 -5 > 15 25
xz/L z/L
1 T T T T 1 T T T T
051 1 051 1
8 3
20 2 0
R N
05F 1 05t 1
= = =HCDS6 = = =1CDS6
exact cxact
. L L L L | . L L L
-25 -15 -5 5 15 25 -25 -15 -5 3 15 25
z/L x/L

Fig. 5. y velocity component along the midline at y = 0. Left: coarse grid (Ax = L /2), right: fine grid (Ax = L /4).

Table 1
Comparison of the execution time of the CDS2 and HCDS6 for the convection of an isentropic vortex.
Ax ne teps2|s] Tcps2 ticoss 5] THCDS6 tircps /teps2
L/2 1.88e6 2.98e4 - 2.96e4 - 0.99
L/4 1.88e6 7.194 2.41 7.35e4 2.48 1.02
L/8 1.88e6 2.01e5 2.80 2.08e5 2.83 1.03
L/16 1.88e6 2.73e5 1.36 2.78e5 1.34 1.02
L /32 1.88e6 8.07e5 2.95 8.72e5 3.13 1.08
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the dispersion error. In addition, the amplitude of low wavenumbers is carried correctly. In contrast, the amplitude carried by the
higher wavenumbers appears as oscillation and reduces the vortex peak amplitude. The HCDS6 outperforms the CDS2 in maintaining
the shape and position of the vortex.

The computational time of both numerical schemes (tcpsz, tepss ) is shown in Table 1. The required wall-clock time to convect the
vortex from the initial position to the final position with a time step of At = 2e — 5s is almost identical (tucpse /tcps2 =~ 1) for both CDS2
and HCDS6. It should be noted that the additional computational time to evaluate this test case using the HCDS6 scheme compared to
the CDS2 scheme is small. A main reason is related to the resolution of the Poisson equation for the pressure. It takes most of the CPU
time per time step, while the spatial discretization of this equation is identical for both the CDS2 and HCDS6 schemes.

The ratio of the wall-clock time of each numerical scheme to the time required by the same scheme on the next coarser grid is
defined by r when the grid is refined consecutively. This ratio is almost similar for both CDS2 and HCDS6 and about 6 percent higher
for HCDS6 on the finest grid. This ratio shows a significant reduction when the grid is refined from Ax = L/8 to Ax = L /16 due to an
increase in the number of processors.

3.2. 3D Taylor-Green vortex flow

The Taylor-Green vortex flow is a well-defined, transient, three-dimensional flow that is generated by the interaction of two
counter-rotating vortices in a periodic cubic domain. This classic benchmark problem is typically used to validate numerical methods
for scale-resolving simulations [33]. Interactions between different scales of motion in the fluid are driven by the non-linear advection
term in the Navier-Stokes equations. These interactions create smaller-scale vortices through vortex stretching, filamentation, and
reconnection. These features are responsible for transferring energy from large-scale motion to smaller scales through the energy
cascade.

The counter-rotating vortices are initialized in a checkerboard arrangement from an analytical periodic vortex field where a si-
nusoidal velocity field with a uniform vorticity distribution in the x-y plane is specified:

& e 3
3 -eos s

7=
where L and U are the characteristic length and velocity scales of the problem, respectively. The Reynolds number of the flow is defined
as Re = UL/v and is equal to 1,600. A periodic cubic domain with a periodicity length of Ly = L, = L, = 2zL is considered. A uniform
grid is adopted with a same resolution in all three directions as h = 2zL/N, where N is the number of grid cells in one direction. The
baseline and refined grid resolutions are 256° and 5123, respectively. The characteristic convective time (t, = L/U) is defined as the
time required for a fluid particle to traverse the characteristic length scale of the flow (L) at the characteristic velocity scale (U). A non-
dimensional physical time step of At* = At/t. = 0.001 is adopted for the baseline grid to capture the temporal scales adequately. The
physical time step size is halved for the refined grid. The Courant number is set such that CFL < 0.1 for each grid resolution to minimize
the temporal error. The simulations are performed for a time period of t/t. = 10.

Different diagnostics are introduced to evaluate the performance of the HDCS6 for the Taylor-Green vortex flow simulation. A
common diagnostic is the temporal evolution of the total kinetic energy averaged over the control volume (V):
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Fig. 6. Temporal evolution of the dissipation rate based on kinetic energy.
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As the kinetic energy is not expected to vary much between the different scenarios investigated here, the time derivative of the total
kinetic energy, defined as kinetic energy dissipation (¢), is a more sensitive characteristic than the total kinetic energy:

_dEx
dt

€= 19
A numerical scheme with significant artificial dissipation would fail to reproduce the time evolution of kinetic energy dissipation,
making the scheme inappropriate for DNS or explicit LES.

3.2.1. Verification and consistency

The evolution of the total volume-averaged kinetic energy was analyzed for two different grid resolutions with 256° and 5123 cells,
respectively, and compared with the reference solution from a direct numerical simulation computed using a pseudo-spectral code
[34]. Even at the coarsest resolution, the solution from both the CDS2 and the HCDS6 exhibited good agreement with the reference
pseudo-spectral solution. However, the temporal evolution of the kinetic energy did not demonstrate sufficient sensitivity to
discriminate between the performance of the two central schemes. Therefore, the temporal development of the total kinetic energy
dissipation rate is considered as a more discriminating metric.

3.2.2. Evolution of the dissipation

Fig. 6 depicts the evolution of the kinetic energy-based dissipation rate using two grid resolutions compared to the reference DNS
solution [34]. This is characterized by an initial rapid increase in dissipation rate associated with the formation and stretching of the
initial vortices, followed by a gradual decay. As these vortices interact and break down, they transfer energy to smaller scales, thereby
increasing the dissipation rate. However, as the flow evolves and the vortices continue to break down, the dissipation rate eventually
reaches a steady-state value, which indicates that the energy injection and dissipation are balanced.

To assess the performance of the numerical scheme, a comparison between the CDS2 and HCDS6 on a low-resolution grid (256°%)
and a refined grid (5123) is carried out. Ataround t/t. ~ 4, the dissipation rate increases rapidly when the transition from simple initial
vortices to small-scale anisotropic turbulence occurs. This increase reaches the dissipation peak at around t/t. ~ 9. For the highest
under-resolution computation with 256° grid cells, the HCDS6 scheme deviates from the pseudo-spectral results around t /t, =~ 8.6 and
underpredicts the dissipation peak up to t/t. = 10. The standard CDS2 scheme overestimates the dissipation rate too early at around ¢
/t: 7.9 up to t/t. ~ 8.35 when a significant deviation from the reference data is predicted. From t/t. =~ 9, the dissipation rate
gradually decreases until it intersects the pseudo-spectral line at around t/t. ~ 9.4. From now on, the dissipation rate is slightly
overestimated up to around t/t, = 10. As the grid is refined, the numerical dissipation rate converges to the reference solution.

3.2.3. Vortical structures
Regular counter-rotating vortices stretch and twist as the flow evolves, generating smaller and more complex vortical structures.
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Fig. 7. Instantaneous vorticity norm from the pseudo-spectral scheme on the periodic plane (y=0) at t/t, = 9.
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These structures continue to interact with each other, which creates the most intricate vortices close to the dissipation peak at t /t. ~ 9.
A comparison of the instantaneous vorticity field is therefore performed to analyze the accuracy and reliability of the numerical
scheme to transport complex vortical structures. It is sufficient to visualize vortical structures on only a limited portion (1 /16) of the
periodic plane, as the remaining portions will be identical due to different symmetries of the flow [33], as illustrated in Fig. 7.

The vorticity iso-contours for € [1,5, 10, 20, 30] on a subset of the periodic plane (y = 0) at t/t. = 9 obtained by CDS2 and HCDS6
schemes are superposed with those from the pseudo-spectral scheme as a reference solution [34] in Fig. 8. For this specific flow
diagnostic, the performance of the fourth-order discrete kinetic energy conserving scheme (CDS4) proposed by Vasilyev [11] and
provided by M. Duponcheel [34] is also shown. The results are presented for two different grid resolutions of 256° and 5122 in the left
and right columns, respectively. On the coarse grid, the position of the large vortical structures is somewhat captured by the CDS2 and
CDS4 schemes, while the smaller vortices are diffused and contaminated by numerical noise. The HCDS6 scheme can capture the
vortical structures better, although small details of the solution are smeared. The shape of the vortex structure improves and overlaps
with the reference spectral solution as the grid is refined using all three schemes. However, the CDS2 scheme still struggles to predict
the correct position of vortical structures even on the fine grid.

3.3. Simulation of turbulent channel flows

Numerical simulations of turbulent channel flow are performed to assess the performance of the new HCDS6 scheme. This is an
insightful flow benchmark. Firstly, the flow is bounded with a no-slip boundary condition, which generates turbulence. Additionally,
previous test cases in this paper were performed on a uniform mesh while, for the channel flow, a grid-stretching is applied in the wall-
normal direction. Finally, the under-resolved channel flow is very sensitive to spurious production and dissipation of the discrete
kinetic energy. Uncontrolled numerical dissipation strongly impacts the flow statistics, and significant spurious discrete kinetic energy
production can lead to numerical instability.

In this benchmark, a fully developed turbulent flow is created between two infinite parallel plates separated by a distance 25. A
constant adverse pressure gradient is applied to the flow in the streamwise direction to drive the flow through the channel. The no-slip
condition is set for the top and bottom walls. Periodic boundary conditions are applied in the streamwise and spanwise directions to
approximate infinite homogenous directions. The periodic domain sizes are selected so that the two-point correlations in the
streamwise and spanwise directions would be essentially zero at maximum separation (half the domain size). A uniform grid is adopted
in the periodic directions, whilst the grid is stretched in the direction normal to the wall in order to properly resolve the boundary
layers. This grid-stretching is based on a hyperbolic tangent function:

()

anhy j=0,1,...,N, (20

Yi=—

where Ny is the number of grid points in the wall-normal direction, and y is the stretching factor. The mesh is body-fitted, and boundary
conditions are introduced using ghost points. A small time step is selected to capture temporal scales precisely and keeps the Courant
number below one, guaranteeing numerical stability.

3.3.1. DNS for verification and consistency

In this section, the DNS of a turbulent channel flow at the frictional Reynolds number of Re, = 180 is carried out to verify the
consistency of the HCDS6 scheme, meaning whether the simulation results converge to the exact solution as the grid resolution is
refined. These results are compared to DNS data obtained using a spectral code [35,36].

A same computational domain as that of Moser et al. [36] with L, = 46, L, = 25, L, = 4r/36 is used. The grid resolution is N, =
256, N, =256, N, = 256, where Ny, Ny, and N, are the number of cells in x, y and z directions, respectively. The stretching factor is
equal to 1.6. The corresponding non-dimensional grid spacings in wall units are reported in Table 2.

The computational domain is initialized with a random solenoidal velocity field. The default explicit time integration scheme is not
used for this specific test case. A semi-implicit time marching algorithm is rather applied with the implicit Crank Nicholson for the
diffusion term and an explicit third-order Runge-Kutta method for the other terms [37]. The bulk time scale (t* = L, /Uy) is equivalent
to a Flow-Through Time (FTT) of the domain, which corresponds to how long it takes for the fluid to traverse the entire computational
domain at a constant mean bulk velocity (Uy). Once the flow has reached a statistical steady state condition, the flow statistics are
averaged in the streamwise and spanwise homogeneous directions over a time interval of 505/u, approximately equivalent to 37 FTT,
which ensures fully converged statistics.

The mean streamwise velocity profile (U"), the total Reynolds shear stress (Ty), and the square root of the second-order velocity
moments normalized by the friction velocity are shown in Fig. 9 as a function of the dimensionless distance to the wall.

The HCDS6 solution is in excellent agreement with the reference DNS results. The mean total Reynolds shear stress compares

Table 2
Channel flow mesh resolution.
Re, Axt Azt Ay*
180 8.836 2.945 €[0.372 — 2.441]
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Fig. 9. Mean streamwise velocity normalized by the DNS shear velocity (a), non-dimensional mean total Reynolds shear stress (b), mean
normalized square root of the second-order velocity moments (¢) (Urms (top), Vrms (middle), Wpms (bottom)) for the DNS of turbulent channel flow at
Re, = 180.

relatively well with the DNS data shown in the top-right graph in Fig. 9. Investigating turbulence intensities involves analyzing the
individual components of the total stress tensor illustrated at the bottom of Fig. 9. The predictions for the spanwise (W) and wall-
normal (v,ms) turbulence-intensity components overlap with the reference DNS of Moser et al. [36]. The streamwise component (ms)
exhibits only a slight deviation for y* above 80. All the predictions confirm the consistency of the HCDS6 scheme on non-uniform
meshes.

3.3.2. TNS of the channel flow at Re, = 180, 640, 950, 2000

In contrast to DNS, which resolves all the turbulent scales, the performance of the HCDS6 in marginally resolved simulations
termed Truncated Navier-Stokes Simulations (TNS) is also investigated. In TNS, no turbulence modeling is applied. When a scheme
does not conserve the discrete kinetic energy, spurious injection or dissipation of discrete kinetic energy takes place and increases as
the simulation gets more under-resolved. TNS thus enables us to investigate whether the lack of discrete kinetic energy conservation
affects the HCDS6 performance.

Table 3

Computational domain size and mesh densities for TNS of channel flow at Re, = 180, 640, 950, 2000.
Re, Ly L, L N, N, N, Axt Azt Ayt ¥ FTT
180 2718 25 s 128 128 128 8.96 4.48 €1[0.12 — 14.4] 2.8 42
640 2n6 25 i) 128 128 128 31.2 15.6 €[0.43 — 29.7] 2.8 175
950 2n6 25 2 128 128 128 45.7 22.9 €[0.63 — 37.1] 2.8 266
2000 278 26 o 128 128 128 99.4 49.7 €[1.37 — 58.9] 2.8 167
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The same setup as DNS of turbulent channel flow is carried out at four frictional Reynolds numbers of Re, = 180, 640, 950 and
2000, but on a different computational domain and a coarser mesh. In addition, the grid-stretching is increased compared to the DNS
and is made representative of LES applications. The computational domain size, grid resolution, and corresponding non-dimensional
grid spacings for each frictional Reynolds number are provided in Table 3.

As the grid is non-uniform with significant grid stretching, the CDS2 does not conserve the discrete kinetic energy. To establish a
reference solution for our tests, the skew-symmetric form of the second-order scheme of Vasilyev [11] (given in Eq. (5)) is also
simulated since it strictly conserves the discrete kinetic energy on a non-uniform mesh. However, the simulation showed identical
results for the divergence and skew-symmetric forms. This aligns with the findings in the channel flow tests conducted by Morinishi
et al. [38]. Given that both the divergence and skew-symmetric forms yield the same results, they will not be distinguished and will be
simply referred to as CDS2 in this section. It is noteworthy that adjusting the weights of the HCDS6 stencil to accommodate local grid
stretching would result in unstable simulations, even at Re, = 180.

The mean normalized streamwise velocity profiles for four frictional Reynolds numbers of Re; = 180, 640, 950, 2000 along the
channel height are shown in Fig. 10. The two discretization schemes agree well with the DNS data at Re, = 180. For higher frictional
Reynolds numbers, HCDS6 and DNS profiles almost collapse within the viscous sublayer and buffer layer with a slight underprediction
in the logarithmic inertial layer. However, the buffer layer, the log layer, and the outer region are strongly affected using the CDS2
scheme, where it starts to deviate from the reference in the buffer layer at y* ~ 10. At Re; = 2000, the grid resolution is insufficient to
accurately capture the viscous sublayer, buffer layer and log layer. While HCDS6 tends to overestimate the velocity profile, it manages
to capture the accurate shape across the channel height. Conversely, CDS2 struggles to predict the correct velocity profile behavior,
and the deviation from DNS data notably increases, particularly in the log layer.

The non-dimensional profiles of mean total Reynolds shear stress at four frictional Reynolds numbers are depicted as a function of
the distance from the wall to the center of the channel in Fig. 11. In a fully developed channel flow, the shear stresses and velocity
gradients are more significant near the wall, which is indicated by a peak that decreases gradually to the channel centerline as the
interaction between the mean velocity profile and the turbulent fluctuations is dampened. For all four frictional Reynolds numbers,
CDS2 and HCDS6 can properly reproduce the total Reynolds shear stress of DNS. As the Reynolds number increases in a fully developed
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Fig. 10. Mean streamwise velocity normalized by the DNS shear velocity for the TNS of turbulent channel flow at Re, = 180, 640, 950, 2000.
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Fig. 11. Non-dimensional mean total Reynolds shear stress for the TNS of turbulent channel flow at Re, = 180, 640, 950, 2000.

channel flow, the peak values of the non-dimensional Reynolds stress near the channel walls become more pronounced due to higher
turbulence intensity. Moreover, stronger velocity gradients near the walls contribute to a steeper slope of the Reynolds stress profile in
this region and promote more efficient mixing and transport of momentum across the flow cross-section. With higher Reynolds
numbers, the peak location is shifted toward the wall due to the altered balance between turbulent production and dissipation.

The mean normalized velocity fluctuations of the TNS are compared to DNS data in Fig. 12. For turbulent channel flow at a low
Reynolds number of Re, = 180, CDS2 performs an excellent job of representing all three components of the total stress tensor in the
near wall and core section of the flow. However, the results from HCDS6 predict a slight overprediction, particularly for u,s shear
stress distribution when y* exceeds 10. By increasing the frictional Reynolds number to Re, = 640, all the predictions of HCDS6 for the
three velocity fluctuations remain accurate across the channel height, whilst significant deviations from the DNS data are observed for
the CDS2 with reduced values of um,; in the buffer and log layers. Both the spanwise and wall-normal components, Wyms and vy, are
underpredicted with the CDS2 scheme for the buffer layer and outer region in the core of the flow. The agreement of the turbulent
intensity components with DNS at a higher Reynolds number of Re; = 950 clearly shows the superiority of the HCDS6 scheme
compared to the CDS2. The exception is streamwise stress, Uum;s, that fails to capture the peak intensity in the vicinity of the wall. The
deviation is more pronounced for CDS2, where the elevated prediction of the peak is followed by an underprediction away from the
wall. Similarly to Re; = 640, wall-normal velocity fluctuation shows an underprediction for wall units of approximately 20 to 210, and
it is more pronounced in the outer region for y™ above 800. Again, HCDS6 successfully reproduces the DNS profile of wy,s and vms. In a
highly under-resolved simulation at Re, = 2000, streamwise velocity fluctuation swings up and down around the DNS profile using the
CDS2 scheme. This indicated that the CDS2 is less reliable as the under-resolution increases. The HCDS6 scheme tends to overpredict
the streamwise stress across the channel. Despite this, the overall behavior of HCDS6 remains consistent when compared to the DNS
solution, particularly for the other two components of velocity fluctuations.

Two dimensionless gradient-based cell Reynolds numbers evaluated using the norm of vorticity and the strain rate tensor are
defined to assess the resolution level of each TNS. The cell Reynolds number based on the vorticity norm (Re, —) and the norm of
strain rate tensor (Re, —S) are defined as:
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Fig. 12. Velocity fluctuations in streamwise (Ums, top), wall-normal (v,ms, middle) and spanwise (Wpms, bottom) direction as a function of the
distance to the wall (y*) for the TNS of turbulent channel flow at Re, = 180, 640, 950, 2000.

Rey —w =

() (3/BxByAz) <9/AxAyAz * u,> :
[ [
@n

Res — S — (S) (3/AxAyAz)2 N <€’/AxAyAz * u,) :
v v
where () represents the vorticity magnitude and (S) denotes the strain rate magnitude averaged along homogeneous directions.
\S/W}’AZ is the characteristic cell size based on the cell volume. Ax, Ay, and Az are the cell dimensions in x, y, and z directions,
respectively.

The profiles of the mean cell Reynolds numbers across the channel height using the HCDS6 scheme are shown in Fig. 13. As ex-
pected, the cell Reynolds numbers increase with the Re,. They reach a maximum value in the laminar sublayer and then decrease to a
relatively flat profile towards the center of the channel. The following argument demonstrates that the TNS is well under-resolved for
Re, = 2000:

o At the wall, the vorticity is equal to the gradient of the streamwise velocity component with respect to y, leading to Rey, — @ =
(Ay*)z. In a wall-resolved DNS or LES, the typical recommended near-wall resolution is Ay™ ~ 1. This value is lower or close to 1
in the four TNS, as shown in Table 3. However, the cell Reynolds number exhibits a peak value in the vicinity of the wall. This peak
increases by a factor of 50 from the TNS at Re, = 180 to Re; = 2000.

o In the center of the channel, the flow is comparable to homogeneous isotropic turbulence (HIT). Then, the value taken by the cell
Reynolds number of a LES for a HIT can be considered as a reference point for our TNS. In a LES of decaying homogeneous isotropic
turbulence (DHIT) at high Reynolds numbers using the Smagorinsky subgrid-scale model, the theory predicts that the model
constant (Cs) should be equal to 0.027. This is equivalent to a Rex — S of about 37 when evaluated on the subgrid-scale eddy
viscosity. In a study by Thiry et al. [39], a LES of the DHIT is performed using the dynamic Smagorinsky model. The Taylor
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Fig. 13. Mean cell Reynolds number based on vorticity (Rey —®) and strain term (Rea —S) as a function of the distance to the wall (y™) for the TNS
of turbulent channel flow at Re; = 180, 640, 950, 2000.

micro-scale Reynolds number was taken very large (i.e., vsgs/v converges to infinity), and the DHIT was computed on a 512 mesh
using a pseudo-spectral method. The C; evaluated by the dynamic procedure was then equal to 0.0115, well lower than the
theoretical constant. This value corresponds to a Rey — S of about 87 based on the subgrid-scale eddy viscosity. For the TNS at Re, =
2000, the Rex — S has a value of about 100 near the center of the channel when HCDS6 is adopted. This indicates that the level of
under-resolution reached by the TNS at Re; = 2000 is representative of a LES at very high Reynolds number in the center of the
channel flow.

In conclusion, when a scheme does not conserve the discrete kinetic energy, the resulting spurious production or dissipation of
discrete kinetic energy increases with the level of under-resolution. Even though the TNS at Re, = 2000 is under-resolved near the wall
and has a resolution comparable to LES at high Reynolds number in the center of the channel, the HCDS6 scheme is not affected by the
non-conservation of the discrete kinetic energy. As previously shown, the flow statistics predicted by the HCDS6 are similar to the
standard second-order scheme of Vasilyev in the skew-symmetric form that strictly conserves the discrete kinetic energy. It is also
worth mentioning that a significant spurious injection of discrete kinetic energy would eventually make the simulation unstable. This
is not the case for our simulations when the HCDS6 scheme is adopted.

4. Conclusions

A new second-order finite-difference scheme (HCDS6) was introduced to discretize the convective terms of the incompressible
Navier-Stokes equations on an orthogonal non-uniform staggered grid. This scheme is expressed in divergence form and conserves the
discrete mass and momentum with limited production or dissipation of discrete kinetic energy. Compared to the standard second-order
scheme, the proposed scheme is more accurate. Compared to existing fourth-order kinetic energy-conserving schemes, the new scheme
has a numerical stencil that is more compact, which makes its implementation and the treatment of boundary conditions easier.

The scheme performance was evaluated on viscous and inviscid flow simulations conducted on both uniform and non-uniform
grids. In a grid-convergence analysis for the advection of an isentropic vortex, the RMS of the vortex velocity using the HCDS6
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scheme was reduced by two orders of magnitude compared to the standard second-order central scheme. For the Taylor-Green vortex
flow, iso-contours of the vorticity norm in the midplane close to the dissipation peak were compared with a DNS reference solution.
Here, complex vortical structures were better captured by the HCDS6 than by the standard second-order scheme. The under-resolved
turbulent channel flow benchmark was a challenging case for investigating the stability and accuracy of the scheme on a non-uniform
grid. Simulations showed that the HCDS6 remained stable even if the simulations were getting highly under-resolved (by increasing
the frictional Reynolds number to 2000). The flow statistics were comparable to the standard second-order scheme, which strictly
conserves discrete kinetic energy. It proved that, even though the HCDS6 does not strictly conserve the discrete kinetic energy, it does
not affect the numerical stability and flow statistics.

The new scheme is thus an alternative to the existing central scheme for incompressible flow on staggered meshes. It can facilitate
the use of staggered grids in combination with complex geometries modeled using Immersed Boundary Methods (IBM).
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Appendix

For an initial condition u(x,0) = ¢**, the exact solution of the linear advection equation (Eq. (9)) on the spatial domain x € [0, 27]
with periodic boundary conditions:

u(x, t) = ek (22)

is admitted. Here, k is the wavenumber.
The numerical solution can be expressed in terms of its Fourier series:

y(t) = > i (t)e™ (23)
k

where 1y is the amplitude of the k™ Fourier mode.
The Fourier transform of the semi-discretized Eq. (11) is obtained by substituting u;(t) from Eq. (23):

ot 2h

O (t) o ae(t) (1 an 3 oan S an 3, 3 omn 1 _sun) ke
—e" = — 30 10° +§e —5¢ +Ee ~30° e 24

and is simplified using Euler’s formula (e**" = coskh + isinkh):

a”st(t) - —%i (;—0 sin(3kh) — % sin(2kh) + g sin(kh)) w(t) (25)

The solution of Eq. (25) in Fourier space can be written as:

4 Lgsin3kh — 3 sin2kh + 2 sinkh) t
(o) = e h <3o 10 2 26)
Substituting this expression into Eq. (23), the numerical solution can be obtained in physical space:
i g% (;70 sin(3kh) — 3 sin(2kh) + %Sin(kh))
y()=>e ( 27)

k
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Comparing the exact and numerical solutions of the 1D linear advection equation (Egs. (22) and (27)), the non-dimensional

modified wavenumber k,,,q = kmogh reads as a function of the non-dimensional wavenumber ¢ = kh:

illu

kmad =

310 sin(3¢) — 3 sm(2§) 3sm(§) (28)

The dispersion relation (a) = kmoqa), the phase velocity (w /k) and the group velocity (dw /dk) become:

Z (310 sin(3¢) — 51n(2§) §sm(.f))

t;() : ( L sin(3¢) — —sm(zé) gsin(f)) 29)
% = a(ll—o cos(3¢) — gcos(ﬂf) + %:os(.f))

To ensure a comprehensive analysis, the phase speed anisotropy is evaluated following the procedure outlined by Lele [24]. Fig. 14
strates that the HCDS6 outperforms the CDS2 for all angles of the propagation direction (¢) and wavenumbers.
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Fig. 14. Polar plot of phase speed anisotropy for the CDS2 (a) and HCDS6 (b) for different wavenumbers (z /4, z /2, 37 /4) and (7).
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Abstract

Depending on the application, both RANS and LES can be relevant for the simulation of airflows inside
buildings. Although high-resolution LES can be performed using general-purpose flow solvers such as Fluent
or OpenFoam, regular grids with good orthogonality and limited skewness are required. Therefore, most
existing LES for airflows inside buildings rely on structured grids. Given this constraint on the grid, the paper
aims to discuss how the specific features of airflows inside buildings make orthogonal non-body conformal
grids relevant for high-fidelity LES. It is shown that orthogonal grids enable the introduction of more accurate
spatial discretizations than in general-purpose flow solvers for scale-resolving flow simulations. Moreover, the
staggered grid arrangement can be adopted to ensure the pressure-velocity coupling without artificial numerical
dissipation. Given the relatively limited Reynolds number in building applications, the Immersed Boundary
Method (IBM) grants the treatment of complex geometries with orthogonal grids. In addition, moving objects
can be treated by IBM with a fixed mesh without using the complex re-meshing techniques required for body-
conformal grids. This feature is relevant to investigate airflows induced by different movements such as door
operation or human movement. To this end, this framework is implemented by adapting an existing
incompressible flow solver called REEF3D, which was initially developed for hydrodynamics applications.
The main adaptation was to develop and implement a new accurate central finite difference scheme to
discretize the convective term in the momentum equation compatible with explicit LES. The performance of
the method is then investigated on a set of generic flow benchmarks, which are also relevant to indoor airflows,
along with an assessment of the sliding door case.

Keywords: Airflow inside buildings, Immersed boundary method, High-resolution Large Eddy Simulation,
Finite difference

1 Introduction

Indoor environments in buildings should be comfortable and healthy for users. Air distribution in these
enclosed environments is crucial with regard to thermal comfort and indoor air quality (IAQ). For instance,
ventilation airflows are strictly restricted and controlled to reduce the energy use of buildings and the resulting
greenhouse gas (GHG) emissions. Nevertheless, IAQ should be guaranteed so that advanced ventilation
strategies are continuously improved. In hospitals, clean rooms, and public transportation, the dispersion of
contaminants and pollutants is of major importance [1, 2]. Interest in the airborne spread of viruses and
contaminants has increased drastically as a result of the COVID-19 pandemic [3].
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Many modeling and simulation approaches have been extensively used to understand the physics of airflows
inside buildings or to support the design of ventilation, space heating, or cooling strategies [4]. Nevertheless,
there are significant variations in terms of modeling. In building performance simulation (BPS) tools (such as
IDA-ICE, EnergyPlus, and TRNSYS), the conventional room models do not compute airflows: the air velocity
is not considered, and the temperature and the concentration of pollutants are assumed to be constant in each
room. Only airflows between rooms or to the outdoor environment are computed by BPS tools using ventilation
network approaches [5]. Although simple, these approaches can successfully tackle specific flow problems,
such as supporting the design of natural ventilation systems. Two alternatives are used to study airflows inside
rooms (or complex flow patterns between rooms): so-called zonal models and the computational fluid
dynamics (CFD) approach. Zonal models are an intermediate between the conventional room model in BPS
and CFD [6, 7]. The room is subdivided into a limited number of control volumes, where semi-empirical laws
enable the computing of the fluxes between the volumes. Alternatively, zonal models can be considered as
simplified CFD computation, such as coarse grid CFD or fast fluid dynamics (FFD) [8]. These zonal models
are not computationally expensive, but neither are they universal, so they must be validated for specific
applications and may fail outside them. Therefore, CFD is the only general simulation tool to analyze airflows
inside buildings. CFD aims to numerically solve the governing equations of fluid dynamics — namely, the
Navier-Stokes equations — on a computational grid. The complexity of this approach is strongly related to the
turbulence phenomenon, which originates from the non-linear convective terms of the momentum equation in
the Navier-Stokes governing equations. Turbulence generates flow structures with a broad spectrum of length
and time scales.

Reynolds-averaged Navier-Stokes (RANS) turbulence modeling discriminates between the time-averaged flow
field and modeled turbulent fluctuations. This is a prevalent turbulence modeling approach in all types of
applications, including buildings. Airflows inside rooms can be computed using the RANS approach with
meshes of millions of points or even less. This modeling approach can, therefore, be performed on a powerful
personal computer or a small workstation. Popular models for airflows in buildings are two-equation
turbulence models, e.g., the RNG k — €, low Reynolds number k — ¢, and SST k — w models. Nevertheless, a
significant part of flow physics is not simulated using the RANS approach but modeled. For instance, the
RNG k — & model generally performs best for building airflows, whilst the Realizable k — € model is better
suited for plumes [9]. Due to these limitations, it is well known that the accuracy of RANS simulations for
building applications is strongly dependent on the ability of the user [9, 10] to create a suitable mesh and also
to select the right RANS turbulence model for a given application. A RANS turbulence model can thus be
adopted for a given application when the model performance has been properly validated against reference
solutions (i.e., benchmarks) for the same category of airflows. It is, therefore, a powerful prediction tool for
applied research and industry. However, the RANS turbulence models are not universal, and some unsteady
flow phenomena are intrinsically difficult or impossible to capture using the RANS modeling approach [11].
Therefore, high-fidelity CFD is valuable in building science, where most of the flow physics is captured by
the computational mesh and a more limited part is modeled.

For high-fidelity CFD, three different strategies regarding turbulence modeling can then be followed. In the
first approach, direct numerical simulation (DNS) aims to accurately simulate all lengths and time scales of
the flow. DNS can thoroughly document the flow physics by capturing all scales and serves as a reference
solution. It is an incomparable source of information for understanding the flow physics in fundamental
research. The total cost of the DNS approach increases with Re2, which makes it prohibitive for high Reynolds
number flows. It is the main argument against using DNS in many real-life applications — typically in
aeronautics but also in building environments. Nevertheless, given the continuously increasing computational
power, this should no longer be taken for granted for some building airflows. With typical smallest eddies in
the order of 1 to 10 mm, DNS requires billions of points when applied to a room. However, to analyze generic
airflows such as jets, bidirectional airflows through large vertical openings, plumes [12], or a fraction of the
room space with specific functionalities (so-called micro-environment), DNS with one billion points is no
longer prohibitive for research applications. In another approach, large eddy simulation (LES) captures the
turbulent eddies that are larger than the grid size, and models those that are smaller than the mesh. It is thus an
unsteady simulation, where eddies containing most of the kinetic energy of the flow are resolved. Large eddies
in turbulent flows depend on the geometry, whilst smaller scales are independent of domain geometry and are
more universal than large scales. This means that LES models, called subgrid scale (SGS) models, are more
comprehensive than RANS turbulence models. LES can capture detached flows and flows where turbulence
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mixing is dominant. In addition, it can provide a direct prediction of the turbulent intensity, and can be adopted
in situations where the flow is transitional [13] or not fully developed [14]. LES has already been tested in the
context of airflows inside buildings, leading to contrasting performance and results compared to RANS.
However, some older LES studies resort to meshes that are too coarse [15], in the same order of magnitude as
using RANS. For indoor airflows, Van Hooff et al. [16] have shown that LES outperforms RANS in evaluating
cross-ventilation. The near-wall grid resolution needed is comparable to DNS for a wall-resolved LES. This is
a major limitation of LES and makes it prohibitive in many building applications, such as design. Hybrid
RANS-LES, often called detached eddy simulation (DES), can, therefore, solve this challenge by combining
the best of RANS and LES approaches. As the near-wall grid resolution is significantly lower in the RANS
approach, DES typically applies RANS near the wall and LES in the bulk of the flow (away from the wall). It
is, in theory, well adapted for building airflows, but the DES performance has not been properly documented
so far in this context [11].

LES can be performed using different strategies that can be categorized according to several criteria. Two main
aspects are discussed here:

(a) The first distinction can be made based on the interaction between the spatial discretization error and
the SGS model. In LES, the energy cascade between the different flow length scales should be properly
reproduced. The discretization scheme for the convective term can introduce artificial dissipation that
interacts with the energy cascade by removing kinetic energy. In explicit LES, the dissipation related
to the subgrid scales is almost entirely performed by the SGS model. This requires the artificial
dissipation from the spatial discretization of the convective term in the momentum equation to be null
or limited, typically using a central scheme. To guarantee the unconditional stability of a pure central
scheme in an under-resolved simulation, the discrete kinetic energy must be conserved [17]. In implicit
LES, the artificial dissipation of the spatial discretization scheme is tailored to act as a consistent SGS
model [18].

(b) The second distinction can be made between body conformal and non-body conformal grids [19]. Body
conformal meshes follow the surface geometry of the objects exactly, and may result in complex
structured or unstructured grids for complex geometries. Conversely, non-body conformal grids do
not need to follow the surface geometry, so dense regular grids, such as orthogonal or cartesian grids,
can be used. The presence of walls is then treated in a specific way using immersed boundary methods
(IBM) [19]. Orthogonal grids with IBM make it possible to easily generate meshes for complex
geometries.

Most existing LES for airflows inside buildings resort to explicit LES using body conformal grids, either
structured or unstructured [13, 16]. Then, artificial dissipation should be limited, which is a main reason for
using (almost fully) structured grids with good orthogonality and limited skewness. Consequently, some strong
constraints on the grid quality should be followed when high-fidelity LES is performed using general-purpose
flow solvers such as Fluent or OpenFOAM [11].

Given this strong constraint on the mesh, the main contribution of the paper is to show that airflows inside
buildings have specific features that make non-body conformal orthogonal grids an interesting alternative to
the common general-purpose flow solvers. For this purpose, the opportunities introduced by non-body
conformal orthogonal grids are listed and properly discussed, such as the simpler implementation of high-
accurate spatial discretization. The second contribution is to introduce some adaptations of a specific
incompressible flow solver based on orthogonal grids to perform explicit LES for airflows inside buildings,
including moving objects, and to investigate its performance using several relevant benchmarks.

2 LES using orthogonal grids

Airflows in buildings have specific features. The flow can be laminar, transitional, or turbulent, sometimes
simultaneously in different regions of the same room. They are characterized by lower Reynolds numbers than
aerodynamic applications. Generally, airflows inside buildings are less dependent on geometry details than in
aerodynamic applications. Moreover, their internal flow dynamics appearing in the bulk are as important as in
environmental flows — e.g., due to the buoyancy effect. These flows can be assumed to be incompressible.

Employing orthogonal grids introduces the following advantages and challenges. Some of these advantages
are particularly relevant for the simulation of airflows inside buildings:
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In general-purpose flow solvers, the standard second-order central scheme uses a linear reconstruction
of the flow variables to the cell faces. Its numerical stencil thus resorts to five points in each spatial
direction when applied on a structured mesh. Using a solver tailored for orthogonal grids, extending
the numerical stencil to more points makes it easy to improve the numerical accuracy — for instance,
to minimize the truncation error. In transitional flows, minimized dispersion errors can be crucial to
correctly capture the advection of flow structures. It is also interesting to mention that orthogonal grids
ease the application of line-iterative techniques and geometrical multigrid solvers.

Due to the anisotropy of the velocity field in boundary layers, the density of grid points can be higher
using non-body conformal grids than boundary-fitted meshes for high Reynolds number flows. Several
factors may counterbalance this effect. Firstly, given the low Reynolds numbers in airflows inside
buildings, this effect should be less critical than in aerodynamic applications. Secondly, in many indoor
applications, the geometrical complexity is localized (e.g., around occupants and air supply terminals),
which means that grid refinement is possible with a non-uniform orthogonal mesh along walls for the
rest of the room, see Figure 1. Typically, the shape of the room can most often be approximated by a
combination of boxes. In other words, the mesh can be body conformal on most of the boundaries and
non-body conformal in the limited volume where the geometry is complex. Thirdly, the evaluation of
the forces on surfaces is less important in building applications than in aerodynamic applications as
long as the relevant physical phenomenon for ventilation is captured (such as the location of the flow
detachment). Finally, the grid resolution near the wall can be very demanding in wall-resolved LES.
However, wall functions have been improved in wall-modeled LES [20-22]. This enables a significant
decrease in the grid resolution near the wall, which can enable the use of non-body conformal grids at
high Reynolds. For instance, wall functions that better integrate the buoyancy effect have recently
been developed [23].

The prevalent eddy viscosity models in explicit LES — the Smagorinsky and the wall-adapting local
eddy-viscosity (WALE) SGS models [24] — tend to be too dissipative on the large resolved scales of
the flow, even when applied with the dynamic procedure [25]. Multiscale SGS models apply a spatial
filtering procedure to discriminate between large and small resolved scales. In this way, the SGS
dissipation is only applied on the smallest resolved scales, while leaving the largest ones untouched
[26]. This ensures that the SGS model remains inactive in the laminar and transitional part of the flow.
Discrete spatial filters can be adopted with both unstructured and structured meshes, but the
performance of the filter can be characterized more easily on an orthogonal mesh [27].

The immersed boundary method can consider moving objects without having to re-mesh at each time
step [19]. This is a clear advantage compared to a body-fitted mesh, where the procedure to analyze
moving objects can be demanding. IBM enables the simulation to move objects more easily in building
applications, such as moving persons and transient operation of doors and windows.

The final advantage does not necessarily need to be selected but can lead to simplifications. It is
possible to use a staggered arrangement of the incompressible flow variables using an orthogonal mesh
[28]. With a staggered grid, there is a strong coupling of the pressure and velocity fields such that no
specific numerical treatment is needed to avoid the checkerboard problem (also called odd-even
decoupling). Numerical treatment of the odd-even decoupling may introduce numerical dissipation by
defining an interpolation scheme for the pressure [29], whilst staggered grids are free of them. Finally,
it is possible to define a convective scheme that exactly conserves discrete kinetic energy using a
staggered grid, which is beneficial for explicit LES [17, 30].

Some previous studies have already applied some of these advantages of orthogonal grids to perform LES of
airflows inside buildings. However, these studies lack an extended discussion of the pros and cons of
orthogonal grids, covering the five points discussed earlier (from (a) to (e)).

Kempe et al. [31] introduced a numerical scheme for LES of indoor airflows using orthogonal staggered grids
and IBM for stationary objects. However, their spatial discretization scheme is a standard second-order central
scheme. Therefore, they do not exploit the capacity to improve spatial discretization, as discussed in point (a).
On the contrary, Morozova et al. [32] resort on a fourth-order symmetry preserving finite volume method on
an orthogonal staggered mesh to perform LES of airflows inside buildings. However, the treatment of complex
geometries is not discussed in their work, addressing points (b) and (d). It is worth mentioning that these two
studies introduced their methods to perform high-fidelity LES at moderate computational efforts.
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IBM on orthogonal grids has been previously used to simulate contaminant transport in buildings. Mao and
Celik [33] used orthogonal staggered grids along with a standard second-order method for the spatial
discretization to perform (U)RANS simulations. Choi and Edwards investigated contaminant transport by
human movement using LES [34, 35]. They resort to a second-order low-diffusion scheme for spatial
discretization on collocated orthogonal grids. It is worth noting that the IBM has also been used in unstructured
flow solvers to study body movement and pollutant dispersion in buildings, as seen in works like Lohner et al.
[2] and Saarinen et al. [36] using ANSYS CFX. To avoid confusion, it is important to note that orthogonal
grids are not the prerequisite for implementing IBM; quite the opposite, it is IBM that facilitates the use of
orthogonal grids, especially with complex geometries.

Compared to these studies, the original contribution of our work is a broader integration of the benefits offered
by orthogonal grids. It introduces an innovative and accurate central finite difference scheme in conjunction
with IBM on a staggered orthogonal mesh that can properly model moving objects.

Immersed Boundary Method (IBM) Boundary-fitted
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Figure 1. 2-D representation of a staggered mesh with a wall boundary T and two layers of ghost points in the grey zone: pressure
points are indicated using circles, while velocity components are shown using arrows.

3 Numerical method

In the remainder of the article, the framework introduced in Section 2 is applied to adapt an existing
incompressible flow solver with staggered orthogonal grids to high-fidelity LES for airflow inside buildings,
including moving objects and accurate spatial discretization.

3.1 Governing equations

The incompressible Navier-Stokes equations for a Newtonian fluid with constant physical properties are
considered. The Boussinesq approximation accounts for the change of density resulting from a temperature
change. Thermal radiation between the walls is neglected. The governing equations can then be written in the
following form:

Vou=0 6]

E;—ltl + V. (uu) = _v(p_pipog'z) +V.(w(Vu + (V")) = Bg(T — Trep) ()
0

or +V.(uT) =V.(aVT) + Q 3)

ot
where u = (u, v, w) is the velocity vector in cartesian coordinates x = (x, y, z). p represents the pressure field,
T is the temperature, p, the reference density. Here, parameters v and a are the kinematic viscosity and the
thermal diffusivity, respectively. The last term in Equation (2) is the buoyancy term, where 8 = 1/Tyr is the
thermal expansion coefficient of the air modeled as an ideal gas and g the gravitational acceleration. The
second term on the right-hand side of Equation (3) (Q) is the heat source.



3.2 Flow solver adaptation

REEF3D [37] is an open-source parallel flow solver that was developed for hydrodynamics applications. From
the start, the focus of REEF3D was to solve complex free surface dynamics through two-phase flow interface
capturing. The architecture of REEF3D makes it a relevant candidate according to the framework introduced
in Section 2. Firstly, the grid is orthogonal, with a one-dimensional grid stretching in each spatial direction.
As shown in Figure 1, a staggered arrangement of the flow variables is adopted. Secondly, the baseline
numerical stencil for the convective term involves seven points in each spatial direction, which enables the
development of high-resolution schemes. The baseline scheme in REEF3D is a weighted essentially non-
oscillatory (WENO) scheme, which is a fifth-order accurate scheme for linear advection problems. However,
the formulation is hybrid in the sense that the mass conservation, the pressure gradient, and diffusion terms are
still discretized using second-order central finite differences. REEF3D is thus formally second-order but with
reduced dispersion errors using a seven-point numerical stencil to discretize convective terms. Thirdly, the
fractional step method is used to enforce the discrete continuity equation [38]. Given the second-order
discretization of the velocity divergence in Equation (1) and the pressure gradient in Equation (2), it leads to
the resolution of a second-order Poisson equation. The Poisson equation is solved using an efficient geometric
multigrid linear solver from the HYPRE library [39]. Finally, the effect of complex geometries is integrated
using IBM.

The ghost cell approach is used for fixed, rigid boundaries (i.e., solid objects). This enables a sharp
representation of the immersed boundaries, which is desirable, especially at high Reynolds numbers [19]. The
local directional ghost cell approach of Berthelsen and Faltinsen [40] has been implemented in order to treat
sharp corners accurately. The sharp-interface methods, such as cut cells and ghost cells, encounter a major
challenge with boundary motion. A cell in a solid body can become part of the fluid domain during movement.
The spatial discontinuity associated with the sharp immersed boundary can lead to a temporal discontinuity
for cells near the boundary. Therefore, a straightforward temporal discretization of the momentum on these
cells is not possible, as flow variables in these cells do not have a valid time history [19]. Therefore, an IBM
based on a continuous forcing term in the momentum equation is implemented to treat moving boundaries,
employing the method of Yang [41]. The forcing term is imposed on a few grid cells on both sides of the solid
boundary, providing a smooth transition between the fluid and solid phases and removing the temporal
discontinuity for cells emerging into the fluid [19]. In REEF3D, the incompressible Navier-Stokes equations
are solved in parallel using domain decomposition. Partitions communicate with their neighbors using ghost
cells and the message passing interface (MPI) [42].

In conclusion, REEF3D already has many of the characteristics listed in Section 2. To perform explicit LES
efficiently, the flow solver should be adapted. To this end, a non-dissipative spatial discretization is developed
and implemented (see Section 3.3). The default temporal discretization is high-order using the third-order
explicit total variation diminishing (TVD) Runge-Kutta (RK) method with a projection step at each stage.
However, a common strategy for LES and DNS is to apply an explicit time integration for the convective terms
and an implicit integration for the diffusion terms. The main reason for the implicit treatment of the diffusive
terms is the severe time step restriction for numerical stability in regions with substantial grid refinement,
typically along the walls. As the velocity is generally very small close to the wall, the time step requirement
for the explicit convective term is less severe. Therefore, REEF3D has been adapted by implementing a low-
dissipative semi-implicit RK scheme (see Section 3.4). On top of that, SGS models with and without spatial
filters [26] are incorporated into REEF3D, providing an option to select a multiscale SGS model or a standard
one. Additionally, the original purpose of REEF3D was hydrodynamic applications; it deals with air and water
and, consequently, has significant density differences compared to the density differences created by air
temperature in building applications. Therefore, REEF3D did not rely on the Boussinesq approximation, and
this term needs to be implemented. The two major implementations are the central discretization scheme for
the convective terms and the semi-implicit RK scheme. The other two modifications can be considered as
minor.

3.3 Hybrid central finite difference

Following the notation of Vasilyev [30], two discrete operators are introduced, enabling the concise
formulation of central finite difference schemes on a staggered mesh. They can be applied at both pressure and



velocity points. The interpolation operator in physical space with stencil n can be applied on a field ¢ in the
direction x at the grid point of index (i, j, k):
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The second operator is the finite difference operator of stencil n in the direction x acting on the field ¢ at the
grid point of an index (i, j, k):
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The extension of these two operators to the other spatial directions, y and z, is straightforward. The grid point
indices (i, j, k) will be omitted for these two operators in the remainder of the text to avoid any confusion with
Cartesian tensor notation. From now on, the letters i and j will exclusively be used to index the spatial
directions. Using these discrete operators, the standard second-order central finite difference (CDS2) of the
convective term (Conv) in direction i can be expressed in the following way:
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Here, the Einstein summation convention is used on index j. Rivas [43] showed that this scheme has a first-
order truncation error on a non-uniform grid, whilst it achieves second-order accuracy on a continuously
stretched grid. According to Vasilyev et al. [30], this divergence form of the convective terms in the Navier—
Stokes equations preserves the conservation of continuity and momentum at the discrete level using exact time-
integration in the absence of viscous dissipation. However, kinetic energy conservation by convection may not
be guaranteed using the divergence form on a non-uniform staggered grid due to the commutation error term.
The conservation of discrete kinetic energy is important to perform explicit LES and to guarantee the numerical
stability of central schemes in under-resolved simulations like LES. The numerical stencil of CDS2 only
involves three points in each spatial direction. However, REEF3D allows finite difference schemes with a
numerical stencil of up to seven points by spatial direction. This feature can be used to introduce a better
numerical scheme than the standard CDS2.

Morinishi et al. [44] developed high-order finite differences on staggered orthogonal grids that conserve the
discrete momentum and kinetic energy when the mesh is uniform. These schemes were extended by Vasilyev
[30] to preserve good conservation properties on non-uniform grids. However, it was determined that the
commutation error between discrete differencing and averaging operators was a key factor contributing to non-
conservation on non-uniform meshes. So, his proposed schemes can combine fourth-order accuracy with the
discrete conservation of either momentum or kinetic energy on non-uniform grids. Verstappen and Veldman
[17] proposed a fourth-order finite volume method for non-uniform staggered meshes. Unlike the approach of
Vasilyev [30], the scheme of Verstappen and Veldman [17] can simultaneously conserve the discrete
momentum and kinetic energy on a non-uniform mesh. The coefficients of these schemes [17, 30, 44] are not
adjusted locally based on the local grid-stretching as they are applied to the computational space rather than
the physical space to preserve the symmetry of the discrete operator. Nevertheless, they are fourth-order
accurate for a continuously stretched non-uniform grid.

One of the difficulties of implementing these fourth-order schemes is that their numerical stencil is not compact
in the sense that they require high-order interpolation in the three spatial directions. This makes the
implementation of these schemes more complex and the treatment of boundary conditions more challenging,
especially for complex geometries in practical engineering problems using IBM. Our goal is thus to improve
the numerical accuracy of the CDS2 scheme with a scheme that keeps the numerical stencil compact so that
the implementation and the treatment of boundary conditions remain simple. To this purpose, the CDS2 is
improved by discretizing the convective fluxes more accurately using a symmetric seven-point stencil [45]. In
contrast, the convection velocity remains unchanged and interpolated with a second-order accurate
interpolation operator as in the original CDS2:
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with @4, a3, and a5 being the constant scheme coefficients, which are not adapted according to the local grid-
stretching. The coefficients a¢; = 37/30, a3 = —8/30, and as = 1/30 are chosen so that Equation (7)
corresponds to a sixth-order central difference approximation when the convection velocity is constant.
Therefore, this new scheme is termed HCDS6, where the H stands for the hybrid combination. In general, the
scheme remains second-order accurate; however, it has a significantly smaller truncation error than the
standard second-order central scheme (CDS2). It conserves the discrete momentum on a non-uniform mesh
but not the discrete kinetic energy. For @; = 1, a3 = 0, and as = 0, the method is degraded to CDS2, and
thus, the HCDS6 only extends the numerical stencil along lines in each spatial direction, keeping the stencil
compact. For instance, the new method is more compact than the fourth-order finite-difference schemes of
Vasilyev [30], where the convection velocity is interpolated with a fourth-order accurate interpolation operator:
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3.4 Semi-implicit time integration

An accurate and low-dissipation semi-implicit time integration scheme might be needed when the grid is well
refined near the walls to perform wall-resolved LES. Therefore, the popular semi-implicit Runge-Kutta method
by Le and Moin [46] has been implemented in REEF3D and requires modification of the code structure. In
this temporal approach, every time step is advanced in three sub-steps, each of which uses the second-order-
implicit Crank-Nicholson method to integrate the diagonal contribution of the diffusive term (Laplacian term),
while the other terms are explicitly integrated using a second-order Adams-Bashforth method. The predictor-
corrector technique, and the Poisson equation for the three steps are formulated as follows:
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Here, the superscript m represents the sub-step number, taking values from 1 to 3. For the initial sub-step
(m = 1), the term corresponding to m — 2 is disregarded. The u? and ul-3 denote the velocities at time steps n
and n + 1, respectively. The coefficients y,y,, k,, and x,, at each sub-step m are constants provided in Table
1. The coefficient 8 equals 2 for i = j, and 1 otherwise. The second term on the right-hand side includes the
non-diagonal components of the diffusive term, while the third term incorporates the diagonal components
integrated using the Crank-Nicholson method.
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Table 1. Coefficients for semi-implicit Runge-Kutta method.
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The resulting intermediate velocity @] does not satisfy the continuity equation (Equation (1)). To obtain the
new velocity uj", the intermediate velocity is projected onto the space of incompressible divergence-free vector
field:
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This is done by solving a Poisson equation for the pressure field, which is derived by applying the divergence
to the intermediate velocity field and enforcing §ul™/8x; = 0:
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In REEF3D, the fully parallelized bi-conjugate gradients stabilized (BiCGStab) algorithm [47] solves the
Poisson pressure equation by using geometric multigrid preconditioning provided by the high-performance
solver library, HYPRE [48].

The time integration of the energy equation is done using a single step at each RK stage:
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A similar approach is applied for the advection of a passive scalar, such as the concentration of a gaseous
pollutant. For the viscous terms and the pressure term, the second-order central differential scheme is adopted
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4 Results

In this section, five benchmark tests conducted using the REEF3D flow solver are presented. These tests serve
to showcase the capabilities and effectiveness of the current numerical approach. They include four generic
benchmarks: the three-dimensional Taylor-Green vortex flow, the DNS of a wall-attached cube, the DNS of
flow past a sphere, and the LES of turbulent channel flow. Finally, one benchmark that is specific for airflow
inside buildings is considered with a moving object. For this purpose, the LES of the transitional flow generated
by a sliding door is analyzed.

4.1 Taylor-Green vortex flow

The Taylor-Green vortex flow is a well-defined, transient, three-dimensional flow that is generated by the
interaction of two counter-rotating vortices in a periodic cubic domain. The simplicity of the domain geometry
and initial and boundary conditions enables us to focus on the performance of the numerical method. This
classic benchmark problem is typically used to validate numerical methods for scale-resolving simulations
[49] and to evaluate high-fidelity flow solvers [50, 51]. Interactions between different scales of motion in the
fluid, driven by the non-linear advection term in the Navier-Stokes equations, lead to the formation of smaller-
scale vortices through vortex stretching, filamentation, and reconnection. These features are responsible for
transferring energy from large-scale motion to smaller scales through the energy cascade.

The counter-rotating vortices are initialized in a checkerboard arrangement from an analytical periodic vortex
field where a sinusoidal velocity field with a uniform vorticity distribution in the x — y plane is specified:

u(LUZtO) = sin (;) cos (%) cos (%)

W = —cos (;) sin (%) cos (%) (14)
Wyt _
U

where L and U are the characteristic length and velocity scales of the problem, respectively. The Reynolds
number of the flow is defined as Re = UL /v and is equal to 1600. A periodic cubic domain with a periodicity
length of L, = L, = L, = 2mL is considered. A uniform grid is adopted with the same resolution in all three
directions as h = 2L /N, where N is the number of grid cells in one direction. The baseline and refined grid
resolutions are 2563 and 5123, respectively. The characteristic convective time t, = L/U is defined as the
time required for a fluid particle to traverse the characteristic length scale of the flow (L) at the characteristic
velocity scale (U). A non-dimensional physical time step of At* = At/t. = 0.001 is adopted for the baseline
grid to capture the temporal scales adequately. The physical time step size is halved for the grid refinement.
The Courant number is set such that CFL < 0.1 for each grid resolution to minimize the temporal error. The
simulations are performed for a time period of t/t. = 10.
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Different diagnostics are introduced to evaluate the performance of the adapted REEF3D solver for the Taylor-
Green vortex flow simulation. A common diagnostic is the temporal evolution of the total kinetic energy
averaged over the control volume (V):

E, = —f Lav (15)
v

As the kinetic energy is not expected to vary much between the different scenarios investigated here, the time
derivative of the total kinetic energy, defined as kinetic energy dissipation (€), is a more sensitive characteristic
than the total kinetic energy:
dE;
_ =k 16
pr (16)

A numerical scheme with significant artificial dissipation would fail to reproduce the time evolution of kinetic
energy dissipation, making the scheme inappropriate for DNS or explicit LES.

€ =

4.1.1  Evolution of the kinetic energy dissipation

Figure 2 depicts the evolution of the discrete kinetic energy-based dissipation rate using two grid resolutions
compared to the reference DNS solution [51]. This is characterized by an initial rapid increase in dissipation
rate associated with stretching of the initial vortices. As these vortices interact and break down, they transfer
energy to smaller scales, thereby increasing the dissipation rate. At around t/t. = 4, the dissipation rate
increases rapidly when the transition from simple initial vortices to small-scale anisotropic turbulence occurs.
This increase reaches the dissipation peak at around t/t, = 9. As no external force exists, the dissipation
decreases as the turbulence decays. However, as the flow evolves and the vortices continue to break down, the
dissipation rate eventually reaches a steady-state value, which indicates that the energy injection and
dissipation are balanced at the smaller scales.

To assess the performance of the numerical scheme, a comparison between CDS2 and HCDS6 on a baseline
resolution grid (2563) and a refined grid (5122) is carried out. For the highest under-resolution computation
with 256 grid cells, the HCDS6 scheme deviates from the reference DNS results at around t/t. ~ 8.6 and
underpredicts the dissipation up to t/t, = 10. The standard CDS2 scheme overestimates the dissipation rate
between t/t, = 7.9 and t/t, =~ 8.35. A significant underestimation is predicted from the reference data until
t/t. = 9.4. From now on, the dissipation rate is slightly overestimated up to around t/t. = 10. As the grid is
refined, the numerical dissipation rate evaluated using both schemes converges with the reference DNS
solution.
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Figure 2. Temporal evolution of the dissipation rate based on kinetic energy for the Taylor-Green vortex.

4.1.2 Vortical structures

Regular counter-rotating vortices stretch and twist as the flow evolves, generating smaller and more complex
vortical structures. These structures continue to interact with each other, which leads to the formation of the
most intricate vortices close to the dissipation peak at t/t. ~ 9. A comparison of the instantaneous vorticity
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field is therefore performed to analyze the accuracy and reliability of the numerical scheme to transport
complex vortical structures. It is sufficient to visualize vortical structures on only a limited portion (1/16) of
the periodic plane, as the remaining portions will be identical due to different symmetries of the flow [52], as
illustrated in Figure 3. It can indeed be observed in Figure 3 that the flow is very complex, yet it is not
representative of a homogeneous isotropic turbulence state as it is still quite organized.
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Figure 3. Instantaneous vorticity norm from the pseudo-spectral scheme on the periodic plane (y = 0) at t/t. = 9 [51].

Five vorticity iso-contours for w € [1,5,10,20,30] on a subset of the periodic plane (y = 0) at t/t. =9
obtained by CDS2 and HCDS6 schemes are superposed with those from the reference DNS solution [51] in
Figure 4. The results are presented for the two different grid resolutions of 2563 and 5122 in the left and right
columns, respectively. On the coarser grid, the position of the large vortical structures is mostly captured by
the CDS2 scheme, while the smaller vortices are diffused and contaminated by numerical noise. The HCDS6
scheme is better at capturing the vortical structures, although small details of the solution are smeared. The
shape of the vortex structure improves and overlaps with the reference spectral solution as the grid is refined
using both schemes. However, due to dispersion error, the CDS2 scheme still struggles to predict the correct
position of vortical structures, even on the refined grid.

(a) CDS2, 2562 (b) CDS2, 5123
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(c) HCDS6, 2563 (d) HCDS6, 5123

Figure 4. Iso-contours of the vorticity norm on the periodic plane (y = 0) at t/t. = 9. Spectral solution is in black and the finite-
difference is in red. Left: coarse grid (2563), right: fine grid (5123).

Finally, it shows that, even though the new HCDS6 scheme does not conserve the discrete kinetic energy
exactly, it remains stable and non-dissipative for an under-resolved simulation. The improvement of the new
scheme in terms of dispersion becomes visible by analyzing iso-contours of the vorticity norm. The solution
of the second-order central scheme of OpenFOAM on the same grid resolution and using the same time step
has been computed by Bricteux et al. [52]. A comparison with the vorticity iso-contours of Figure 4 clearly
shows that the new second-order scheme is better at capturing the flow structures than the conventional second-
order central scheme of OpenFOAM.

In line with point (a) in Section 2, this demonstrates the advantage of using the accurate spatial discretization
scheme with a seven-point stencil in each spatial direction, compared to the second-order finite volume scheme
(with a linear reconstruction of the flow variable) typically used in the conventional flow solvers, such as
OpenFOAM and ANSYS Fluent.

4.2  Flow past a wall-attached cube

The flow around a wall-attached solid cube is a simple geometry that offers valuable insights into the
interaction between a boundary layer and complex bodies immersed within it. Although the scope of this paper
is about indoor airflows, the flow around square cylinders with varying aspect ratios is also an important test
case in environmental applications, enabling a simulation of airflow dynamics around simplified architectural
structures [53, 54]. The sharp corners of the cube challenge the performance of the IBM using the ghost cell
approach. In REEF3D, the local directional ghost cell approach [38] was introduced to solve this challenge.
Another approach called an enhanced direct forcing IBM implemented in the REEF3D is also adopted where
the effect of solid boundaries in the Navier-Stokes equations is incorporated by introducing additional terms
or forcing functions.

The wall-attached cube is a geometric solid positioned in a zero-pressure gradient boundary layer. The
computational setup is identical to the one used by Diaz-Daniel et al. [55] in their DNS of wall-attached cube
immersed in laminar and turbulent boundary layers. For the sake of simplicity, only the laminar case at Rey; =
500 is investigated here, where the inlet boundary condition is defined by the Blasius laminar boundary layer
profile. The cube is located at a distance 9H from the inlet, where H is the cube height. The coordinate system
is aligned with the front plane of the cube where the origin is located at x = 0. A no-slip boundary condition
is applied at the bottom wall, while a homogeneous Neumann condition is imposed at the top boundary. In the
spanwise direction, the periodic boundary condition is adopted to simulate an infinite array of cubes. The
computational domain size and grid resolution are summarized in Table 2. Regy and Reg+ are based on the
momentum thickness 8 and the displacement thickness &, respectively, for the freestream velocity Us,.

Table 2. Computational domain size and mesh resolution for DNS of the wall-attached cube.

L_y x L_z Nx X Ny X Nz Aywall Aytop AtUoo TUoo
H H H H H H

L
Rey REQ REé‘* ﬁx X
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500 68 175 35x15x8 336x144x186 0.02 0.68 1.516e—3 10000

A uniform grid with a cell size of 0.02H is created in a rectangular refinement area measuring [2H X 2H X 2H|
around the cube. The cells are elongated with a growth ratio of 1.2 in the wall-normal direction from the refined
zone to the top boundary of the domain, ensuring that the largest cell size does not exceed 0.68H. A smaller
growth ratio of 1.05 is set in streamwise and spanwise directions from the focus zone up to the lateral
boundaries of the domain, where the maximum cell size is 0.2H and 0.5H in x and z directions, respectively.
The flow statistics are time-averaged over a period T following a long initial transient period until the flow is
statistically steady-state.

The time-averaged streamwise velocity contours with mean flow streamlines around the wall-attached cube
are illustrated in Figure 5. A deceleration region is created as the flow encounters the cube front plane. The
flow accelerates gradually along the cube’s leading face, with a well-behaved velocity gradient near the wall.
A mild separation occurs at the leading edge, followed by a thin boundary layer along the cube top face. In the
wake region behind the cube, vortices and disturbances are less pronounced than higher Reynolds numbers,
resulting in a more organized flow structure. The mean-flow streamlines show a closed recirculation region in
front of the cube (Figure 5, left) surrounded by a horseshoe vortex system upstream and around the wall-
attached cube (Figure 5, right). The contours of time-averaged streamwise velocity show that the flow
structures align remarkably well with benchmark DNS data, thereby underlining the robustness and reliability
of the immersed boundary method implemented in the flow solver.

Reference DNS [55]

Figure 5. Time-averaged streamwise velocity contours with mean flow streamline around a wall-attached cube at Re; = 500. Left:
x — y plane, right: x — z plane. The color scale for & spans from —0.1U,, in dark blue to 1.1U, in dark red for left column and
0.2U, in dark red for right column.

A key flow diagnostic is the location of stagnation points, which provides a basis for a quantitative comparison
between REEF3D and DNS reference solutions. The upstream stagnation point on the cube front face is marked
A while the other one positioned farther from the front face is labeled F (see Figure 5, last row). The one that
exists downstream is marked D. The location of stagnation points is reported in Table 3. Again, the results of

13



the reference DNS solution [55] are accurately replicated. In this case, the mesh is conformal with the channel
but non-conformal for the cube. In line with point (b) in Section 2, this demonstrates that IBM is an accurate
alternative to boundary-fitted meshes.

Table 3. Positions of stagnation points for the mean flow around the wall-attached cube immersed in a laminar boundary layer.

Ya Xp Yp XF
Incompact3d [55] 0.82 348 0.17 -1.6
REEF3D (CDS2) 0.82 348 0.16 -15

REEF3D (HCDS6) Enhanced direct forcing IBM approach 082 348 017 —1s5

REEF3D (CDS2) . . 082 348 0.16 -15
REEF3D (HCDS6) Local directional ghost cell approach 082 348 017 —15

4.3 Steady non-axisymmetric flow past a sphere

The flow of a viscous fluid past a stationary sphere can trigger instabilities with three-dimensional flow
patterns, despite the body symmetry. However, unlike two-dimensional flows, such three-dimensional patterns
introduce a level of complexity that is characterized by wake formation and vortical interactions. Despite its
apparent simplicity, this scenario represents a canonical problem in the family of immersed bluff body flows
with numerous applications. The position of flow separation on a wall-mounted cube is mostly determined by
the geometry, whereas, for a smooth surface like a sphere, it is primarily influenced by the pressure gradient
and surface curvature. This benchmark is extensively documented in scientific literature [56-58].

An enhanced direct forcing IBM and local directional ghost cell approaches implemented in the REEF3D
framework are used to simulate the flow at Rep, = 250 (based on the free stream velocity U,, and the sphere
diameter D) in a steady laminar regime. A large computational domain of [-10D, 10D] is considered in all
three spatial directions. The sphere center is positioned at a distance 8D from the inlet. A uniform grid spacing
of 0.02D is generated within a rectangular refinement zone of [4D X 2D X 2D] surrounding the sphere. To
limit the mesh size, the cells are stretched with a growth ratio of 1.25 between the refined zone and the domain
external boundaries, where the maximum cell size is 0.2D. A Dirichlet boundary condition u/U, = 1,v =0
and w = 0 is applied at the inlet and an outflow condition is imposed at the outlet boundary. A symmetry
boundary condition is adopted for lateral directions, while a no-slip boundary condition is enforced on the
sphere. To assess the performance of the numerical method, the drag (Cp) and lift (C;) coefficients are
compared with experimental data by Johnson and Patel [57]:

Cp=
P71, mD? a7
2P7e77
Fy
R T (18)
2PY>g

In Table 4, the results for drag and lift coefficients using both the standard second-order central differential
scheme (CDS2) and the pseudo sixth-order central scheme (HCDS6) are presented. In the case of axisymmetric
flow, the lift coefficient is naturally zero. Compared to the experimental data, the current approach can
accurately compute steady drag and lift coefficients.

Table 4. Drag and lift coefficients for a flow past a sphere at Re, = 250.

Rep, = 250 Method Cp C,
Johnson and Patel [57] 0.7 0.062
REEF3D (CDS2) 0.7 0.054

REEF3D (HCDS6) Enhanced direct forcing IBM approach 07 0.062

REEF3D (CDS2) L. 0.69 0.055
REEF3D (HCDS6) Local directional ghost cell approach 063 0059

For a qualitative comparison of this non-axisymmetric flow, the streamlines of projected streamwise velocity
in the (x —z) and (y — z) planes are shown in Figure 6. Although the flow is steady state, it is non-
axisymmetric at Rep, = 250 with a plane of symmetry. The present IBM correctly replicates the streamlines
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center compared to Johnson and Patel [57]. The length of the recirculation bubble and the location of the vortex
center are well reproduced. To capture the wake structure correctly, the location of the boundary layer
separation must be predicted accurately, which is not trivial as the sphere geometry has a smooth curve. Even
though the mesh was isotropic and non-body conformal, the IBM method was able to predict this phenomenon
correctly. This is important for building applications as some moving objects, such as occupants, present
similar flow characteristics.

1

Reference [57]

Figure 6. Streamlines of projected streamwise velocity for a flow past a sphere at Rep, = 250.

4.4 LES of turbulent channel flow

The performance of the flow solver was analyzed for DNS or under-resolved simulations in previous
benchmarks without turbulence modeling. In this section, the interaction of the numerical method with the
SGS model is investigated using the wall-resolved turbulent channel flow benchmark. This evaluation is
necessary to prove that explicit LES without artificial dissipation can be properly performed. Another objective
is to demonstrate that the new proposed numerical scheme remains accurate and stable on a non-uniform mesh.

The LES of a turbulent channel flow at the frictional Reynolds number of Re; = 640 is carried out. The WALE
SGS model is adopted where the SGS kinematic viscosity is based on the invariants of the velocity gradient
tensor [24]. This model recovers the proper y3 near-wall scaling for turbulent eddy viscosity. Nicoud et al.
[24] have calibrated the model coefficient in the range of 0.55 < C,, < 0.6. However, this value is not
universal and depends on the numerical method and Reynolds number. In the current case, the model
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coefficient value is calibrated to be C,, = 0.46. In this benchmark, a fully turbulent flow is developed between
two infinite parallel plates separated by a distance 2§. A constant adverse pressure gradient is applied to the
flow in the streamwise direction to drive the flow through the channel. The no-slip condition is set for the top
and bottom walls. Periodic boundary conditions are applied in the streamwise and spanwise directions to
approximate infinite homogeneous directions. The periodic domain sizes are selected so that the two-point
correlations in the streamwise and spanwise directions would be essentially zero at maximum separation (half
the domain size). A uniform grid is adopted in the periodic directions, whilst the grid is stretched in the
direction normal to the wall in order to properly resolve the boundary layers. This grid-stretching is based on

a hyperbolic tangent function:
2J
tanh ( - —))
(V Ny

= i=01,..,N
Yi tanhy J Y

(19

where N, is the number of grid points in the wall-normal direction, and y is the stretching factor.

The computational domain size, grid resolution, and corresponding non-dimensional grid spacings in wall units
are given in Table 5.

Table 5. Channel flow mesh resolution.

Re; Ly L, L, N, N, N, Ax* Az* Ay* y
640 2m5 25 md 128 128 128 31.6 158 €[0.43—29.7] 2.8

The computational domain is initialized with a random solenoidal velocity field. The bulk time scale
(t* = L,/U,) is equivalent to a flow-through time (FTT) of the domain, which corresponds to the time it takes
for the fluid to traverse the entire computational domain at a constant mean bulk velocity (Up). A small time
step is selected to capture temporal scales precisely and keeps the Courant number below one, thereby
guaranteeing numerical stability. Once the flow has reached a statistical steady state condition, the flow
statistics are averaged in the streamwise and spanwise homogeneous directions over a time interval of 506 /u,
approximately equivalent to 175 FTT, thereby ensuring fully converged statistics.

The mean streamwise velocity profile (U"), the total Reynolds shear stress (Txy), and the square root of the
second-order velocity moments normalized by the friction velocity are shown in Figure 7 as a function of the
dimensionless distance to the wall (y*). The HCDS6 solution is in excellent agreement with the reference
DNS results of Abe et al. [59]. The mean total Reynolds shear stress using both central schemes compares
relatively well with the DNS data shown in the top-right graph in Figure 7. Moreover, the predictions for the
spanwise (Wy,s) and wall-normal (v,,s) turbulence-intensity components overlap with the reference DNS
[59]. However, the streamwise component (U;.,s) exhibits a slight deviation for y* above 60 when CDS2 is
employed. In conclusion, these predictions confirm the consistency of the explicit LES approach followed in
the paper, where no artificial numerical dissipation competes with the dissipation of the SGS model.
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Figure 7. Mean streamwise velocity normalized by the DNS shear velocity (a), non-dimensional mean total Reynolds shear stress
(b), mean normalized square root of the second-order velocity moments (¢) (Uyms (t0p), Upms (middle), Wy,s (bottom)) for the LES
of turbulent channel flow at Re; = 640.

4.5 LES of the contaminant breach in isolation rooms with a sliding door

In the final test case, the potential of the framework introduced in Section 2 and its implementation in the
REEF3D solver for indoor airflow applications are investigated.

Containment failure due to the airflows induced by a door movement is a critical concern in environments
requiring strict isolation measures, such as hospital isolation rooms. The door motion initiates complex airflow
patterns that can lead to the escape of potentially contaminated air. This can be particularly vital in the presence
of airborne pathogens, as it increases the risk of spreading infectious agents to adjacent spaces. Traditional
hinged doors, commonly found in healthcare facilities, are known to exacerbate this issue. Sliding doors, on
the other hand, have shown promise in mitigating containment failure by minimizing the airflows generated
during operation. Understanding these airflow dynamics is necessary for designing effective containment
strategies to ensure the safety of both patients and healthcare personnel. Although quantitative measurements
such as tracer gas techniques offer valuable data on airflow leakage, they may provide limited insight into the
detailed turbulent flow structures that are mainly developed within the doorway. Moreover, these experiments
can be complex and costly in terms of instrumentation setup and data collection. Alternatively, the CFD
modeling using the LES approach overcomes the challenges associated with experimental measurements.
Detailed visualization of airflow patterns by eliminating the need for full-scale mock-ups and specialized
instrumentation can be provided by CFD simulations. However, the accuracy and reliability of airflow
predictions during sliding door operations depends on the chosen numerical method.

The flow induced by a sliding door has been investigated by Saarinen et al. [36] through laboratory experiments
as well as LES using ANSYS CFX 15.0. They demonstrated that URANS was not able to predict this flow
accurately. The same setup of their test cases is used here, and their solution is taken as a reference (both
experimental and numerical). Two identical isothermal rooms (the isolation room and the anteroom) without
ventilation are connected via a sliding door in the middle of a partition wall. The dimensions of each room are
3.0 X 4.7 x 4.0 m3 (H X W x D), as shown in Figure 8. The smallest width and height of the doorway are 1.1
and 2.06 m, respectively, with a frame thickness of 0.1 m. The door is 1.22 m wide, 2.125 m high, and has a
thickness of 0.055 m.

17



L7

Figure 8. The geometry of the isolation room and anteroom connected via a sliding door.

The sequence of door operation involves two movement phases separated by a waiting period. First, the door
slides open for a duration of three seconds, covering a distance of 1.2 m linearly towards the negative y
direction. The door is held fully open for nine seconds. Finally, it starts closing and reaches the initial position
at a constant velocity after five seconds. The simulation is continued for a period of ten seconds to monitor the
gradual airflow dissipation. The total time for the experiment is thus 27 seconds.

Similar to Saarinen et al. [36], the WALE SGS model is adopted in our simulation. To limit the mesh size, the
computational grid is refined uniformly within a volume of [x =04mxXxy=15mXxz=2.2m]
surrounding the doorway where the unsteady vortical structures are generated. A smooth transition is
performed away from the refined zone up to the domain boundaries with a growth ratio of 1.15. To study grid
independence, four different grid resolutions of Ax = Ay = Az = 0.0025, 0.005, 0.00625, and 0.01 m are
adopted in the refined volume for the ultrafine, fine, intermediate, and coarse grid, respectively. A no-slip
boundary condition is applied to the room walls, including the separating wall and sliding door. Zero velocity
components are initialized everywhere within two rooms. Consequently, each room serves as a large reservoir,
and the airflow patterns are solely driven by the door motion. A constant time step of 4 ms is chosen to resolve
temporal variation while ensuring the numerical stability of the simulation by maintaining the CFL below one.

To visualize the unsteady shear flow generated by the sliding door, the vertical component of vorticity derived
from the lateral gradients of velocity components (V X u),, is shown in Figure 9. The vorticity field is depicted
when the door has fully opened and is extracted on a plane 1 m above the floor. The opening of the door
generates a wake with flow instabilities. The LES performed by Saarinen et al. [36] using a fine grid is shown
in Figure 9(h) and is in line with flow visualization during their experiments. REEF3D accurately reproduces
all number of vortices generated within the doorway on both intermediate and fine mesh resolutions,
particularly when the new spatial discretization scheme (HCDS6) is employed. It should be noted that a direct
comparison of accuracy with the LES of Saarinen et al. [36] is not feasible, given their omission of information
regarding mesh size near the door in their refined 15.6M nodes mesh. Nonetheless, the coarse mesh used in
this study maintains an equivalent grid size of 0.01m in proximity to the door, akin to the 10.7M nodes mesh
employed by Saarinen et al. [36]. On the coarse mesh resolution, the limitations of the bounded second-order
central difference scheme in ANSYS Fluent and the CDS2 in REEF3D are evident in their inability to
accurately represent main flow structures. In contrast, the HCDS6 scheme demonstrates a better capability to
capture the main features of these structures, despite the presence of significant aliasing errors visible in the
form of waves. This is attributed to the coarse mesh used, particularly compared to the door width.
Additionally, it is noteworthy that the HCDS6 scheme, without artificial numerical dissipation, contributes to
the observed aliasing errors (visible in the form of small waves). With further mesh refinement to a cell size
of 0.00625m in the refined zone (intermediate mesh), the performance of the CDS2 scheme exhibits
significant improvement. Compared to the coarse grid, it now demonstrates enhanced capability in capturing
vortices within the doorway. Despite this improvement, some residual aliasing errors are still noticeable in the
solution. Conversely, when employing the HCDS6 scheme on the intermediate mesh, aliasing errors are
considerably reduced, resulting in a smoother visualization of the interaction of vortices. Although the solution
of Saarinen et al. [36] reveals improved capture of vortices on a fine mesh (Figure 9(h)), the solution remains
somewhat inaccurate. Some details are still smeared when compared with the HCDS6 solution (Figure 9(d)).
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Even with further improvements in the CDS2 solution on our fine mesh, which are achieved by reducing
aliasing errors and refining the vortical structure shape, it remains incapable of accurately reproducing the
correct position of rotational structures.

(a) CDS2 (coarse mesh) (b) HCDS6 (coarse mesh)

(c) CDS2 (intermediate mesh) (d) HCDS6 (intermediate mesh)

(e) CDS2 (fine mesh) (f) HCDS6 (fine mesh)
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(g) Saarinen et al. [36] (10.7M nodes) (h) Saarinen et al. [36] (15.6M nodes)

Figure 9. Contours of the vertical component of vorticity (V X u), at the end of door opening stage.

The flow dynamics induced by door motion in the proximity of the doorway can be visualized in detail using
tracer gas. To compare with experiments, Saarinen et al. [36] modeled tracer gas as a passive scalar with a
kinematic diffusivity of 1e — 5 m?/s [60]. The turbulent Schmidt number (Sc) was set at a value of 0.9 to
treat turbulent diffusive flux. The volume of air passing through the doorway from the isolation room to the
anteroom as a function of time during the door cycle can be calculated using a gaseous contaminant dosed in
the isolation room:
_ Am(t) 20)

Cisolation room(to)
The migrated mass of the gaseous contaminant (Am) is obtained by integrating the tracer mass concentration
(C) over the volume of anteroom:

AV(t)isolation room-anteroom

anteroom
ATr"(t)isolation room-anteroom — Jff C(x' V.2, t)dV (21)

v
Time evolution of air volume migration (AVM) quantifies how rapidly the air volume in the isolation room is
escaping to the anteroom at different phases of the door cycle. The amount of air volume migrated from the
isolation room to the anteroom over time is plotted in Figure 10 for the different grid sizes.
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Figure 10. Time evolution of the air volume migrated during the sliding door operation cycle.

The flow instabilities near the doorway trigger the migration flow rate in the initial stage of the door opening.
The intense volume of air passing through the doorway from the isolation room to the anteroom at the
beginning can also be attributed to the piston effect induced by the moving door sliding within the anteroom.
Consequently, the AVM increases quickly from 0 to 3 seconds when the door opens. The solution for the
HCDS6 is identical during this opening phase for the four meshes. During the waiting period, when the sliding
door is held open, a gradual increase in the migrated air volume is predicted due to the diffusion of turbulent
vortices induced by the opening door motion. Consequently, the AVM continues to increase for the 9 seconds
during which the door is held open (until t = 12s). The rate of AVM increase gradually diminishes over the
subsequent 5 seconds as the door begins to close (until t = 17s). Once the door is fully closed, the AVM
remains constant. It is worth noting that the AVM evaluated by Saarinen et al. [36] is very similar during the
opening phase. However, after this phase, their predicted value is significantly higher than in our simulations.
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Surprisingly, their AVM keeps increasing when the door is closed after t = 17s while it should remain
constant as predicted by the present LES. It questions the conservation properties of scalar quantities in their
numerical method including IBM.

In order to visualize the transient structures arising from the dynamic operation of the sliding door, Figure 11
presents contours of passive scalar concentration on a plane situated 1 m above the floor. These contours depict
specific time intervals — namely, immediately after the door has fully opened (t = 3s), during the initial stages
of closure (t = 125), and after the door has completely closed (t = 17s). It is evident that the precision of
the spatial discretization scheme to treat the convective term plays a key role in achieving an accurate solution.
The HCDS6 scheme exhibits superior resolution of flow structures, leading to notable distinctions in flow
patterns when compared to the CDS2 scheme over an extended duration. This highlights the advantage of
employing an orthogonal grid, enabling the derivation of numerical schemes with enhanced accuracy, which
is particularly beneficial for modeling transitional airflows within building environments.
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t=27s

Figure 11. Contours of the passive scalar concentration at six different door opening stages using CDS2 (left) and HCDS6 (right).

5 Discussion

It is important to emphasize again that the proposed method targets indoor airflows. As recommended by
Blocken [11], indoor and outdoor airflows should be clearly distinguished. The precision of capturing
boundary layers becomes more crucial for outdoor airflows, which makes body conformal grids potentially
more appropriate in such scenarios. The objective of this paper is not to assert the superiority of the current
approach over widely-used general-purpose flow solvers such as ANSYS Fluent or OpenFOAM across all
indoor airflow applications. These tools should be considered as alternatives, each with its own merits and
limitations. Nevertheless, the article clearly highlights the benefits of the proposed framework, particularly in
the context of high-resolution LES, transitional flows, and scenarios involving moving objects.

An essential consideration is computational time, which is an aspect that is not explicitly addressed and is not
compared with general-purpose solvers in this article. The focus remains on showcasing that the proposed
approach achieves comparable accuracy with fewer grid points than conventional flow solvers. The intricate
nature of comparing computational times across different flow solvers necessitates dedicated benchmarks that
offer a comprehensive description of simulation setups and parameters — an undertaking that is reserved for
future endeavors.

Several paths can be followed for future research. While the five presented test cases serve to showcase the
applicability of the framework within REEF3D for indoor airflow scenarios, additional test cases could provide
deeper insights into its capabilities. Exploring scenarios involving thermal plumes, for instance, should be
investigated, given their key role in indoor airflow dynamics [61]. One test case of a human thermal plume has
been successfully validated by Choi et al. [34], using structured grids and IBM. Additionally, the resolution of
the mesh was limited along the walls to maintain the feasibility of explicit time integration, thereby avoiding
the need for semi-implicit methods. Future research should explore and assess the implementation of fully
implicit time integration. In scenarios featuring airflow inlets, considerations for mesh refinement near these
inlets, where the velocity magnitude is high, may be necessary. This is particularly relevant in cases such as a
cavity flow with a slot inlet, where severe time step conditions must be observed based on the CFL criterion
[62]. By employing an orthogonal mesh refined in the wall-normal direction, the high-velocity air entering
through the slot will cross well-refined cells, thereby posing challenges to the time step due to the strict CFL
condition. Adopting fully implicit time integration becomes a viable solution to release this constraint.
Moreover, this study did not investigate cases with wall functions to assess the performance of wall-modeled
LES. Future research should incorporate wall functions and analyze their impact on the simulation results.
Finally, the sliding door case shows that aliasing errors may occur in highly under-resolved simulations with
a pure central scheme (which is expected). In future work, the scheme could be complemented by a controlled
amount of artificial numerical dissipation to address this phenomenon. As the numerical stencil has seven
points in each spatial direction, it is indeed possible to tailor a high-order dissipation term (sometimes called
hyperdiffusion term) that will only be active on the smallest resolved scales of the mesh, in line with the
concept of explicit LES [63]. An example of such a hyper-dissipative term is the fifth-order scheme with a
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sixth-order spatial derivative of velocity in the flow solver PENCIL [64]. Such a hyperdiffusion term cannot
be easily implemented in a general-purpose flow solver.

To conclude this section, information regarding the simulation platform and hardware is given. The current
simulations were performed on the FRAM cluster provided by UNINETT Sigma2, which is the National
Infrastructure for High-Performance Computing and Data Storage in Norway. It is a distributed memory
system that consists of 1,004 dual-socket and two quad-socket nodes, interconnected with a high-bandwidth,
low-latency Infiniband network. The interconnect network is organized in an island topology, with 9,216 cores
in each island. Each standard compute node has two 16-core Intel Broadwell chips (2.1 GHz) and 64 GB
memory. In addition, eight larger memory nodes with 512 GB RAM are available, catering to computational
tasks that demand substantial memory resources for more complex simulations and data-intensive processing.
The total number of compute cores is 32,256.

6 Conclusions

The main objective of the paper was to discuss the use of solvers that are optimized for orthogonal non-
conformal grids combined with the immersed boundary method (IBM) to perform high-resolution explicit LES
for indoor airflows. This framework was then implemented by adapting an existing incompressible flow solver
called REEF3D, which had initially been developed for hydrodynamics applications. It was shown that
orthogonal grids enable the implementation of more accurate spatial discretization that outperforms the
traditional second-order central scheme. This enabled the capturing of transitional flows using coarser meshes.
Results showed that the immersed boundary method can capture the detached flow around an object with a
smooth slope (i.e., a sphere) or sharp edges (i.e., a wall-mounted cube). The wall-resolved channel flow test
case demonstrated that the numerical method was able to properly perform explicit LES. Finally, the sliding
door test case demonstrated that IBM could simulate moving objects elegantly without resorting to complex
re-meshing techniques. The superiority of high-accurate spatial discretization over standard second-order
schemes on a same mesh is clearly shown. In further work, wall functions should be implemented to be able
to address applications at higher Reynolds numbers, and the influence of these functions on the solution should
be investigated.
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Abstract

The study of natural convection flows in multizone
enclosures is a topic of great importance due to its direct
influence on room air circulation patterns, distribution of
indoor air contaminants, and thermal comfort inside
buildings. In this research, ANSYS Fluent is used to
investigate the density-driven bidirectional flow through
a large vertical opening connecting two isothermal
reservoirs, the so-called bulk flow regime. Many research
works on the natural convection flow through a large
vertical opening between two enclosures have been done.
However, they paid less attention to the unsteady flow
structures generated by the sophisticated bidirectional
flow, especially in the middle of the doorway. Large Eddy
Simulation (LES) results show the development of
unsteady flow structures in the middle of the doorway, a
phenomenon called “interfacial mixing”.  This
phenomenon has been hardly documented in the
literature, only using experiments. Even though unsteady
flow structures develop, they do not significantly affect
bulk quantities such as the discharge coefficient (Cq).

Introduction

The behavior of natural convection in confined spaces has
attracted a lot of attention originating from its application
in buildings air conditioning, contaminant spread and
electronic equipment cooling. The vast majority of these
spaces include internal partitions that the flow can
traverse partially. In most situations, the presence of
internal partitions with an opening lead to an intrinsically
three-dimensional and transient flow field. The
characteristics of such complicated flow are of strong
interest to many communities and researchers. Several
parameters can have an important role in driving this flow
such as temperature differences, door motion, occupant
motion or wind dynamic pressure. In past investigations,
Computational Fluid Dynamics (CFD) simulations of the
natural convection flow through a large vertical opening
between two enclosures have been performed, but mostly
using RANS, and/or two-dimensional assumption, and/or
what can be considered today as very coarse grids. This
made the unsteady flow structures impossible to be
captured by these CFD simulations. From the
experimental side, several past studies reported on the
flows in differently heated enclosures separated by a
partition wall. While these studies analyzed the flow
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inside these enclosures, the flow within the doorway itself
was measured for a limited number of locations.
However, the CFD standards of today enable to better
investigate the unsteady nature of the bidirectional flow
inside large vertical openings.

Two separate mechanisms for natural convection flow
between a hot and a cold zone were investigated in the
experimental study of Scott et al. [1]: the boundary layer
regime and the bulk density-driven regime. The transition
between both regimes was established as a function of the
aperture size located in the middle of the partition wall. In
another similar work, the effect of internal partitions on
the convective heat transfer across an enclosure was
described by Neymark et al. [2]. They developed a
Nusselt-Rayleigh correlation using the aperture width and
a resistance model. Georges et al. [3] conducted RANS
simulations using the RNG k —& model and ANSYS
Fluent for two rooms with an open door in the partition
wall. They proved that the thermal radiation could affect
the transition between the two aforementioned regimes
and opposed to previous reports claiming that the aperture
size was the main driving parameter causing such
transition.

Favarolo and Manz [4] employed the LVEL k —¢
turbulence model [5] in the FLOVENT commercial CFD
software to analyze the influence of different parameters
such as temperature difference between indoor and
outdoor air on the airflow rate through a large open
window. The vertical position and the horizontal distance
of the opening from the wall were diagnosed to have the
greatest and minor impact on the discharge coefficient
(Ca), respectively. Based on their literature review, the
value of Cq varies between 0.3 and 0.8, and the origin of
these large variations is not clear to the authors. Allard
and Utsumi [6] mentioned that this phenomenological
coefficient takes into consideration the contraction of the
flow while it passes through the opening. They concluded
that the definition of Cq is still ambiguous and requires
more precision. Pelletret et al. [7] investigate various
approaches to determine the Cq as a function of opening
height or temperature difference. They also show the
difficulty in determining the Cq and point out that a variety
of definitions for this coefficient has been introduced in
the literature. Hence, despite the significant amount of
numerical and experimental studies conducted to date, no
clear conclusion can be drawn from previous studies.



BuildSim-Nordic 2020

The standard model to evaluate the airflow in a doorway,
extensively used in building performance simulation
(BPS), assumes two isothermal reservoirs and a one-
dimensional inviscid steady-state flow. Both assumptions
lead to a simple model based on the Bernoulli equation
which is defined here as the theoretical model [8]. The
resulting theoretical flow is then corrected using the Cq to
match the actual airflow in the doorway. Uncertainties
related to this modeling framework remain unknown. In
particular, the effect of the unsteady flow regime on the
value of the discharge coefficient needs to be elucidated.

When both reservoirs are isothermal and the room air
temperature is in thermal equilibrium with the wall
temperature surrounding it, the airflow in the doorway is
in the bulk flow regime. The air temperature difference
(AT) between both zones and the aperture geometry are
the only physical parameters needed to define the flow.
The temperature difference between the two zones leads
to different bulk air densities and, consequently, different
hydrostatic pressure fields. Due to the conservation of
mass, both hydrostatic pressure fields are equal at the
neutral plane (NP) located near the middle of the
doorway. The difference of hydrostatic pressure above
and below the NP generates a counterflowing stream of
warm and cold air. A schematic of the velocity profile of
this bidirectional flow in the vertical centerline of the
doorway is shown in Fig. 1. Assuming an inviscid flow,
the velocity profile shows a sharp gradient at the level of
the NP (i.e. dashed lines in Fig. 1). With a viscous flow,
three related phenomena can occur. Firstly, the two
airstreams going in opposite directions create a shear
layer. Secondly, Wilson and Kiel [9] reported some
interfacial mixing due to re-entrainment effects.
According to these authors, the resulting velocity and
temperature profiles show a smoother transition at the
level of the neutral plane (i.e. solid line in Fig. 1). Thirdly,
a similar study by Lefauve et al. [10] using two reservoirs
connected by a long channel demonstrated that a
sustained stratified shear flow could generate large
unsteady flow structures. Consequently, the mass and heat
flows exchanged through the doorway will be reduced
compared to the inviscid flow (i.e., the assumption used
in the standard model).

%
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Figure 1: Inviscid and actual profiles of the streamwise
velocity for the bidirectional flow in a doorway.

The present work investigates viscous effects and the

resulting unsteady flow in the middle of the doorway
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using Large Eddy Simulation (LES). Two large reservoirs
are created by connecting two large isothermal volumes
of equal size by a vertical solid partition. The single
rectangular aperture located in the middle of the vertical
partition enables the air to flow between the two zones.
The primary objective of the present study is the
interfacial mixing, meaning to characterize the mixing
process (i.e. shear, re-entrainment and unsteady flow
structures) and its influence on the volume airflow rate
and heat transfer across the opening.

Numerical Method
Multizone enclosure description

The bidirectional airflow is generated at the aperture of
height h = 2m and width w = 1m. Each zone has the
same length L, = 16m in all spatial directions and is
filled with air with constant thermodynamic properties.
Figure 2 illustrates the geometry of the three-dimensional
multizone enclosure.

Figure 2: Three-dimensional multizone enclosure
configuration.
Governing equations
After applying an implicit filtering operator and
considering the Boussinesq approximation, the filtered
incompressible Navier-Stokes equations can be expressed
as:

%, )(
ou; ou;u 19p 0 _ 01y;
— l]————p+—[2vSL] —
ot 0x; pox;  0x; 11 ax; )2(
- gl 1 B(T TO)]
oT au, [ 6rlT 13
6t x,- 6xj ox;
Where the A= 3/AxAyAz was chosen as the effective

filter width. x; denotes the i*® coordinate direction. 1;
represents the filtered velocity field in the x; direction, t
the time, p the modified filtered pressure, and T the
filtered temperature. The last term in Equation (2) is the
buoyancy term where £ is thermal expansion of the fluid
and g; the gravitational acceleration. The parameters v, a
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indicate the kinematic viscosity and thermal diffusivity,
respectively. The subgrid scale (SGS) stress tensor and
the scalar SGS thermal flux vector is included,
respectively, in the momentum and energy equations
above via the unresolved terms 7;; = wu; — U;u; and
Modeling of unresolved turbulent scales

The closure of the Navier—Stokes equations can be
achieved by utilizing the Wall-Adapting Local Eddy-
viscosity (WALE) turbulence model for calculating the
SGS kinematic viscosity, Ugsg, based on the invariants of
the velocity gradient tensor;

_ 2
—2Vg655;5 + ngGS‘Sij A

Tij = ulu] - 'l_ll'l_l.] =
. -.N\3/2
- (5553
Usgs = AzCMz/ . _ \5/2 . ~.\5/4 )5(
(855)" " + (5553)
_ 1, B 1_
Sij = 3 (g5 +3%) - §g1%k6ij )6(
~ o ou; 01y,
35 = Gucdij = a_x,ia_x,- Y1(

Where C,, is the model coefficient, here taken at a
constant value equal to 0.325 [11]. kggs and S;; are the
SGS kinetic energy and resolved scale strain rate tensor.

_1(om oy, .
U 2\ox  ox; 8(

By analogy to the SGS stress tensor modeling, the scalar
SGS thermal flux vector, 7, can be approximated by the

following expression [12];

(.'1

Vsgs OT

Prgs 6xj 2
Where Prgg¢ denotes the SGS Prandt]l number and is fixed
at 0.85 in the simulations presented below. The WALE
turbulence model is able to reproduce the near-wall
behavior correctly. Thus, opposed to most eddy viscosity
turbulence models that require wall-damping functions
near the wall region, the turbulent viscosity obtained by
WALE formulation approaches zero at the wall. The
model also generates zero turbulent viscosity in case of a
pure shear; hence it can capture the transitional flow from
laminar to turbulent [13].

Tr =ul —uT =

Computational grid and boundary conditions

To achieve high resolution using minimum number of
mesh elements, the mesh has been refined in four zones
with different grid sizes. The finest elements of the
structured mesh concentrates predominantly in a region
around the middle of the door to properly resolve 3-D
interfacial mixing, re-entrainment phenomena, and other
fluctuation structures. An unstructured mesh with a
combination of tetrahedra and pyramid cells was
employed in the other three refinement zones. A smooth
transition between the cell of different sizes is performed.
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In total, nearly 25 million elements have been spread all
over the multizone enclosure. The computational grid is
shown in Fig. 3.

yo2

Figure 3: Computational grid.

Uniform initial temperature of T, = 293.15K and Ty =
298.15K is imposed in the cold and warm reservoirs,
respectively (AT = 5K). The reference temperature
(Tyer) is the arithmetic average of these two temperatures.
The Prandtl number, Pr = 0.73, kinematic viscosity, v =
1.538 x 1075m?/s, and thermal expansion coefficient
of the air, § = 1/T,.; = 0.00335, were applied. The
enclosure is initialized with zero velocity, which would
guarantee that natural convection would evolve. External
walls of the enclosure are adiabatic and with a no-slip
boundary condition.

During the first step of the simulation, an adaptive time
step has been considered until the start-up fluctuations
disappeared. Afterward, a constant time step of At = 0.01
is maintained to keep the Courant number value below 1.0
in order to achieve temporal accuracy and numerical
stability. Note that a pseudo-stationary condition is
reached after about 60 seconds when the airflow has fully
established throughout the enclosure and the transition to
turbulent mixing is settled. In this pseudo-steady state
regime, the statistical data of time-averaged flow
variables is collected for 80 seconds in order to reach full-
converged statistics. During this period, the volume-
averaged air temperature of both reservoirs remains
almost constant.

Numerical Methodology

The non-linear governing equations are discretized using
the second-order cell-centered finite volume method
(FVM) implemented in the ANSYS Fluent commercial
CFD package. The algorithm of Semi-Implicit Method for
Pressure Linked Equations (SIMPLE) is employed for
decoupling of velocity and pressure in the Navier—Stokes
equations. The time derivatives are advanced in time
using the Second Order Implicit scheme. The Bounded
Central Differencing scheme is adopted for the treatment
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of the convective term in the momentum equation. The
diffusion terms are central-differenced, while the pressure
interpolation is provided by the Body Force Weighted
scheme.

ANSYS Fluent is capable of running on distributed
processors and uses the public domain openMPI
implementation of the standard message passing interface
(MPI) to conduct inter-processor communication. The
present LES simulation was carried out on the Idun cluster
[14], containing Intel Xeon processor nodes with 40 cores
and a minimum of 128GB of RAM.

Results and discussion
Interfacial Mixing

The counterflowing streams start setting up once the
aperture opens and creates an opening between cold and
warm zones. As expected, both warm and cold airflows
are initially laminar and after a few seconds, they become
turbulent. The low-density warm air descends in the
heated plate side of the partition wall and is discharged
into the adjacent cold zone by bending rapidly over the
upper part of the opening and rise as a buoyant plume due
to Archimedes force. Since the dimensions of the two
reservoirs are considerable compared to the aperture area,
temperature changes in each reservoir will be negligible.

Both air streams will meet at some distance from the
bottom and up edges of the opening, where this interface
is called the neutral plane. At the position of the neutral
plane, the velocity would be zero and the pressure in both
rooms are equal; hence there will be no airflow. When the
flow is inviscid, there is no mixing or heat transfer
between the two opposite airstreams close to and within
the aperture. With viscous effects, instantaneous results
provided by LES in Fig. 4 show unsteady flow structures
developing in the middle of the doorway.

Figure 4: Instantaneous temperature in the door (left)
and in a lateral view at the middle of the door in the y-
direction (right).

The neutral plane (NP) is clearly visible in the left figure
which shows front views of the door. This plane is not
straight, and its position fluctuates slightly in space and
time. To the authors’ best knowledge, this effect has never
been reported in the literature. The flow can also be
visualized in a plane perpendicular to the door (right
figure).

-B7-

A snapshot of the mean temperature contours on a vertical
plane in the middle of the enclosure are presented in Fig.
5. The counterflow develops from the NP with an angle
of approximately 35 degrees with the horizontal. Unlike
the standard theory assuming the flow to be horizontal at
the doorway level, the CFD is strongly three-dimensional.
Compared to inviscid flow (i.e. Euler simulation), the
interfacial mixing induces a smoother transition of the
temperature between both airstreams for viscous flow.

Figure 5: Mean temperature contours with sfreamlines,
(LES above and Euler below).

The streamlines in viscous flow reveal that interfacial
mixing causes a fraction of the warm airflow to be brought
back into the warm zone, entrained by the cold airstream.
This re-entrainment is similar for the cold airflow.
However, no re-entrainment happened when the viscosity
is switched off (Euler). The sharp edges of the aperture
cause flow separation. At a section slightly downstream
of the opening where the streamlines get almost
horizontal, the maximum flow contraction takes place. In
this section, the effective cross-section area for the airflow
passage is minimum leading to the maximum velocity
magnitude. This narrowest flow region is known as vena
contracta and can occur when streamlines are unable to
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follow sharp angles of openings. This area is shown by
the streamlines passing through the aperture in Fig. 5,
while it is not predicted by the theoretical model. The
contraction will affect the airflow rate (or Cq) and heat
exchange through the aperture.

Profiles of the time-averaged streamwise velocity and air
temperature along a line in the middle of the doorway are
shown in Fig. 6. The simulation results are also compared
with those obtained by Euler simulation. For the theory,
the velocity is scaled by a Cq4 calibrated by the LES (see
next subsection). The first figure shows that the
streamwise velocity is very similar between the LES,
Euler simulation and the theory (denoted by Bernoulli)
away from the middle of the door where the mixing takes
place. The theory is able to successfully reproduce the
streamwise velocity over a large part of the doorway. This
can explain why this theory has been widely used in
practice when an estimate of Cq is available. In the middle
of the doorway, the Euler simulation and the theory also
show similar results.
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Figure 6: Time-averaged streamwise velocity and
temperature profiles in the middle of the doorway.
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It is only by introducing viscous effects and the resulting
mixing that the velocity field shows a smoother transition.
This transition zone has a length of 0.2 H, centered on the
NP.

The mean temperature profiles confirm these conclusions.
The LES and Euler simulation give similar results over a
large fraction of the door. In the middle of the doorway,
the Euler temperature profile is close to a step function of
5K as assumed by the theory. On the contrary, the LES
has a smoother transition.

Bulk Quantities

Considering the Bernoulli equation for an inviscid
horizontal airflow passing through the aperture, the
maximum theoretical volume flow rate (Q,,q,) can be
evaluated as [9]:

A

Qmax =§vg/H )10(

A
g/ =gp—p )

/313

- (1+ (pe/Pu)?) )12(

e w 8
Q = CyQmax MN3(

Where A and H are the aperture area and height,
respectively. g/ is defined as the effective acceleration of
gravity. For low temperature differences until 40K the
effective density, p,, can be replaced with the average
density [9]. The value of Cq4 is computed by dividing the
actual volume flow rate (Q) by the maximum theoretical
volume flow rate from the theory (Q,uq). The time
histories of the total volume flow rate, volume flow rate
of each air stream, heat transfer, and doorway orifice
coefficient are shown in Fig. 7.

The total volume flow rate of the warm and cold airflows
respects the conservation of mass. In other words, the
mass flow entering the sealing room must equal the mass
flow leaving the room. As both reservoirs are adiabatic,
energy is also conserved and the convective heat flow
(Qc) of both airstreams has the same magnitude but
opposite signs.

Besides the existence of small fluctuations in Fig 4., LES
and Euler approaches produce nearly the same values of
each bulk quantity (i.e. volume flow rate, Cq and heat
transfer). Hence it can be concluded that bulk quantities
will not be affected significantly by unsteady flow
structures developing along the counterflow interface.

Conclusions

The characteristics of the three-dimensional bulk flow
through a large vertical opening induced by the
temperature difference of two isothermal reservoirs have
been extensively studied in the literature. However,
factors influencing the flow (or the discharge coefficient,
Cq), such as unsteady flow phenomena should still be
studied. ANSYS Fluent was used to investigate this
effect. LES using the WALE subgrid scale model was



BuildSim-Nordic 2020

adopted to predict the unsteady turbulent behaviour of the
counterflowing airstreams. Results were compared to
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Euler simulation. The inviscid flow showed no mixing or
heat transfer between the opposite airflows close to and
within the aperture. On the contrary, unsteady flow
structures near the neutral plane were predicted by LES
and generate interfacial mixing. Three phenomena
resulted from the two counterflowing warm and cold
airstreams (i.e. shear layer, re-entrainment effects and
unsteady flow structures) and led to a reduction of the
mass flow and heat exchange through the doorway. The
theory was able to fairly reproduce the streamwise
velocity and air temperature over a large fraction of the
doorway. However, significant differences between
viscous (i.e. LES) and inviscid flows (i.e. Euler and
theoretical model) were present in the middle of the
doorway (]z] < 0.2 H) due to mixing. Even though
unsteady flow structures were present in the middle of the
doorway, bulk quantities such as Cq were not affected
significantly. The values of Cq4 calibrated by the LES and
Euler simulation were very similar.

References

[1] D. Scott, R. Anderson, and R. Figliola, "Blockage of
natural convection boundary layer flow in a multizone
enclosure," International journal of heat and fluid flow,
vol. 9, no. 2, pp. 208-214, 1988.

[2] J. Neymark, C. R. Boardman III, A. Kirkpatrick, and
R. Anderson, "High Rayleigh number natural convection
in partially divided air and water filled enclosures,"
International Journal of Heat and Mass Transfer, vol. 32,
no. 9, pp. 1671-1679, 1989.

[3] L. Georges, G. Cao, and H. M. Mathisen, "Further
Investigation of the Convective Heat Transfer between
Rooms through Open Doorways," in the 12th REHVA
World Congress: volume 5. Aalborg: Aalborg University,
Department of Civil Engineering., 2016.

[4] P. Favarolo and H. Manz, "Temperature-driven single-
sided ventilation through a large rectangular opening,"
Building and Environment, vol. 40, no. 5, pp. 689-699,
2005.

[5] D. Agonafer, L. Gan-Li, and D. B. Spalding, "The
LVEL turbulence model for conjugate heat transfer at low
Reynolds numbers," Application of CAE/CAD Electronic
Systems, ASME, vol. 18, pp. 23-26, 1996.

[6] F. Allard and Y. Utsumi, "Airflow through large
openings," Energy and Buildings, vol. 18, no. 2, pp. 133-
145, 1992.

[7] R. Pelletret, G. Liebecq, F. Allard, J. Van der Maas,
and F. Haghighat, "Modelling of large openings," in /2th
AIVC Conference: Air Movement and Ventilation Control
Within Buildings, 1991.

[8] F. Allard et al., "Airflow through large openings in
buildings," Annex 20: Air flow patterns within Buildings,
1992.

[9] D. Wilson and D. Kiel, "Gravity driven counterflow
through an open door in a sealed room," Building and
Environment, vol. 25, no. 4, pp. 379-388, 1990.

[10] A. Lefauve, J. Partridge, and P. Linden, "Regime
transitions and energetics of sustained stratified shear



BuildSim-Nordic 2020

flows," Journal of Fluid Mechanics, vol. 875, pp. 657-
698, 2019.

[11] F. Nicoud and F. Ducros, "Subgrid-scale stress
modelling based on the square of the velocity gradient
tensor," Flow, turbulence and Combustion, vol. 62, no. 3,
pp. 183-200, 1999.

[12] A. Leonard, "Energy cascade in large-eddy
simulations of turbulent fluid flows," Adv. Geophys. A,
vol. 18, no. A, pp. 237-248, 1974.

[13] A. Yuen, G. Yeoh, V. Timchenko, S. Cheung, and T.
Chen, "Study of three LES subgrid-scale turbulence
models for predictions of heat and mass transfer in large-
scale compartment fires," Numerical Heat Transfer, Part
A: Applications, vol. 69, no. 11, pp. 1223-1241, 2016.
[14] M. Sjdlander, M. Jahre, G. Tufte, and N. Reissmann,
"EPIC: An energy-efficient, high-performance GPGPU
computing research infrastructure," arXiv preprint
arXiv:1912.05848, 2019.

-70-



AS.Paper V. 199

A5 PaperV

Comparing the performance of RANS turbulence models
between different cavity flow benchmarks

Elyas Larkermani, Vegard Mikkelsen Bjerkeli, Laurent Georges

Proceedings ROOMVENT CONFERENCE. 16TH 2022. (ROOMVENT 2022)(2
PARTS) Item#: 065443 Held 16-19 September 2022, Xi’an, China. EDP
Sciences. 2022



200 APPENDED PUBLICATIONS A




E3S Web of Conferences 356, 04010 (2022)
ROOMVENT 2022

https://doi.org/10.1051/e3sconf/202235604010

Comparing the performance of RANS turbulence models
between different cavity flow benchmarks

Elyas Larkermani'”, Vegard Mikkelsen Bjerkeli', and Laurent Georges'

"Norwegian University of Science and Technology, Department of Energy and Process Engineering, Kolbjern Hejes v 1B, NO-7491,
Trondheim, Norway

Abstract. To evaluate the performance of RANS turbulence models, this study compares four different
cavity flow benchmarks using the prevailing two-equation turbulence models for indoor airflows, namely
the standard and RNG k-¢ and the standard and SST k-® models. A cavity flow consists of one air inlet and
one outlet slot. The inlet slot is positioned on the upper left corner of the cavity, whereas the outlet slot is
located in the lower right. This cavity flow is representative of mixing ventilation. These four cavity
benchmarks differ by their geometry (i.e., the aspect ratio of the room), flow regime and whether the flow
is isothermal or not. Measurements of the air velocity and temperature in these benchmarks are used to
evaluate the accuracy of the RANS turbulence models. Many existing studies have investigated the airflow
and heat transfer over these benchmarks. However, the numerical methods and other relevant CFD
parameters are not always described in detail, reducing the transparency and reproducibility of these works.
To compare the influence of the RANS turbulence model on the four cavity flows, a same CFD setup is
adopted here for all benchmarks. This setup is based on the best practice in RANS, namely a steady second-
order spatial discretization on a wall-resolved structured mesh and with a grid convergence analysis. The
results show that k-¢ models, particularly the standard k-& model, are best suited in a fully turbulent flow
regime without strong pressure gradients. On the opposite, the SST k- model performs best in the

transitional regime while the k-& models only give moderate to poor results.

1 Introduction

Accurate prediction of indoor airflows is required to
design comfortable and healthy indoor environments.
Designers may use indoor flow modeling to evaluate the
proposed ventilation strategy and ensure that the thermal
comfort and indoor air quality (IAQ) criteria are met at
the design stage. However, it should deliver sufficiently
accurate detail at a low financial and labor cost. The two
most common approaches that have been developed to
study indoor airflow are experimental measurements
and computational fluid dynamics (CFD). The former
approach is usually implemented on the full scale of the
actual model. However, reliable and detailed
information on indoor airflows can be provided at a
lower cost using CFD. Substantial development in
numerical  schemes, turbulence models, and
computational power make CFD more efficient today
than 50 years ago. Although some measurement
techniques are still in use and essential to validate CFD
simulations, CFD can replace some of these flow
measurements to reduce the costs.

The Reynolds-Averaged Navier Stokes (RANS)
turbulence modeling is widely used to simulate airflows
in ventilated spaces. Other approaches such as Large
Eddy Simulation (LES) are more accurate for
ventilation flow prediction, but their applications are
quite limited due to higher computational costs.

* Corresponding author: elyas.larkermani@ntnu.no

However, three distinct physical phenomena of indoor
airflows, i.e., transitional flow, turbulence anisotropy
and adverse pressure gradients, are demanding for
RANS modeling [1]. The performance of many RANS
turbulence models may change significantly depending
on the flow regime. Although a fully turbulent airflow
develops in the room, a transitional airflow may still
form in some regions, e.g., near supply jet or low-
velocity regions. In addition, only a few RANS models
can capture turbulent anisotropy present in regions of
high shear. On top of that, the separation of a boundary
layer due to an adverse pressure gradient is not easily
predicted with high-Reynolds RANS turbulence
models. Therefore, it is uncertain which RANS models
are suitable depending on the airflow characteristics in
the enclosure.

In two recent studies by Peng et al. [2] and van Hoff
et al. [3], the accuracy of CFD simulations for indoor
airflows in isothermal and non-isothermal backward
facing step flow was evaluated by different teams from
the ventilation research community and industry. A
large spread in the results was reported during these
workshops as multiple user decisions affect the final
results, such as the choice of the numerical method.
However, the choice of turbulence model was
recognized as the parameter with the most significant
impact. The results from the two studies indicate the
importance of validation against benchmark test cases

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(http://creativecommons.org/licenses/by/4.0/).
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with available experimental data to ensure accuracy of
CFD simulations for indoor airflows. Our study
evaluates the performance of RANS two-equation eddy-
viscosity models in four different cavity flow
benchmarks representative for mixing ventilation at
both transitional and fully turbulent regimes.

2 Methodology

2.1 Description of the cavity flow benchmarks

A cavity flow represents an airflow in an empty
ventilated space where an attached wall jet is discharged
into the room along the ceiling. With a sufficiently high
inlet velocity, the jet impinges the opposing wall and
deflects into the cavity zone. The separation of the
boundary layer close to the top corner of the room
generates a recirculation region in the enclosure (Figure
1). The four cavity flows differ by the geometry aspect
ratio, the airflow regime and thermal effects (i.e.,
isothermal and non-isothermal cases). The first
benchmark called the IEA Annex 20 test room is
isothermal. The experimental measurements were
carried out by Nielsen et al. [4] using Laser Doppler
Anemometry (LDA). The slot Reynolds number (Re) is
5000, indicating a fully turbulent room airflow. Since its
creation, multiple attempts [5-9] have been made to
reproduce the airflow pattern and velocity profile of this
cavity flow using the prevailing turbulence models for
indoor airflows such as k-¢, RNG k-¢, k-» and k-o SST.
The dimension of the computational domain is defined
in Table 1.

Benchmark 2 has a same geometry as benchmark 1
but with a different aspect ratio (Table 1). The
experimental data are reported by Nielsen [10] in his
Ph.D. thesis for both isothermal and non-isothermal
conditions. The isothermal flow was measured with hot
wire anemometry, and measurements were done only at
a vertical line (x = 2H). The benchmark is simulated
here for a Reynolds number of 7100 in isothermal mode.

In benchmark 3, a slightly different geometrical
configuration compared to benchmarks 1 and 2 is
adopted as the width is considerably smaller than the
length and height (Table 1). So inlet and outlet openings
have a smaller area than the previous ones. The flow is
non-isothermal. In the experiments done by Blay et al.
[11], the setup has two guard cavities to make the side
walls adiabatic. The walls were made of aluminum and
kept at a constant temperature using temperature-
controlled water (with a precision of 0.25°C). The floor
is kept at a constant temperature of 35.5°C, while the
remaining three walls have a temperature equal to the
inlet temperature of 15°C. A uniform velocity profile of
0.57 m/s is imposed at the inlet, leading to a Reynolds
number of 684 based on the inlet height. Velocity
measurements were done using Laser Doppler
Velocimetry (LDV) and temperature measurements
with Cr-Al thermocouples.

Benchmark 4 is a cubical cavity without buoyancy
effects (Table 1). The experiment was done by van Hoff
et al. [12] at two different Reynolds numbers, 1000 and
2500, representing a transitional flow. The working

fluid was water, and the velocity field was measured
with a 2D PIV system.

Jet detachment
Wall jet region  point Secondary

vortex

inlet

uor3ax
SwSurduy
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|

Recirculation vortex

Fig. 1. IEA Annex 20 test room [4]. The measurement lines in
benchmarks 1 and 2 are two vertical lines and two horizontal
lines in red.

Table 1. Cavity flow benchmark description.

Benchmark 1 2 3 4
Reatinlet| 5000 7100 684 1000/2500
Flow Fully Fully o,
regime | Turbulent | Turbulent Unknown [Transitional
Thermal Non-
effects Isothermal | Isothermal Isothermal Isothermal
L/H 3 3 1 1
W/H 1 4.7 0.288 1
h/H 0.056 0.056 0.0173 0.1
t/H 0.16 0.16 0.0231 0.0167
H [m] 0.0893 0.127 1.04 0.3

2.2 Governing equations and numerical setup

The airflow field in a cavity is computed using the
Reynolds Averaged Navier-Stokes (RANS) equations
for the mass, momentum and energy conservations
where the Reynolds stresses have been modeled using
an eddy viscosity:

6xl- -
ot 0x] N Pref (7xi
9 o1, @
+ a—xj [(U + Ut) a—x]}
B _ +Bg(T—Ter)
of 0&T _ o[ . .o -
at T ox, ox | " 0x

where the bar represents the time averaging, x; denotes
the i*" spatial coordinate direction, ; represents the
time-averaged velocity field in the x; direction, t the
time, p the time-averaged static pressure, and T the
time-averaged temperature. The effect of buoyancy
forces is taken into account using the Boussinesq
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approximation where B = 1/T, is the thermal
expansion coefficient of the air modeled as an ideal gas
and g; the gravitational acceleration. The parameters v
and a are the kinematic viscosity and thermal
diffusivity, respectively. Turbulent kinematic viscosity
and thermal diffusivity are defined with the subscript .

After conducting a grid sensitivity analysis for each
benchmark, a structured orthogonal mesh is selected
based on a trade-off between accuracy and
computational cost. An overview of the grid size
adopted for each benchmark is provided in Table 2. All
meshes have been constructed to have y* less than five
on the walls to resolve the boundary layers. The
turbulence model that showed good convergence in
previous studies is selected for grid analysis. The inlet
turbulent intensity is set to match the experimental
value.

Table 2. Grid size based on grid sensitivity analysis.

Benchmark 1 2 3 4
Geometry 3D 3D 3D 3D
N“gglesr °f| 342000 | 1771000 | 189000 | 1214000
Inlet
turbulent 4% 5% 6% 6%
intensity
Turbulence| Standard | Standard RNG SST
model k—¢ k—¢ k—¢ k—w

The nonlinear governing equations are discretized
using a second-order cell-centered finite volume method
implemented in the ANSYS Fluent commercial CFD
package. The SIMPLE algorithm is employed for
pressure-velocity coupling. The time derivatives are
advanced in time using the “Second Order Implicit”
scheme. The “Second Order Upwind” scheme is
adopted for the treatment of the convective terms of the
governing equations. The pressure interpolation is
provided by the “Second Order” scheme. “Enhanced
wall treatment” has been used as the default wall
modeling option. The no-slip boundary condition is
applied to all walls.

All benchmarks are run in steady-state mode.
However, the averaging technique introduced by
Blocken [13] is applied when fluctuations of the
residuals and other physical quantities (such as the drag
coefficients on the floor or ceiling) are detected. In this
technique, the solution is averaged over many iterations
to get a statistically independent solution. The number
of iterations required is case dependent and must be
investigated for each benchmark. The convergence
criteria for all simulations are fulfilled when the absolute
residuals drop down to 10 and the drag coefficient on
the ceiling and floor walls reaches stable values.

3 Results and discussion

The performance of six turbulence models, the standard
k-g, RNG k-¢, realizable k-¢, AKN low-Re k-¢, standard
k- and the k- SST, is shown for the four benchmarks
in Figures 2 and 3.

3.1 Benchmarks 1 and 2

The distribution of the normalized streamwise velocity
component along the cavity height at two vertical lines
(x = H, x = 2H) is plotted in Figures 2(a), (b), (¢) and
(f). The negative velocities in the lower part of the cavity
are evidence of a substantial air recirculation region
inside the cavity. Figures 2(c), (d), (g) and (h) show
normalized vertical velocity distribution along two
horizontal lines (z = h/2, z=H — h/2) in the mid-
plane. None of the turbulence models achieves a perfect
fit of the experimental data. In particular, in Figure 2(c),
simulation results differ remarkably from experiments.
From this figure, the RNG and realizable k- turbulence
models cannot correctly predict the flow direction on the
cavity’s left part. In other words, solutions from these
models have a different flow pattern than experiments in
this part of the cavity. The most apparent differences
between the turbulence models can also be found in the
lower-left corner of the cavity, i.e., the left part of
Figures 2(c) and (g). Turbulence models struggle to
model the flow in this part of the cavity because the flow
may be dominated by the transitional regime and have
anisotropic behavior. Figures 2(a) and (b) also reveal a
noticeable deviation between the turbulence models
regarding the jet velocity along the floor and ceiling.

3.2 Benchmark 3

Profiles of normalized velocity and temperature along a
vertical centerline (x = L/2) are depicted in Figures
2(i) and (j) as well as along a horizontal centerline
(z = H/2) in Figures 2(k) and (1). Since simulations
gave oscillatory residuals, the results were averaged
over 2000 iterations for each model. According to
Figures 2(i) to (1), all turbulence models predict fairly
accurately the flow pattern. However, the maximum
velocity for the jet along the ceiling is overestimated by
two k-o models. Moreover, all models underestimate
the jet velocity along the floor and left wall under the
inlet. Although the air temperature along the cavity
walls is in good agreement with measurement data, it is
underpredicted by all models inside the recirculation
zone due to insufficient air mixing (Figures 2(j) and (1)).
The realizable k-& model reproduces experiment data
better than other turbulence models, whereas the k-m
SST model is relatively less successful.
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3.3 Benchmark 4

Normalized velocity profiles from standard k-¢, RNG k-
g, realizable k-g, and k-o SST turbulence models at three
vertical lines (x = 0.2L, 0.5L, 0.8L) are compared with
the experimental results in Figures 3(m) to 3(0). Using
the k-o SST model, the location of the detachment of
the jet can be predicted quite well (Figure 3(0)). The
other models predict detachment further away from the
inlet. Right above the floor, a large discrepancy with
measurement data can be observed in the velocity
profile at all three lines. However, no conclusion can be
drawn due to reflections from the glass floor leading to
inaccurate measurements. For all three lines, each model
appears to overpredict the maximum jet velocity. The k-
® SST shows the best performance, while the standard
k-¢ has the largest deviation from experiments.

3.4 Cross comparison

It can be concluded that none of the turbulence models
perform equally well for all benchmarks, so none of the
models seem universal. The main conclusions are:

o Generally, a good agreement is found between CFD
results and measurements that validate the use of
CFD for the prediction of airflows in buildings.

o The standard k-e¢ model is the most accurate for
benchmarks 1 and 2. In addition, the results
obtained using the standard k-g¢ model are
consistent with the literature. The standard k-e
model is thus a good choice when simulating indoor
airflows with fully turbulent characteristics without
large pressure gradients.

o The deviation from the experimental measurements
in the area below the inlet in benchmarks 1 and 2
may be attributed to the anisotropy of the
transitional flow present in that region because
RANS eddy-viscosity models cannot be taken into
account the flow anisotropy.

o All three k- models provided the best agreement
with experiments in benchmark 3, whereas the k-©
SST model was clearly superior to the k-¢ models
for benchmark 4. Benchmark 4 has larger pressure
gradients along the wall jet. The poor results of k-¢
models are primarily caused by an incorrect
determination of the location of jet detachment, so
they should be used with caution for transitional
flows. The standard k-¢ model gave the worst
results. The k- SST model performs better in the
transitional flow regime with pressure gradients and
jet impingement.

4 Conclusions

In this study, the performance of the prevalent two-
equation RANS turbulence models to predict mixing
ventilation was studied. The performance was compared
with experimental measurements on four cavity flow
benchmarks using the CFD best practice. In conclusion,
none of the turbulence models performs equally well in
all scenarios, confirming the importance of selecting a

suitable turbulence model for a given case, e.g.,
according to the flow regime. Additional benchmarks
are needed to discriminate clearly the specific influence
of other parameters on the CFD solution, such as the
inlet boundary conditions. A similar study using the
Large Eddy Simulation (LES) could also be performed
to test the universality of LES to accurately predict the
indoor airflow characteristics at different flow regimes.
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Abstract. A cavity flow consists of one air inlet and one outlet slot. The inlet slot is positioned in the upper
left corner of the cavity, whereas the outlet slot is located in the lower right. This cavity flow is representative
of mixing ventilation. The literature shows that the prevalent two-equation RANS turbulence models can re-
produce the measured velocity field in the cavity for the transitional and fully turbulent flow regimes. However,
a single turbulence model cannot perform equally well at these two flow regimes: k—e models perform well
for the fully turbulent regime, while the k—w models perform best in the transitional regime. In general, this
dependence on the flow regime can make the use of RANS less reliable during the ventilation design phase. By
definition, LES is expected to be suited for transitional and fully turbulent flow regimes. Therefore, it is worth
investigating and comparing the performance of LES and RANS on two isothermal cavity flow benchmarks,
which differ by their geometry (i.e., the aspect ratio of the room) and flow regimes. Simulations are performed
on structured grids using the Dynamic Smagorinsky subgrid-scale (SGS) model for LES and the standard k—e,
standard k—w and BSL k—w turbulence models for RANS. In addition, the performance of DES is also investi-
gated and compared using the Spalart-Allmaras and realizable k—e DES. Results show that the LES using the
Dynamic Smagorinsky is indeed able to reproduce the velocity field for both flow regimes, making the model
more universal than RANS. However, results are strongly dependent on the turbulence level at the inlet. In ad-
dition, it is shown that spatial-developing synthetic turbulence at the inlet gives comparable results as a separate
LES simulation, leading to simpler and less computationally expensive simulations. Regarding DES, the real-
izable k—e DES gives fairly good results for the fully turbulent case. However, the DES has numerical stability
issues when adding considerable synthetic turbulence at the inlet and suffers from the depletion of turbulent
structures under the transition from RANS to LES. In conclusion, LES can be more universal to predict the
ventilation performance of mixing ventilation in buildings, but it requires a good knowledge of the turbulence
intensity at the air inlets, which may not be a straightforward task during design. Regarding DES, it has the
potential to decrease computational costs compared to LES, but it requires further research for the cavity flow.

1 Introduction

In pursuit of improving, developing, and investigating
Heating, Ventilation, and Air Conditioner (HVAC) sys-
tems, the need for accurate and robust methods to predict
airflow distribution within rooms is crucial. Two main ap-
proaches exist: experimental measurement and Computa-
tional Fluid Dynamics (CFD) modelling. The CFD ap-
proach is often preferred due to its flexibility in conduct-
ing parameter sensitivity analysis and altering geometry.
Especially with the continuous increase of computational
power, CFD methods have become increasingly common
for predicting airflow within rooms. CFD offers a variety
of turbulence models to simulate the complexity of airflow,
each varying in computational expense and accuracy.

*e-mail: simon.bjuri@ntnu.no
**e-mail: elyas.larkermani @ntnu.no
***e-mail: laurent.georges @ntnu.no

Turbulence models are typically classified into three
main categories: Direct Numerical Simulations (DNS),
Large Eddy Simulations (LES), and Reynolds-Averaged
Navier-Stokes (RANS). DNS is the most computationally
demanding as it resolves all turbulence structures on the
numerical mesh. LES only resolves the largest turbulent
structures, modelling the effect of the smallest eddies us-
ing a subgrid-scale (SGS) model. The RANS approach
solves for the time-averaged pressure and velocity fields
and models the effect of the turbulent fluctuations on the
time-averaged field through closure models. The Detached
Eddy Simulation (DES) is a method that combines LES
and RANS. In the region near the wall where a high cell
count would be required to perform LES, DES employs
RANS. Conversely, in the far-field region where fewer
cells are required for a LES, DES utilizes LES. While DNS
offers the highest accuracy, it is computationally expen-
sive and mostly suitable for simple geometries. RANS is
far less computationally expensive, but the accuracy de-



pends on the specific models used, and a universal RANS
model that provides high accuracy under all flow regimes
does not exist, as demonstrated by Larkermani et al. [1].
LES sits between DNS and RANS in terms of computa-
tional cost and accuracy, while DES falls between RANS
and LES.

In 1978, Nielsen et al. [2] used CFD to replicate ex-
perimental data obtained by Nielsen [3] for a fully turbu-
lent cavity flow with a Reynolds number of 5000. Numer-
ous researchers have since explored this benchmark (see
e.g., [4-7]) studying the performance of different turbu-
lence models on this setup. Rong and Nielsen [4] tested
out several RANS models on this benchmark in 2D and
concluded that the standard k— € model gave the best re-
sults while the SST k—w had the worst performance. How-
ever, none of the RANS models could fully predict the
flow, especially the secondary vortex by the corner. Bjuri
obtained similar results [5] when running the case in 3D
using RANS models. Taghinia et al. [6] and Zasimova et
al. [7] also investigated LES approaches on this bench-
mark. Taghinia et al. used a custom-made SGS model on
a mesh with 4 million cells and obtained good results. Za-
simova et al. used wall-modeled LES (WMLES) with up
to 48 million cells and got relatively good results except
for the backflow region. Both meshes were refined close
to the walls and where the inlet jet mixes with the air in
the cavity. Both of these research groups used a separate
LES of a periodic channel flow to recreate the turbulence
at the inlet of the cavity before conducting the LES of the
cavity.

Van Hooff et al. [8] created an experimental setup of
transitional cavity flow with Reynolds numbers of 1000
and 2500, and compared the experimental data with sev-
eral RANS turbulence models [9]. The mesh consisted of
1.3 million cells and was refined near the walls and in the
area below the ceiling where the inlet jet mixes with the
cavity. The conclusion was that the low-Re k — e model
yielded the best results. However, in studies by Bjuri [5]
and Bjerkeli [10], the SST k — w and Baseline (BSL) k—w
model performed the best. Van Hoff et al. [11] also tested
out LES on this benchmark with a Reynolds number of
2500 using the dynamic Smagorinsky model with a sim-
ilar mesh as in their previous study [9]. The conclusion
was that the LES performed better than the RANS model
for this case.

This article compares LES and DES to RANS models
on the cavity flow benchmarks in fully turbulent and tran-
sitional flow regimes, as measured by Nielsen [3] and Van
Hooff et al. [8], respectively. If the same turbulence model
can accurately predict both test cases, it could consistently
be applied to solve other cavity flows without prior knowl-
edge of the flow regime, making the model more universal.
Special care is given to the inlet boundary conditions for
LES and DES. Firstly, it will be investigated how the tur-
bulence intensity at the domain inlet will affect the results.
Secondly, spatial-developing synthetic turbulence will be
applied at the inlet. In previous studies, Taghinia et al.
[6] and Zasimova et al. [7] conducted a separate LES of
a periodic channel flow to generate the correct amount of
turbulence at the inlet for the fully turbulent case. If com-

parable results can be achieved with synthetic turbulence,
there would be no need for a separate LES for the inlet,
leading to simpler and less computationally demanding
simulations. Finally, to the author’s knowledge, the perfor-
mance of the DES has never been reported in the literature
for these cavity flow benchmarks. DES allows for larger
cells in the boundary layers than wall-resolved LES, re-
ducing computational costs compared to LES. DES could
not only shorten the computational time but also reduce
the need for computational power.

2 Methodology
2.1 Governing equations

The governing equations that describe the isothermal air-
flow in a cavity are the incompressible Navier-Stokes
equations. The different turbulence modelling approaches
have different ways of solving and approximating the
Navier-Stokes equations for turbulent flows. For RANS
models, the Reynolds-Averaged Navier-Stokes equations
(1) and (2) are being solved. The RANS equations solve
for the time-averaged velocity and pressure fields u and
p. The different RANS models have different ways of
approximating the turbulent viscosity v, as can be further
read in Fluent theory guide [12].
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For LES, the spatial filtered Navier-Stokes equations
are solved, which is identical to equations (1) and (2), ex-
cept that & and p is the filtered velocity and pressure, and
v, is the subgrid-scale (SGS) eddy viscosity. The main
idea of LES is that the large eddies are solved on the grid,
and the influence of smallest eddies is modelled through
the SGS models. A common SGS model is the Dynamic
Smagorinsky model, where the SGS viscosity is given by
equation (3). S is the rate of strain, A = Vclﬁ is the lo-
cal grid size and C; is the Smagorinsky constant. The
Smagorinsky constant is determined dynamically by ap-
plying an additional test filter described by Germano et al.
[13].

v, = (C;A)°S (3)

The DES Spalart-Allmaras proposed by Shur et al.
[14], replaces the length scale d used for the RANS model
Spalart-Allmaras with the length scale d which is defined
in equation (4). Cpgs = 0.65 is an empirical constant and
Apayx 1s the maximum edge length of the cell. This means
that an LES approach is used when CpgsAyux < d and
RANS is used otherwise.

J = mln(d, CDES Amax) (4)



Another popular DES model is based on the realizable
k—€ model. In this approach, the dissipation term in the
transport equation of the turbulent kinetic energy is given
by equation (5). Il is given by equation (6). k is the
turbulent kinetic energy and € is the turbulent dissipation
rate. This means that the transition between RANS and
LES is not only dependent on the local mesh size but also
by k and €.

302
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2.2 Description of the fully turbulent benchmark of
Nielsen [3]

The geometry of the fully turbulent case is shown in Figure
1 and consists of an inlet slot with an unspecified length
and a height of 0.168 m. This slot leads into a cavity mea-
suring 9.0 m in length, 3 m in width, and 3 m in height. The
outlet slot height is 0.48 m, and the length is unspecified.
The Reynolds number for this setup is 5000, based on the
height of the inlet slot and the inlet velocity (U;,). Laser-
Doppler measurements were taken for both the mean ve-
locity and the root mean square (RMS) values of the ve-
locity at four distinct lines: x = 3m, x = 6 m, y = 0.084 m,
and y = 2.916m. Based on the measured rms velocity,
the turbulence intensity (TI) at the inlet of the cavity was
estimated at about 4% by Nielsen [3].

Figure 1. Geometry of fully turbulent benchmark by Nielsen,
the figure is taken from [3].

For the evaluation of this benchmark using RANS, a
grid sensitivity analysis was performed, resulting in the
use of a mesh of 505 thousand cells. This yielded an aver-
age y* value of 2, which is recommended when using the
enhanced wall treatment. In instances where the RANS
model exhibited oscillating convergence, averages were
taken over 10,000 iterations. For LES and DES, a mesh
consisting of 6.8 million cells was utilized as this resolved
over 80% of the turbulent kinetic energy, meeting the ac-
curacy recommendations for LES [15]. A time sensitivity
analysis determined the optimal timestep to be 0.1 sec-
onds. To obtain averaged velocity components, the flow

was averaged over a minimum of six flow-through times
(FTTs), which was sufficient to get statistical-converged
first-order flow quantities. FTT is the time it takes for the
air to do one circulation inside the cavity, which was cal-
culated to be 130 seconds.

2.3 Description of the transitional benchmark of
Van Hooff et al. [8]

The geometry of the transitional experimental setup by
Van Hooff et al. [8] is shown in Figure 2. For the nu-
merical studies, only the contraction at the inlet, the main
cavity, and the outlet duct are included in the computa-
tional domain. The experimental data was collected at
two different Reynolds numbers: 1000 and 2500, calcu-
lated based on the inlet slot height and velocity. Velocity
measurements were taken at three vertical lines located at
x = 60mm, x = 150mm, and x = 240 mm away from the
inlet of the cavity.
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Figure 2. Experimental setup of transitional benchmark by Van
Hooff et al., the figure is taken from [9].

A mesh of 1.8 million cells was used for the RANS
studies, as determined by a grid sensitivity analysis. This
resulted in an average y* value of about 1. When the
RANS results exhibited oscillatory convergence, averages
were taken over 10,000 iterations. For the LES and DES, a
significantly finner mesh of 7.3 million cells was utilized.
A sensitivity analysis led to selecting a timestep of 0.025
seconds for the case with a Reynolds number of 1000,
and a timestep of 0.01 seconds for the Reynolds number
of 2500. The flow was averaged over a minimum of six
flow-through times (FTTs), which was sufficient to obtain
converged first-order flow statistics. For the cases with
Reynolds numbers of 2500 and 1000, one FTT was equiv-
alent to 20 and 50 seconds, respectively, as determined
by Van Hooff et al. [11]. At the CFD inlet, the TI was
equal to 6% and 18%, respectively for the cases where the
Reynolds number is 1000 and 2500. For LES, the vortex
method with 180 vortices was used at the inlet in line with
the setup for synthetic turbulence used by Van Hooff et al.
[11].



2.4 Numerical settings

Table 1 summarises the numerical settings employed for
the LES and DES. The RANS simulations utilize the same
settings, except for the momentum discretization, which
is performed using second-order upwind. The simulations
were conducted using the Ansys Fluent 2022 R2 software.

Table 1. Numerical settings of LES and DES

SIMPLE
Rhie-Chow: distance based
Least Squares Cell Based
Second order
Bounded central differencing
Second order upwind
Second order implicit

Pressure-velocity coupling
Pressure-velocity flux type
Gradient discretization
Pressure discretization
Momentum discretization
Turbulence model discretization
Time discretization

3 Results
3.1 Fully turbulent case

The velocity profiles for the fully turbulent case resulting
from the three RANS models: standard k—e, standard k—w
and BSL k—w are shown for the lines x = 3m, x = 6m, y =
0.084 m and y = 2.919 m in Figure 3. H is the height of the
main cavity (i.e., 3m), and U, is the average inlet velocity
of the cavity. The standard k—w model yields the best
results near the floor close to the inlet, while the standard
k—e model predicts the best results for the horizontal line
by the ceiling y = 0.084 m and at the vertical line x = 3m.
The standard k — e model is the RANS model giving the
overall best results for the fully turbulent case.
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¥=2.919m, horizontal line floor
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Figure 3. Velocity profiles of the standard k — €, standard k — w
and BSL k — w model for the fully turbulent benchmark.

In the LES, various TI were employed at the inlet of
the computational domain to reproduce meaningful turbu-
lent structures at the inlet of the cavity, using the so-called
"synthetic turbulent inflow-based spatial-developing sim-
ulation method" [16]. The TI investigated were 4%, 10%,
20%, 40% and 50%, where the vortex method was used

inserting 999 vortices at the CFD inlet. Figure 4 shows
the resulting velocity profiles. It is noticeable that a TI of
4% results in insufficient turbulence structures at the inlet
of the cavity, leading to an overly sharp velocity profile at
the vertical line of x = 3m and near the inlet. Elevating
the TI beyond 10% does not further improve the velocity
profiles.
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Figure 4. LES for different TI of 4%, 10%, 20%, 40% and 50%
at the CFD inlet of the fully turbulent benchmark.

Figure 5 shows the resulting u,,; profile generated by
LES for different TI at the CFD inlet. As measurements
are limited near the wall, the u,,,, profile is also compared
to the DNS data of a turbulent periodic channel flow with
a comparable bulk Reynolds number, meaning the DNS
of Moser et al. [17] at Re; = 180. The findings indicate
that our profiles converge to the measurements as the TT at
the domain inlet increases. For TI = 40% and TI = 50%,
the profiles are similar with the measurements in the cen-
ter of the slot and increase significantly near the wall as
in the DNS profile of Moser et al [17]. This is a signifi-
cant outcome as it demonstrates that the appropriate level
of turbulence at the cavity inlet can be produced by using
sufficient TI for the synthetic turbulence at the CFD inlet.
A TI of 4% at the CFD inlet deviates significantly from the
u,ms measured, which can explain why this velocity profile
differs from the other profiles shown in Figure 4.

Figure 6 displays the contour plots of the vorticity
magnitude for two scenarios with TI at the CFD inlet of
4% and 50%. This figure shows that a high TI increases
the vorticity in both the inlet duct and the main cavity. Fur-
thermore, the ceiling jet diffuses more in the scenario with
a higher TI at the CFD inlet. This is consistent with the
velocity profiles observed in Figure 4.

Figure 7 compares the LES velocity profiles with a TI
of 50% at the CFD inlet from this study with the LES re-
sults obtained from Taghinia et al. [6] and Zasimova et
al. [7]. The predicted LES velocity profiles obtained from
our study are more similar to those from Zasimova et al.
[7]. This encouraging outcome demonstrates that the LES
from this research aligns with other LES investigations,
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Figure 5. u,,, profiles at the cavity inlet of LES with various
inlet TI values at the CFD inlet compared to measurement and
the DNS results from Moser et al. [17] at Re, = 180.
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Figure 6. Instantaneous contour plots at the midplane z = Om
of the vorticity magnitude when the inlet TI is 4% and 50% for
LES of the fully turbulent case.

even without utilizing a separate LES of periodic chan-
nel flow to generate the inlet boundary conditions. Conse-
quently, the accuracy remains the same with a reduction in
computational cost and complexity.

Figure 8 depicts the DES Spalart-Allmaras and DES
realizable k—e approaches for a turbulence intensity of 4
% using the vortex method for the fully turbulent bench-
mark. The reason as to why DES was not implemented
with a higher TI at the CFD inlet, was because it diverged
for intensities exceeding 4%. This reveals a potential lim-
itation of DES when dealing with fully turbulent flows at
the inlet. The DES realizable k — € model performs much
better than the DES Spalart-Almaras model, which tends
to overestimate the velocity of the attached jet.

The velocity profiles of the overall best-performing
RANS model, the standard k— e, are compared with the
DES realizable k—e model and the LES model with a TI
of 50% in Figure 9. All of the models give relatively good
predictions of the velocity field compared to the experi-
mental data. LES and DES perform better at the line by
the floor y = 2.919 m, while the standard k—e model yields
the best results at the line by the ceiling y = 0.084 m.
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Figure 7. LES with an inlet TI of 50% at the CFD inlet compared
to LES studies by Taghinia et al. [6] and Zasimova et al. [7] of
the fully turbulent case.
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Figure 8. Velocity profiles of DES with the Spalart-Allmaras
and realizable k — € approach for the fully turbulent benchmark
with a TI of 4%.

3.2 Transitional case Re=1000

The velocity profiles for the same RANS models as pre-
viously analyzed are presented at the lines x = 60mm,
x = 150mm, and x = 240 mm in Figure 10 for the tran-
sitional case with a Reynolds number of 1000. H is the
height of the cavity (i.e., 300mm) and U, is the maxi-
mum velocity from the experimental data along the line.
The standard k—w model exhibits the best performance, as
the standard k—e predicts the detachment too late and the
BSL k—w predicts detachment too early.

The velocity profiles of the best performing RANS
model standard k — w, DES Spalart-Allmaras and the
LES are shown in Figure 11. The DES anticipates an
early detachment, whereas the RANS model and the LES
yield comparable profiles, with the standard k£ —w model
marginally outperforming the LES.
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Figure 9. Velocity profiles of RANS using the standard k —e
model, DES and LES with a turbulence intensity of 50% at the
CFD inlet of the fully turbulent benchmark.
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Figure 10. Velocity profiles of the various RANS models for the
transitional case with a Reynolds number of 1000.

3.3 Transitional case Re=2500

The same RANS models are also employed for the tran-
sitional scenario with a Reynolds number of 2500, as il-
lustrated in Figure 12. The BSL k—w model delivers the
best precision, whereas the standard k — e predicts a de-
tachment too late and the standard k — w too early and
both of these models underestimate the peak velocity at
the jet. Upon evaluating the performance of all the RANS
models against all the provided benchmarks, it becomes
evident that no single RANS model outperforms the oth-
ers in accurately predicting the velocity fields for all the
benchmarks. This verifies the conclusion of Bjerkeli’s
work [10], that there does not exist one universally accu-
rate RANS model for all the flow regimes of the cavity
flow.
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Figure 11. Velocity profiles of RANS using the standard k —
w model, DES and LES of the transitional benchmark with a
Reynolds number of 1000.
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Figure 12. The velocity profiles of different RANS models on
the transitional case with a Reynolds number of 2500.

Figure 13 compares the LES results from our study
and from the work of Van Hooff et al. [11]. It is noticeable
that the performance of the LES from our study is infe-
rior to that of Van Hooff et al. [11]. Both LES accurately
predict the detachment point, but the LES from our study
underestimates the peak velocity of the jet. Despite identi-
cal numerical and LES setups, the results vary, indicating
that the LES performance is dependent on the quality of
the mesh.

The velocity profiles of the best performing RANS
model BSL k—w, DES realizable k—e€ and LES are pre-
sented in Figure 14. BSL k—w model gives the best per-
formance, while DES gives the worst. For DES, the de-
tachment point is prematurely predicted, leading to an in-
accurate velocity profile. The primary challenge with DES
in the transitional case is its struggle to generate sufficient
turbulent structures in the flow. This problem might stem
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Figure 13. Comparison of velocity profiles between the LES of
this work with the LES of Van Hooff et al. [11] using the Dy-
namic Smagorinsky model for the transitional benchmark with a
Reynolds number of 2500.

from the transition from LES to RANS, which dampens
the turbulence structures in the flow, causing an early de-
tachment of the jet from the ceiling. This issue is also ev-
ident in the case with a Reynolds number of 1000. More-
over, for the fully turbulent case, DES encounters conver-
gence problems when too much synthetic turbulence is ap-
plied at the inlet. However, the DES realizable k — e model
is still able to yield fairly good results for the fully turbu-
lent case, especially close to the floor. Hence, more re-
search is needed to obtain a definitive conclusion to deter-
mine whether DES can yield good accuracy on the turbu-
lent cavity flows and to understand the convergence issues
with the inlet synthetic turbulence.

In this scenario, the RANS model outperforms the
LES. However, the challenge with RANS is the absence
of a universal model that performs well for cavity flows
with varying turbulent regimes and geometries. For the
transitional cases the k —w models outperform the k—e€
models, while the opposite is the case for the fully turbu-
lent benchmark. Therefore, LES is more versatile, and the
same LES model can be used for numerous cavity flow
cases with relatively good precision.

4 Conclusion

This article evaluated the performance of the LES and
DES to RANS turbulence modeling using two benchmarks
for turbulent cavity flow.

The first benchmark flow, by Nielsen [3], is classified
as fully turbulent with a Reynolds number of 5000. The
standard k—e model emerges as the best-performing RANS
model for this case. The turbulence intensity at the CFD
inlet influences the performance of the LES. With a tur-
bulence intensity of 10% or higher, LES results are con-
sistent and comparable to the LES by Zasimova et al. [7]
and Taghinia et al. [6]. Results also show that good ac-
curacy can be achieved by using spatial-developing syn-
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Figure 14. Velocity profiles of RANS using the BSL k—w model,
DES and LES of the transitional benchmark with a Reynolds
number of 2500.

thetic turbulence at the inlet, which is less computation-
ally demanding than conducting a separate LES of a pe-
riodic channel flow, as done in the literature. For DES,
simulations cannot be converged when the turbulence in-
tensity at the inlet exceeds 4%. However, the DES realiz-
able k—e gives fairly accurate results, leading to the best
results close to the floor. The limitation of DES is visible
on the wall-attached inlet jet where DES struggles with the
lack of resolved turbulent structures in the transition zone
between LES and RANS. In conclusion, the best RANS
and LES perform well for the fully turbulent case while
DES gives good results except for the wall-attached jet.

The second cavity flow benchmark investigated was
created by Van Hooff et al. [8]. It involves a transitional
flow with Reynolds numbers of 1000 and 2500. When the
Reynolds number is 1000, the standard k—w model is the
best overall RANS model, while for a Reynolds number of
2500, the BSL k—w model is the best RANS model. The
LES also performs well for these two transitional cases.
However, RANS slightly outperforms LES for the case
with a Reynolds number of 2500. When comparing the
LES with the study from Van Hooff et al. [6], it is clear
that different results are obtained despite identical numer-
ical setups. Regarding DES, it predicts insufficient turbu-
lence in the flow, resulting in premature flow detachment.
A possible explanation for this limitation is again related
to the transition between RANS and LES.

Conclusions are in line with Larkermani et al. [1]
which states that no RANS model can simultaneously give
satisfactory results for both transitional and fully turbu-
lent flows. Our study concludes that the LES is generally
more universal than RANS to compute turbulent flows in-
side such cavities as it does not require prior knowledge
of the flow regime. However, the performance of the LES
depends on the amount of synthetic turbulence at the inlet,
as shown for the fully turbulent case. This quantity may be
difficult to assess during a ventilation design but sensitiv-
ity analysis shows that a rough estimate could be enough.



Results also show that the spatial-developing synthetic tur-
bulence method is simpler to provide consistent boundary
conditions for LES at the cavity inlet. Regarding DES,
it is a promising approach compared to LES as it enables
to decrease the computational costs. Results are encour-
aging but, for this model to be reliable, more research is
required to understand its performance on the cavity flow
benchmark.
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