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A B S T R A C T

Gradient-based design optimization of floating structures with many design variables requires efficient and
accurate computation of hydrodynamic coefficients including wave excitation forces and their derivatives with
respect to design variables. For large-volume structures or structures with many component members, the
only practical method to determine diffraction and radiation forces is to apply a boundary element method
solver. This work presents the first known boundary element method solver with implicit analytic derivatives,
allowing for total derivative computation alongside force evaluation. Two case studies are presented: a single
floating circular column and a structure with multiple square columns attached to a horizontal pontoon. Force
results from both case studies agree well with reference data, while derivative results agree with the best
comparisons available. Computational requirements limit the applicability of this method and suggest further
work is required to refine this approach.
1. Introduction

Future applications of floating structures, such as floating offshore
wind, offshore aquaculture, and coastal infrastructure will require the
implementation of novel substructure concepts. Efficiently designing
these substructures requires understanding the first-order hydrody-
namic loads on the structure, especially the diffraction forces from
incoming waves and radiation forces from motions of the structure.
Design optimization offers an efficient and systematic approach to
finding the best possible substructure design. As more design variables
are used in an optimization problem, algorithms that consider gradients
of the optimization objective and constraints with respect to the design
variables provide significant performance improvements. For problems
beyond a certain scale, often on the order of ten design variables,
gradient-free methods become intractable (Martins and Ning, 2021,
Chapter 1).

Previous gradient-based design optimization studies for floating
structures have most often considered floating wind turbine design.
Various methods have been employed to find hydrodynamic coeffi-
cients (wave excitation, frequency-dependent added mass, radiation
damping) and their derivatives. Fylling and Berthelsen (2011) devel-
oped an early gradient-based design optimization tool that used a
proprietary tool to compute hydrodynamic coefficients. Derivatives of
responses were computed using a finite difference approach, though the
authors noted this was a source of error. Dou et al. (2020) developed
a gradient-based optimization model for a spar buoy using the QuLAF

∗ Corresponding author.
E-mail addresses: peter.j.rohrer@ntnu.no (P.J. Rohrer), erin.bachynski@ntnu.no (E.E. Bachynski-Polić).

model (Pegalajar-Jurado et al., 2018) with Morison-type hydrodynamic
excitation and sensitivity analysis based on derivatives of the equation
of motion. Pollini et al. (2023) extended this QuLAF-based optimization
using Morison-type loads to the TetraSpar, a structure with multiple
cylindrical components. Hegseth et al. (2020) developed a gradient-
based optimization model capable of considering nearly 100 design
variables for a spar-buoy platform that used MacCamy–Fuchs’s the-
ory (see Section 2.1.2) to find diffraction forces and a strip theory
approximation of added mass. Total derivatives were computed in
the OpenMDAO framework using a coupled implicit analytic total
derivative method. In previous work by the authors Rohrer et al. (2022,
2023), Hegseth’s gradient-based model was extended to structures
with horizontal members using Morison-type excitation and consid-
ering generic modal response for flexible structures. A recent review
by Sykes et al. (2023) found no examples of floating wind turbine
design optimization that included a differentiated BEM solver, or any
other approach that could provide accurate wave excitation loads and
their gradients for generic large-volume or multiple column structures.

Surrogate models, or models used to predict hydrodynamic co-
efficients based on many simulation results, have also been applied
to floating wind turbine analysis and design optimization. Kalimeris
(2023) developed surrogate models for optimization of a multiple
column floating wind turbine substructure. One of the surrogate models
used two inputs: column diameter (constant over the length of the
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column) and distance between columns as inputs, and the hydrody-
namic coefficients as outputs. The training data included 350 samples
obtained using a Python wrapper of HAMS (Liu, 2019), an open-
source boundary element method (BEM) solver. Kalimeris found that
this surrogate model captured hydrodynamic coefficients well, albeit
with some noise. Ilardi et al. (2024) developed a surrogate model
trained on 28125 BEM runs to predict hydrodynamic coefficients of
spar-buoys with varying radii along the length of the column. While not
applied to design optimization, the hydrodynamic coefficients generally
agree with BEM results, though a limited range of frequencies and
coefficients were presented. The hydrodynamic coefficients, especially
frequency-dependent added mass, show significant noise in the key
wave frequency range.

As an alternative to surrogate models trained for a single design,
some methods have attempted determine hydrodynamic coefficients
by interpolation and combination of components or base platform
designs. Hall et al. (2014) assumed hydrodynamic properties of large-
volume and multiple column platforms could be approximated by
linear combinations of six basis platform designs. This assumption and
the resulting optimization studies performed well when interactions
between component members were less significant. Alonso Reig et al.
(2023) developed a method to estimate hydrodynamic coefficients for
multiple column structures by interpolating in a database of compo-
nent members and superimposing the component-level coefficients.
Correction terms for column interaction were applied and achieved
reasonable agreement with a full BEM solution, though this method
was not implemented in an optimization loop.

Outside of studies on floating wind turbines, design optimization
approaches for arrays of wave energy converters by Sharp and DuPont
(2016) and approaches for control co-design of wave energy converter
by Coe et al. (2020) both incorporated a BEM solver in the optimization
loop, and made use of gradient-free optimization techniques. McCabe
et al. (2022) developed a tool for gradient-based optimization of wave
energy converters, but relied on closed-form linear approximations of
hydrodynamic coefficients. Zhang et al. (2020) developed a kriging
surrogate model for determining hydrodynamic coefficients of arrays
of wave energy converters. They found that a direct surrogate model
struggled to overcome issues of dimensionality, but a hierarchical
surrogate model predicted diffraction forces very well for the array of
structures. This hierarchical surrogate incorporated physical knowledge
of the array of structures and predicted the additive effect of each
additional structure added to the array. The hierarchical surrogate
model was applied to a wave energy converter layout optimization
problem by Zhang et al. (2020) with only four design variables and a
gradient-free optimization algorithm. The surrogate model performed
better than an approximate method and nearly as well as the exact
solution, but gradient-based optimization was not attempted.

Analytic gradients of hydrodynamic loads have been developed pre-
viously for hydrostructural optimization of hydrofoils in work by Liao
et al. (2020, 2021) and Ng et al. (2022). Work by Liao et al. made use of
high-fidelity computational fluid dynamics flow solvers, while Ng et al.
implemented lower-order hydrofoil models. Neither of these methods
are directly applicable to developing analytic gradients of diffraction
and radiation forces for large-volume structures.

This work presents a differentiated BEM solver that provides ac-
curate diffraction and radiation forces and derivatives that can be
used for design optimization. To the authors’ knowledge, this is the
first such solver that includes analytical derivative computation. These
forces and their analytical derivatives enable the use of gradient-
based optimization tools and allow for a greater number of design
variables (Martins and Ning, 2021, Chapter 1). Analytical derivative
computation is considerably more accurate than finite difference ap-
proximations and very efficient, as the cost of derivative computation
does not scale directly with the number of design variables (Martins
and Ning, 2021, Chapter 6).
2 
A description of the key theoretical background for this differen-
tiated BEM solver (referred to as DBEMS) is given in Section 2. The
design of the solver, described in more detail in Section 3, largely fol-
lows that of other open-source BEM solvers. Several key modifications
are made to allow derivative computation, and exact partial derivatives
are defined for every step of the solver. Two case studies are presented
in Section 4 demonstrating the capability and limitations of DBEMS.
Forcing and derivatives are compared to other existing approaches.
Finally a discussion of the limitations of the solver and potential future
improvements is presented in Section 5.

2. Theory

2.1. Methods for determining hydrodynamic excitation forces in early de-
sign

Responses of most floating offshore structures in waves are domi-
nated by first-order excitation loads (Faltinsen, 1998, Chapter 1). Some
engineering models also include approximations of higher-order effects,
however, for this work, only first-order wave excitation loads are of
interest. Two common approaches for determining wave excitation at
an early design stage or for optimization are presented here: the bound-
ary element method and a combination of empirical and analytical
solutions for component-level loads.

2.1.1. Boundary element method approach
The boundary element method (BEM), also known as the panel

method, is a technique for determining fluid–structure interaction
based on linear potential flow theory. This method can be applied to
an arbitrarily shaped floating structure. The fluid is assumed to be
incompressible and inviscid, and its motion is irrotational. The fluid
velocity vector 𝑣 at a given point in space 𝒙(𝑥, 𝑦, 𝑧) and time 𝑡 can be
escribed with a single scalar potential 𝛷(𝒙, 𝑡) that satisfies the Laplace

equation (Eq. (1)) over the entire fluid domain, 𝛺 as shown in Fig. 1.
The total potential 𝛷 is a sum of the incident wave potential 𝜙0, the
diffracted wave potential 𝜙𝐷, and the radiated wave potential 𝜙𝑅.

∇2𝛷 = 0 (1)

A linearized boundary-value problem is created by introducing
several boundary conditions to the governing Laplace equation, as illus-
trated in Fig. 1. The first is a linearized free-surface boundary condition,
Eq. (2) applied on 𝑆𝐹𝑆 , which is equivalent to the combination of kine-
matic and dynamic free-surface conditions from linear wave theory. For
infinite water depth, Eq. (3) represents the bottom boundary condition
applied on 𝑆𝑆𝐵 . Finally, the body boundary condition, Eq. (4), requires
that the velocity of the body surface (𝑆𝐵) equals the velocity of the
fluid at the body surface at the mean body position and water level.
In Eq. (4), 𝑛 represents the normal vector on the body surface and 𝑢
represents the normal fluid velocity on the body surface. A far-field
boundary condition (on 𝑆∞) is also needed to solve the boundary-value
problem, as well as initial conditions if a time-domain solution is to be
computed.

𝑔 𝜕𝛷
𝜕𝑧

− 𝜔2𝛷 = 0 on 𝑧 = 0 (2)

|∇𝛷| → 0 when 𝑧 → −∞ (3)

∇𝛷 ⋅ 𝑛 = 𝑢 ⋅ 𝑛 on 𝑆𝐵 (4)

Two distinct boundary-value problems can be solved by applying
different normal velocities on the body surface in Eq. (4). For the
diffraction problem 𝑢 is zero (so 𝜙𝑅 = 0) while the total potential 𝛷
is the sum of the unknown diffraction potential 𝜙𝐷 and the incoming
linear wave potential 𝜙0 given in Eq. (5). Here 𝑔 is gravitational
cceleration, 𝑎 is the incident wave amplitude, 𝜔 is the incident wave
requency, 𝛽 is the incident wave angle, and 𝑘 is the wave number, de-

termined in deep-water by the dispersion relationship given in Eq. (6).
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Fig. 1. Diagram of boundary-value problem solved using the BEM.

The radiation problems can be solved for every degree of freedom
the body has by setting the velocity in the body boundary condition,
Eq. (4), to the velocity of the body in that degree of freedom and solving
for the total potential, 𝛷, with no incident wave. Finally, the Froude–
Krylov forces from the incident wave can be found based on incident
wave potential in Eq. (5) without solving the boundary value problem.

𝜙0 =
𝑖𝑔𝑎
𝜔

𝑒𝑖𝑘𝑧𝑒−𝑖𝑘𝑥 cos 𝛽−𝑖𝑘𝑦 sin 𝛽𝑒𝑖𝜔𝑡 (5)

2 = 𝑘𝑔 (6)

To solve the boundary-value problem, a Green function that satisfies
he free surface condition (Eq. (2)) and the sea bottom condition
Eq. (3)) is introduced. Several variations of the Green function are
ossible. A general form of the Green function for deep water (based
n a formulation from Newman (Newman, 2017, Chapter 4)) is given
n Eq. (7). The Green function gives the velocity potential at a point
(𝑥, 𝑦, 𝑧) due to a source at the point 𝝃(𝜉, 𝜂, 𝜁 ). The first term (Eq. (8))

corresponds to a source term at point 𝝃 while the second term (Eq. (9))
corresponds to a source term at 𝝃 reflected about the free surface,
satisfying the infinite water depth bottom boundary condition. The
final term, 𝐻(𝒙; 𝝃), is introduced to satisfy the linearized free-surface
boundary condition and the body boundary conditions.

𝐺(𝒙; 𝝃) = 1
𝑟
+ 1

𝑟′
+𝐻(𝒙; 𝝃) (7)

1
𝑟
= 1

√

(𝑥 − 𝜉)2 + (𝑦 − 𝜂)2 + (𝑧 − 𝜁 )2
(8)

1
𝑟′

= 1
√

(𝑥 − 𝜉)2 + (𝑦 − 𝜂)2 + (𝑧 + 𝜁 )2
(9)

Using this Green function, the radiation or diffraction potential on
the surface of the body can be written as a function of the source
distribution, 𝜎(𝒙), as in Eq. (10) for the diffraction potential. This is
known as the indirect method or source formulation. The gradient of
the potential on the body surface (with normal vector 𝑛) can also be

ritten as a function of the source distribution, as in Eq. (11). The term
𝜎(𝒙)
2 in Eq. (11) arises due to integration over the singularity introduced
t 𝒙.

𝐷(𝒙) = ∬𝛤
𝜎(𝝃)𝐺(𝒙; 𝝃)d𝑆(𝝃) (10)

𝜕𝜙𝐷

𝜕𝑛
(𝒙) = 𝜎(𝒙)

2
+∬𝛤

𝜎(𝝃)(∇𝐺(𝒙; 𝝃) ⋅ 𝑛)d𝑆(𝝃) (11)

Several methods have been developed for discretization and com-
putation of the Green functions and their surface integrals. The specific
methods used in this work are discussed in Section 3.1.

2.1.2. Empirical and analytical methods
A common approach in engineering tools is to approximate the

hydrodynamic excitation using the empirical MOJS (Morison’s) equa-
tion (Morison et al., 1950) or the analytical solution of the diffraction

problem proposed by MacCamy and Fuchs (1954). Both methods were

3 
originally developed for determining wave excitation on surface pierc-
ing cylindrical piles, but have been shown to be suitable for more
generic applications involving bodies in waves. These methods are
often combined with a strip theory approach based on constant added
mass terms to compute total added mass, while radiation damping is
neglected. Alternatively, for simple geometries, analytical expressions
for added mass and radiation damping are available, such as those
developed by Yeung (1981) for vertical cylinders. The main reason for
using an empirical or analytical approach is very fast computation using
closed-form equations and a basis in the fundamental physics of the
problem.

Morison’s equation. Morison’s equation is a semi-empirical formulation
for wave excitation that combines an inertia force proportional to wave
particle acceleration and a drag force proportional to the square of
wave particle velocity (Morison et al., 1950). For example, horizontal
and vertical forces on a horizontal cylinder with axis orthogonal to the
incoming wave (normal forces) can be expressed by Eqs. (12) and (13),
respectively, using the form from Faltinsen (1998, Chapter 7). Here
d𝐹1 is the horizontal force contribution and d𝐹3 is the vertical force
contribution for a strip of length d𝑦 and diameter 𝐷. The wave particle
accelerations are 𝑎1, 𝑎3 and velocities 𝑢,𝑤 in the horizontal and vertical
directions, respectively. This normal force formulation can be further
extended for strips with arbitrary orientation, while the tangential force
is typically replaced by a Froude–Krylov force on the cylinder’s base.

d𝐹1 = 𝜌𝜋𝐷
2

4
d𝑦𝐶𝑀𝑎1 +

𝜌
2
𝐶𝐷𝐷d𝑦𝑢

√

𝑢2 +𝑤2 (12)

d𝐹3 = 𝜌𝜋𝐷
2

4
d𝑦𝐶𝑀𝑎3 +

𝜌
2
𝐶𝐷𝐷d𝑦𝑤

√

𝑢2 +𝑤2 (13)

In Eqs. (12) and (13), 𝐶𝑀 and 𝐶𝐷 are the mass coefficient and
drag coefficient, respectively. For comparison to other methods (BEM,
MacCamy–Fuchs) that do not include a drag term, the drag coefficient
can simply be set equal to zero.

MacCamy–Fuchs theory. MacCamy and Fuchs developed an exact so-
lution to the diffraction problem for vertical bottom-fixed circular
cylinders based on earlier solutions for electromagnetic and sound
waves (MacCamy and Fuchs, 1954). The force expression they devel-
oped (Eq. (14)) gives horizontal force per unit length (d𝐹1) at depth
𝑧 for a given wave amplitude 𝑎, wave number (following Eq. (6)) 𝑘,
wave frequency 𝜔, water depth 𝐻 , and cylinder radius 𝑟. The phase
𝛼 given in Eq. (15) and amplitude 𝐴(𝑘𝑟) given in Eq. (16) include the
derivatives of Bessel’s functions of the first kind (𝐽 ′

1) and second kind
(𝑌 ′

1 ).

d𝐹1 =
4𝜌𝑔𝑎
𝑘

cosh 𝑘(𝐻 + 𝑧)
cosh 𝑘𝐻

𝐴(𝑘𝑟) cos (𝜔𝑡 − 𝛼) (14)

tan 𝛼 =
𝐽 ′
1(𝜋𝑘𝑟)

𝑌 ′
1 (𝜋𝑘𝑟)

(15)

(𝑘𝑟) = 1
√

𝐽 ′
1
2(𝜋𝑘𝑟) + 𝑌 ′

1
2(𝜋𝑘𝑟)

(16)

Further work by Linton and Evans (1993) extended MacCamy–
Fuchs’s theory to multiple vertical cylinders arranged in an array,
meaning diffraction effects between these cylinders can be considered.
For selected geometries, analytical solutions have been developed for
both horizontal and vertical forces. Garrett (1971) developed an an-
alytical solution for a floating circular cylinder which is consistent
with MacCamy and Fuchs’s theory for a cylinder extending to the sea
bottom.

Forces on the base of floating vertical cylinders (the surface parallel
to the free surface) cannot be easily computed using either Mori-
son’s equation or MacCamy–Fuchs theory. A typical approach for these
surfaces is to compute the Froude–Krylov force, or the force due to
the undisturbed pressure field caused by the incident wave. This is
neither an empirical model nor an analytical solution to the diffraction
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problem, but rather an extension of linear wave theory. The dynamic
pressure due to the incident wave is the fluid density multiplied by the
derivative of incident wave potential from Eq. (5) with respect to time.
The vertical force per unit area is then simply the dynamic pressure
multiplied by the area.

To model wave excitation on realistic floating structures, some
combination of these three approaches is typically needed. Fig. 2 illus-
trates a combined Morison/MacCamy–Fuchs/Froude–Krylov approach
for a structure with a vertical surface-piercing column and horizontal
pontoons. Morison loads (𝐹𝑀𝑜𝑟) are applied to the pontoons, MacCamy–
uchs (𝐹𝑀𝑐𝐹 ) to the column, and Frode–Krylov (𝐹𝐹𝐾 ) to the column

base and pontoon ends. For many structures dominated by slender
elements, this approach can give reasonable agreement with a full
potential flow theory solution — especially at low wave frequencies.
These approaches all offer the benefit of having closed-form equations
that can be exactly differentiated.

2.2. Methods for determining derivatives

Several methods are commonly used for determining derivatives in
numerical models depending on the amount of information available
about the model and its characteristics. Three categories of methods
exist: those that require no information about the model, those that
require every line of code in the model, and those that require only
the model’s states and residuals. Generally, differentiation methods that
require more information about the model can produce more accurate
derivatives more efficiently. Algorithmic differentiation, which requires
line-by-line modification to source code, was not considered for this
work. The implementation effort required to develop or modify a BEM
code to be compatible with algorithmic differentiation was deemed to
be greater than that of implicit analytic total derivative computation
using exact partial derivatives, with similar accuracy and computa-
tional efficiency. The complex step method, a form of algorithmic
differentiation using complex numbers to compute derivatives, was also
not implemented due to extensive modifications needed to handle the
complex operations in a BEM code. A more thorough description of
available methods is given by Martins & Ning (Martins and Ning, 2021,
Chapter 6) among other sources.

2.2.1. Finite differences
Derivatives based on finite differences have the most straightfor-

ward theoretical background — the derivative at a point is equivalent
to the change in the function after a small perturbation divided by the
step size of that perturbation. This method requires no knowledge of
the model, and therefore can be applied on a ‘black box’ model. This
is especially useful for models that require closed-source packages or
perform calculations that are difficult to differentiate. Finite difference
approaches can be also be developed for higher-order derivatives and
directional derivatives (Martins and Ning, 2021, Chapter 6). Although
simple and straightforward to implement, the computational demands
of the finite difference method grows as the number of design vari-
ables increases, and truncation errors and subtractive errors limit their
accuracy (Martins and Ning, 2021, Chapter 6).

2.2.2. Implicit analytic methods
Implicit analytic methods for total derivatives make use of the resid-

uals and states of the model to very efficiently compute total derivatives
with the same accuracy as function evaluation. These methods find
derivatives by solving a system of equations developed by linearizing
the model’s governing equation. Any numerical model can be rewritten
as a system of states and residuals in the form 𝑟(𝑢; 𝑥) = 0, where the
residuals are a function of model states 𝑢 and inputs 𝑥 — which are
fixed when solving for states.

The total derivatives of interest are of the outputs of the function
of interest with respect to the inputs, which can be written as Eq. (17)
based on the chain rule. Each of the partial derivative terms here are
4 
Fig. 2. Diagram of hypothetical combined empirical and analytical forcing model for
floating structure.

relatively easy and cheap to compute — as they represent change in
the function but do not necessarily satisfy the governing equations.
d𝑓
d𝑥 =

𝜕𝑓
𝜕𝑥

+
𝜕𝑓
𝜕𝑢

d𝑢
d𝑥 (17)

Computing the total derivative of the states with respect to inputs
(d𝑢∕d𝑥) requires consideration of the governing equation — specifically
that the total differential of the residual must equal zero for the
governing equation to be satisfied. Based on this, the total differential
for the residual can be rearranged as in Eq. (18), and the total derivative
(Eq. (17)) can be rewritten as Eq. (19).
𝜕𝑟
𝜕𝑢

d𝑢
d𝑥 = − 𝜕𝑟

𝜕𝑥
(18)

d𝑓
d𝑥 =

𝜕𝑓
𝜕𝑥

−
𝜕𝑓
𝜕𝑢

𝜕𝑟
𝜕𝑢

−1 𝜕𝑟
𝜕𝑥

(19)

Again, the partial derivative terms in Eq. (18) are relatively cheap to
compute. In many cases the partial derivatives can computed exactly.
The total derivative is then computed by solving the linear system in
the second term on the right hand side of Eq. (19).

2.3. Surrogate modeling approach

Surrogate modeling refers to the development of an approximate
model that describes another model. The approximate model is less
computationally intensive or has other useful properties such as con-
tinuity, a closed-form expression, or straightforward derivative compu-
tation (Martins and Ning, 2021, Chapter 10). Several forms of surrogate
models exist, but most rely on an initial dataset that spans the model’s
design space. The choice of points to appropriately cover the design
space is key for all surrogate models, especially because often one does
not know the critical regions of the design space before constructing the
dataset. An alternative to the aforementioned methods for determining
hydrodynamic coefficients and derivatives, is to develop a surrogate
model based on data from many BEM simulations of similar structures
and use this surrogate model to predict hydrodynamic coefficients and
their derivatives. In this context, the hydrodynamic coefficients are
frequency-dependent excitation forces (diffraction and Froude–Krylov
forces), added mass and radiation damping.

Several challenges exist with applying surrogate modeling tech-
niques to a BEM solver. The main challenge is that surrogate models
perform best when a model has relatively few inputs. As the num-
ber of inputs increases, many more sampling points are needed to
ensure coverage of the design space. This is referred to as ‘the curse
of dimensionality’ (Martins and Ning, 2021, Chapter 10). The main
input for a BEM solver is a mesh of panels, however typical meshes
have hundreds to thousands of panels, each with several properties.
Instead, a surrogate model must be built around a combination of a
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Fig. 3. Flowchart of differentiated boundary element method solver for the diffraction problem. The total derivative d𝑓𝑗
d𝑥𝑖

of a hydrodynamic transfer function with respect to a
stretching parameter is computed.
mesh generation tool with relatively few ((10)) variables and a BEM
solver. This means that each new structure concept considered requires
a new training dataset be generated. Furthermore, the BEM solution
is frequency-dependent, so the surrogate model must either be able to
predict the entire frequency range, or separate surrogate models must
be developed for each wave frequency of interest.

3. Methodology

In this work, computation of radiation and diffraction forces and
their analytical gradients has been achieved by modifying the open-
source BEM solver Capytaine (Ancellin and Dias, 2019), which is
based on another open-source BEM solver, NEMOH (Babarit and Del-
hommeau, 2015; Kurnia and Ducrozet, 2023). The new differentiated
boundary element method solver, DBEMS, is implemented using the
OpenMDAO framework (Gray et al., 2019) to allow for definition of
gradients and integration into optimization models in the future.

A flowchart of the solver methodology for the diffraction problem
is presented in Fig. 3. Derivatives are computed for the outputs (hydro-
dynamic transfer functions) with respect to the inputs (mesh stretching
parameters) both shown in blue boxes. The red boxes indicate pa-
rameters that are fixed or outside the total derivative computation,
meaning partial derivatives are not computed for these terms. The
orange trapezoids indicate processes in DBEMS, i.e. pieces of the solver
that have exact partial derivatives defined. All blocks to the right of
the dashed red line are dependent on the incoming wave frequency,
meaning they must be run for each wave frequency of interest. A
similar methodology is used for the radiation problem. For the radiation
problem, the hydrodynamic transfer functions are frequency-dependent
added mass and radiation damping and there is no summation with
Froude–Krylov (FK) forces.
5 
While DBEMS follows the design of other open-source BEM solvers,
Section 3.1 describes the details of the solution method that are rel-
evant for developing a differentiated solver. The generation of the
mesh used by DBEMS and deformation methods are described in Sec-
tion 3.1.1. To enable differentiation with respect to geometric param-
eters, mesh deformation is included within DBEMS as illustrated in
Fig. 3. The specific changes to a ‘standard’ BEM solver that have been
necessary to compute analytic derivatives are described in Section 3.2.

3.1. Design of boundary element solver

DBEMS is based heavily on Capytaine (Ancellin and Dias, 2019),
which relies on routines for computation of the Green function from
NEMOH (Babarit and Delhommeau, 2015; Kurnia and Ducrozet, 2023).
An overview of the layout of the solver is given in Fig. 4. Given a
mesh, a specific wave frequency, and a water depth, influence matrices
are constructed. These influence matrices contain the coefficients of an
approximation, Eq. (20), of the potential on the body and its gradient,
expressed in Eqs. (10) and (11).

𝛷 = 𝑆𝜎, 𝑢 = 𝐾𝜎 (20)

The 𝐾 influence matrix forms a linear system of equations with
the unknown source distribution on the body and the known normal
velocity on the body. The potential distribution on the body is then
calculated as a product of the 𝑆 influence matrix and the source dis-
tribution. From the potential distribution on the body, pressure can be
easily computed. Excitation forces, added mass, and radiation damping
can be computed by integrating the pressure distribution over the body
surface.
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Fig. 4. Flow of boundary element method solver.

.1.1. Mesh generation
The main input to a BEM solver for diffraction and radiation forces

s a mesh describing the body of interest. The mesh consists of pan-
ls, typically quadrilaterals, that are a discretization of the body sur-
ace. For complex structures, developing the mesh based on three-
imensional geometry can be a considerable effort. Several software
ools exist that generalize this process, though none can provide deriva-
ives with respect to input sizing parameters to the authors’ knowledge.
o avoid the significant implementation required to develop such a
ool, DBEMS requires an initial mesh layout that is not a design
ariable. This initial mesh represents a baseline design and allows
or consistent definition of stretching or deformation parameters that
re specific to each architecture (single column, multi-column, etc.)
onsidered. The initial mesh can be generated by any available tool,
nd the inputs to the differentiated boundary element solver are the
ocations of each vertex on the mesh, a mapping of vertices to panels,
nd a mapping between the vertices and the stretching parameters, the
esign variables with respect to which derivatives are taken. Stretching
s applied directly to the mesh, rather than the body geometry. This
ethod of starting with an initial mesh and stretching follows similar

ools like PyGeo (Hajdik et al., 2023) which implements the free-form
eformation (FFD) approach, though DBEMS stretches the geometry of
he mesh itself rather than an enclosing form as in FFD. The advantage
f approaches like FFD and the present approach is that rather than de-
eloping a full parametric geometry which would include many design
ariables of limited relevance, only the stretching parameters are in-
luded, vastly reducing the number of design variables needed (Kenway
t al., 2010).

Each mesh panel is defined by four vertices. Based on these four
ertices, the panel center, normal vector (into the fluid) at the panel
enter, panel area, and maximum radius from panel center to panel
odes can be computed. Because the location of mesh vertices is
odified by the stretching parameters, all of these functions are defined
ith derivatives. Changes to the mesh inside an optimization loop

herefore require re-computation of all mesh parameters, however the
anel arrangement – which vertices comprise each panel – remains
onstant.

Integration of the Green function and excitation forces uses a single-

oint quadrature based only on the panel center location and the

6 
panel area. Non-dimensional distances used for computing terms in the
influence matrices are also computed based only on panel centers.

3.1.2. Computation of influence matrices
The influence matrices in Eq. (20) represent the discretization of the

integral of the Green function and the integral of the gradient of the
Green function. The velocity potential is assumed to be constant over
the entire surface of each panel, and is represented by a point at the
panel center. The 𝑆 influence matrix contains the integrals of the Green
function, given in Eq. (21a), while the 𝐾 influence matrix contains the
integrals of the gradients of the Green function, given in Eq. (21b).
The delta function (𝛿𝑛𝑚) is equal to one if 𝑛 = 𝑚 and zero otherwise.
Constant coefficients are omitted here for clarity.

𝑆𝑛𝑚 = ∬𝛤𝑖
𝐺(𝒙𝒊; 𝝃)d𝑆(𝝃) (21a)

𝐾𝑛𝑚 =
𝛿𝑛𝑚
2

+∬𝛤𝑖
∇𝑥𝐺(𝒙𝒊; 𝝃) ⋅ 𝑛𝑖d𝑆(𝝃) (21b)

As discussed in Section 2.1.1, the Green function consists of three
ain components: a Rankine source term, a reflected Rankine source

erm, and a free surface term. For this work, a form of the Green func-
ion from Babarit and Delhommeau (2015) is used as given in Eq. (22).
n this form, the Green function gives the velocity potential at a point
(𝑥, 𝑦, 𝑧) due to a source at the point 𝑀 ′(𝑥′, 𝑦′, 𝑧′). 𝑀𝑀 ′ is equivalent

o 𝑟 in Eq. (7) and 𝑀𝑀0′ is equivalent to 𝑟′ where 𝑀0′ is the point
eflected over the free surface. The function 𝐽 (𝜁 ) is defined in Eq. (23)
sing the exponential integral 𝐸1 (Eq. (24)) where 𝜁 = 𝑘(𝑧+𝑧′+𝑖𝑟 cos 𝜃),
nd 𝑟 =

√

(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2.

(𝑀,𝑀 ′) = 1
𝑀𝑀 ′ −

1
𝑀𝑀0′

+ 2𝑘

[

1
𝜋

Re∫
𝜋∕2

−𝜋∕2

(

𝐽 (𝜁 ) − 1
𝜁

)

𝑑𝜃

+ 𝑖Re∫
𝜋∕2

−𝜋∕2
𝑒𝜁𝑑𝜃

]

(22)

𝐽 (𝜁 ) =

{

𝑒𝜁 (𝐸1(𝜁 ) + 𝑖𝜋) if Im(𝜁 ) ≥ 0
𝑒𝜁 (𝐸1(𝜁 ) − 𝑖𝜋) if Im(𝜁 ) < 0

(23)

𝐸1(𝜁 ) = ∫

∞

𝜁

𝑒−𝑡

𝑡
𝑑𝑡 (24)

The Green function given in Eq. (22) can be re-written as a sum
of three parts, as in Eq. (25), where 𝐺0 is the Rankine source term,
𝐺1 is the reflected Rankine source term, and 𝐺2 is the free surface
term. Similarly the expressions for each entry in the influence matrices
(Eqs. (21a) and (21b)) can be rewritten as a sum of three terms as
in Eqs. (26a) and (26b), now shown with constant coefficients.

𝐺(𝑀,𝑀 ′) = 𝐺0(𝑀,𝑀 ′) − 𝐺1(𝑀,𝑀 ′) + 𝐺2(𝑀,𝑀 ′) (25)

𝑆𝑛𝑚 = − 1
4𝜋

(

𝑆0
𝑛𝑚 − 𝑆1

𝑛𝑚 + 𝑆2
𝑛𝑚
)

(26a)

𝐾𝑛𝑚 = − 1
4𝜋

(

𝐾0
𝑛𝑚 −𝐾1

𝑛𝑚 +𝐾2
𝑛𝑚
)

+
𝛿𝑛𝑚
2

(26b)

Based on the existing open source BEM solvers Capytaine (Ancellin and
Dias, 2019) and NEMOH (Babarit and Delhommeau, 2015), an analyt-
ical expression is used for the Rankine terms, while the free surface
term is based on interpolation. The expressions for the Rankine terms
(𝑆0

𝑛𝑚 and 𝐾0
𝑛𝑚) and reflected Rankine terms (𝑆1

𝑛𝑚 and 𝐾1
𝑛𝑚) are given

in Eqs. (27a), (27b), (28a) and (28b) respectively following Babarit and
Delhommeau (2015). Here the influence from panel 𝑚 with center at
𝑀 ′ on panel 𝑛 with center at 𝑂𝑛 is computed, the 𝑂𝑛𝑀 ′ term is equiva-
ent to 𝑟. The free surface terms (𝑆2

𝑛𝑚 and 𝐾2
𝑛𝑚) given in Eqs. (29a) and

(29b) have no closed-form analytic expression. Computation of these

follows work by Delhommeau (1989) and is based on interpolation in
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pre-computed tabulated functions. This is discussed in more detail in
Section 3.2.2.

𝑆0
𝑛𝑚 = ∬𝛴𝑚

1
𝑂𝑛𝑀 ′ 𝑑𝑆

′ (27a)

0
𝑛𝑚 = ∬𝛴𝑚

𝜕
𝜕𝑛

( 1
𝑂𝑛𝑀 ′

)

𝑑𝑆′ (27b)

𝑆1
𝑛𝑚 = −∬𝛴𝑚

1
𝑂𝑛𝑀0′

𝑑𝑆′ (28a)

𝐾1
𝑛𝑚 = −∬𝛴𝑚

𝜕
𝜕𝑛

( 1
𝑂𝑛𝑀0′

)

𝑑𝑆′ (28b)

𝑆2
𝑛𝑚 = 2𝑘Re∫

𝜋∕2

−𝜋∕2

[

1
𝜋 ∬𝛴𝑚

(

𝐽 (𝜁 ) − 1
𝜁

)

𝑑𝑆′

+ 𝑖∬𝛴𝑚

𝑒𝜁𝑑𝑆′

]

𝑑𝜃 (29a)

2
𝑛𝑚 = 2𝑘Re∫

𝜋∕2

−𝜋∕2

[

1
𝜋

𝜕
𝜕𝑛 ∬𝛴𝑚

(

𝐽 (𝜁 ) − 1
𝜁

)

𝑑𝑆′

+ 𝑖 𝜕
𝜕𝑛 ∬𝛴𝑚

𝑒𝜁𝑑𝑆′

]

𝑑𝜃 (29b)

.1.3. Symmetry
Physical symmetry of the body can be exploited to reduce computa-

ional cost because the wave source potential and its gradient (Eqs. (10)
nd (11)) have a symmetric and anti-symmetric pattern corresponding
o physical symmetry. Therefore, for a given body with two planes
f symmetry, the body can be modeled with only one quarter of the
anels. The resulting influence matrices have the same rank as if phys-
cal symmetry was not considered, but the block Toeplitz structure of
hese matrices means the linear system representing source distribution
n Eq. (20) can be solved more efficiently. The block Toeplitz structure
s nested at the ‘top level’ meaning that for a body with 4𝑁 panels, the
inear system can be solved with two system solves of rank 2𝑁 . The
atrix–vector product in Eq. (20) is computed with the full rank 4𝑁
atrix.

.1.4. Radiation capability
For diffraction forces, a single linear system solve is needed where

he normal velocity on the body is zero. For radiation forces (frequency-
ependent added mass and damping), several solves are needed where
he normal velocity on the body is given for each degree of freedom. For
he standard six degrees of freedom, this leads to 6 system solves. The
omputational cost of this solution can be slightly reduced with a solver
ased on the LU decomposition method, however the computational
ost is still greater than for diffraction forces.

.2. Modifications for gradients

A number of modifications are necessary to the ‘standard’ boundary
lement method solver workflow to include calculation of analytic
radients. The procedure as described in Section 3.1 has been imple-
ented in the OpenMDAO framework (Gray et al., 2019) so that the
odel can be evaluated with implicit analytic total derivatives. Both

he direct or adjoint method are implemented for solving the total
erivatives depending on the number of design variables and outputs.
he procedure is divided into several groups of components, where
ach component includes a portion of the overall model and exact
artial derivatives of that portion. The components are chosen in such
way to make definition of these exact partial derivatives possible, and
here relevant partial derivatives are defined using sparse matrices.
7 
.2.1. Constant mesh paneling
To preserve analytic differentiability, the size of the constituent

atrices in the problem must remain constant, meaning the number
nd arrangement of panels in the body mesh must be held constant. For
alculation of gradients of forcing with respect to deformation variables
n the initial mesh, this is not problematic. In optimization, however,
eformed designs will have a different mesh resolution. The impact is
elieved to be minor for relatively small deformations, provided panels
emain small enough to capture the key wave frequency range. In the
ontext of design optimization for floating structures, deformations are
xpected to be small as large deformations would lead to significant
hanges in displacement and mass of the structure.

.2.2. Expanded tabulation for free surface Green function
The free surface term of the influence matrices (based on the free

urface term in the Green function, 𝐺2(𝑀,𝑀 ′) in Section 3.1.2) is
omputed for each panel pair based on interpolation. This is possible
ecause the free surface terms, Eqs. (29a) and (29b), can be expressed
s a sum of functions depending only on the non-dimensional distances,

and 𝑋. These functions are given in Eqs. (30a)–(30d) from Babarit
nd Delhommeau (2015).

1(𝑍,𝑋) = Re
[

∫

𝜋
2

− 𝜋
2

(−𝑖 cos 𝜃)(𝐽 (𝜁 ) − 1
𝜁
)𝑑𝜃

]

(30a)

𝐷2(𝑍,𝑋) = Re
[

∫

𝜋
2

− 𝜋
2

(−𝑖 cos 𝜃)𝑒𝜁𝑑𝜃
]

(30b)

𝑍1(𝑍,𝑋) = Re
[

∫

𝜋
2

− 𝜋
2

(𝐽 (𝜁 ) − 1
𝜁
)𝑑𝜃

]

(30c)

𝑍2(𝑍,𝑋) = Re
[

∫

𝜋
2

− 𝜋
2

𝑒𝜁𝑑𝜃
]

(30d)

In Capytaine and NEMOH, an asymptotic approximation of these
functions is used for large values of the non-dimensional variables
(large panel-to-panel distances) and interpolation on a pre-computed
tabulation is used for smaller values of these non-dimensional vari-
ables, ‘near’ panels. This approach is not differentiable due to the
conditional logic, so in this work only the tabulation is used. To
ensure that all possible non-dimensional variables are included in the
tabulation, tabulated values are computed for an expanded range of
non-dimensional variables based on the initial mesh. This has minimal
additional computational cost, as the functions can be evaluated a
single time, outside any optimization loop. Because the tabulated values
do not change as the mesh changes, derivatives of these functions are
not necessary to find total derivatives of wave excitation or radiation
terms. For efficiency, the original Fortran functions from Capytaine are
used to compute these functions.

In NEMOH and Capytaine, as described in Babarit and Delhommeau
(2015), the interpolation of these functions uses a fifth-order Lagrange
polynomial surface based on the nearest-index for a given point. In
this work, a second-order Lagrange polynomial interpolation over the
fixed, pre-calculated two-dimensional table provides function values
and derivatives of these values with respect to the non-dimensional
inputs. This reduction in order of the interpolation has not been shown
to cause any issues with accuracy for the cases considered. In most
cases, the reduced-order interpolation is within approximately 0.1%
of the interpolation used in Capytaine. The pre-computed functions
(Eqs. (30a)–(30d)) are sensitive to small changes in 𝑍 and 𝑋 near
zero, so appropriate spacing of points in the tabulation and accurate
interpolation are important.

3.2.3. Linear system solve
A built-in linear system solver from the OpenMDAO framework

is used to solve the linear system in Eq. (20). This implicit solver
implements the LU decomposition method and defines exact partial
derivatives. Because the OpenMDAO framework requires all component
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Table 1
Summary of the forcing and derivative methods applied in the present work.

Name Forcing method Derivative method Single column Multiple column

WAMIT Commercial BEM solver None ✓a ✓b

FK Froude–Krylov forces only None ✓ ✓

MACF MacCamy–Fuchs and Froude–Krylov forces Implicit analyticc ✓

MOJS Morison-type forces and Froude–Krylov forces Implicit analyticc ✓

SURR Response surface surrogate modeld Implicit analyticc ✓

DBEMS Differentiated BEM solver Implicit analyticc ✓ ✓

FD DBEMS Finite differencee ✓ ✓

a Exact geometry using higher-order method with irregular frequency removal.
b High-resolution mesh using low-order with irregular frequency removal.
c Implicit analytic total derivatives based on exact partial derivatives. Single column results using direct method and multiple column results
using adjoint method.
d Response surface model based on least-squares regression of 9600 samples. See details in Section 4.2.1.
e Forward finite differences with step size of 1 × 10−6.
inputs and outputs be real-valued, each complex linear system
(

�̃��̃� = �̃�
)

with rank 𝑁 must be rewritten as a real-valued system with rank 2𝑁
as shown in Eq. (31).

[�̃�] =
[

𝐴𝑟𝑒 −𝐴𝑖𝑚

𝐴𝑖𝑚 𝐴𝑟𝑒

]

, ⃗̃𝑏 =
[

𝑏𝑟𝑒

𝑏𝑖𝑚

]

→ ⃗̃𝑥 =
[

𝑥𝑟𝑒

𝑥𝑖𝑚

]
(31)

3.2.4. Total derivative computation
Total derivatives, for example derivatives of wave excitation with

respect to the mesh stretching parameters, are calculated using the
implicit analytical method.

Each component in the model has exactly defined partial deriva-
tives, computed using symbolic differentiation (see Martins and Ning,
Chapter 6.3 (Martins and Ning, 2021)) or by hand. Components are
further arranged into groups, and some groups employ solvers to ensure
group-level convergence. Because the boundary element method solu-
tion is valid for a single frequency, several solvers can be run in parallel
based on the same mesh parameters. This produces a heterogeneous
hierarchy, where different ‘levels’ of solvers are applied to different
parts of the model as needed and both explicit and implicit components
can be mixed. The MAUD architecture, developed by Hwang and Mar-
tins (2018), is applied in OpenMDAO to efficiently solve the coupled
systems with heterogeneous solver hierarchy and compute the total
coupled derivatives.

4. Results and discussion

Two case studies have been conducted to demonstrate the capability
and accuracy of the method developed in this work. The first case study
considered a single floating circular cylinder with constant diameter.
For this very simple example, forcing results in the horizontal direction
can be compared to the analytical solution developed by MacCamy
and Fuchs, which can be exactly differentiated. The second case study
considered a large volume structure with three in-line square columns
connected to a horizontal rectangular pontoon. This example provides a
relatively simple case when existing empirical and analytical solutions
(Morison’ equation, MacCamy–Fuchs theory) perform poorly. There are
no existing methods that can provide accurate derivatives of the exci-
tation loads for this example. For both case studies, diffraction forces
and derivatives of these forces with respect to stretching parameters
are presented. For the multiple column case, added mass and radiation
damping results are also presented. A summary of the forcing and
derivative methods used for each case study is given in Table 1.

Both case studies considered infinite water depth and incident wave
frequencies from 0.01 rad s−1 to 2.1 rad s−1 (0.0016Hz to 0.334Hz) or
incident wave periods from 2.99 s to 628.3 s.
8 
Fig. 5. Mesh considered for single column forcing.

4.1. Single column case study

The single column case study considered a right circular cylinder
with a draft of 15m and diameter of 2m. The rigid cylinder extended
to the free-surface and was fixed at the origin. Eleven stretching param-
eters were used, ten for the column radius and one for the total column
draft. A spline was fit to the ten radius control points to find the radius
stretch at each panel vertex or section.

As shown in Fig. 5, the mesh used with the differentiated boundary
element method solver consisted of a total of 840 panels (210 panels in
one quadrant with double symmetry) with 30 panels along the length
of the spar and 24 panels around each circumference. The average
panel area was 0.116m2 and average panel radius was 0.261m. DNV RP-
C205 (DNV GL, 2014) recommends that a boundary element method
mesh should have a fine enough resolution so that there are a minimum
of six panels diagonally for the shortest wave considered. Based this
recommended practice, the results for this mesh are valid up to an
incident wave frequency of 1.77 rad s−1.

Analytic results using MacCamy–Fuchs theory were computed using
96 sections evenly distributed along the cylinder so each section had
a vertical height of 0.156m. To include forces in the heave direction,
a Froude–Krylov force term was added to these results using a single
dynamic pressure at the center of the cylinder’s base and the area of the
entire cylinder base. For reference results using WAMIT the ‘higher-
order’ method using exact geometry was used including more wave
frequencies (43 frequencies instead of 24).

Computing diffraction forces for the mesh used in this case study
at 24 wave frequencies required 206.3 s using 8 cores (the 24 wave
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Fig. 6. Hydrodynamic transfer function verification for spar-type platform in selected
modes.

frequencies were split into three runs) and 115.6GB of memory. Com-
puting implicit analytic total derivatives required an additional 375.8 s
and 10.2GB of memory, while computing finite difference total deriva-
tives (based on the DBEMS forcing model) required an additional 383.1 s
and 21.5GB of memory. For reference, using Capytaine the forces (with
no possibility of derivative computation) can be computed in under one
second using around 100MB of memory. The very high computational
cost of the diffraction forcing model alone can be attributed to the
model setup required to allow for derivative computation and relatively
inefficient programming of the current version of DBEMS. The ana-
lytical forcing results (MacCamy–Fuchs theory) were computed by the
same model simultaneously, using negligible additional computational
effort.

4.1.1. Forcing
A comparison of the hydrodynamic transfer functions (wave ex-

citation) for rigid body motions surge, heave, and pitch is shown in
Fig. 6. The reference results from WAMIT, pure Froude–Krylov forces
computed using WAMIT, combined MacCamy–Fuchs/Froude–Krylov
analytical solution, and forcing from DBEMS are plotted. Only the
magnitude of the complex transfer functions is plotted, but similar
agreement is seen for the phase angle.

The results show very good agreement between all three methods.
DBEMS slightly over-predicts the transfer function magnitude at above
1.25 rad s−1 in surge and around 1 rad s−1 in pitch, likely due to the rela-
tively coarse mesh at the free surface. The MacCamy–Fuchs/Froude–
Krylov analytical solution slightly over-predicts the heave excitation
9 
Fig. 7. Illustrations of stretching of single column mesh (clockwise from top left):
column draft (1) and column radius at the free surface (2), middle (3), and base (4)
of the column. Unstretched mesh shown in center.

due to limitations using only a Froude–Krylov force term in heave. This
can been seen in the inset in Fig. 6, where the pure Froude–Krylov force
can be seen to show the same over-prediction in heave forcing. The
pure Froude–Krylov force poorly predicts surge and pitch forcing as
expected.

4.1.2. Derivatives
A comparison of the total derivatives of the hydrodynamic transfer

function magnitude in rigid body surge for four stretching parameters
is shown in the two lower panels of Fig. 8 (the forcing magnitudes
are reproduced in the upper part of the figure for easier reference). A
similar comparison for rigid body pitch is shown in Fig. 9. Derivatives
are computed only at the 24 wave evaluation frequencies, and not
interpolated. Four total derivatives are shown, representing change in
the surge or pitch transfer function magnitude due to stretching column
draft (1) and column radius at the base (2), middle (3), and top (4) of
the column. The stretching directions are shown in Fig. 7. The Jaco-
bian has been scaled to correspond to the change in transfer function
magnitude due to a one-meter stretch in the respective parameter. This
scaling was applied to all methods of total derivative computation to
provide a more familiar physical interpretation of the Jacobian.

The total derivatives presented for the analytical (combined
MacCamy–Fuchs/Froude–Krylov) solution are computed using the im-
plicit analytic method, with exact partial derivatives written for each
component. Forward finite difference total derivatives with a constant
step size of 1 × 10−7 are also included. The step size was chosen based
on a step size study, though the results indicate that the best step size
varies with wave frequency and total derivative of interest.

Overall, the derivatives show quite good agreement between the
analytical solution, the differentiated boundary element method solver,
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Fig. 8. Hydrodynamic transfer function and selected total derivatives for single column
platform in surge mode.

and finite differences. The results also follow intuition about how
forcing is expected to change as a result of deformation. The surge total
derivatives are largest for increases in radius at the center of the column
at incident wave frequencies below 1.25 rad s−1 where diffraction forces
are negligible for this structure, and largest for increases in radius at
the free surface for higher frequencies. The pitch total derivatives are
largest for increases in radius at the middle of the column, which is
relatively near the free surface but has a larger moment arm to the
origin of the coordinate system at the still water line.

The agreement between the three methods for total derivatives is
worst for changes in radius at the free surface, especially at higher
frequencies. Imperfect agreement between DBEMS and the finite differ-
ence approximation is likely due to a relatively coarse mesh at the free
surface and greater sensitivity to the finite difference step size at higher
incident wave frequencies. However the finite difference derivatives
still show relatively good agreement with the DBEMS derivatives at
the highest frequencies considered. The more significant differences
between DBEMS and the analytical solution (MacCamy–Fuchs) can be
explained by a difference in how radius stretching is treated in the two
methods for computing forcing. As illustrated in Fig. 10, the MacCamy–
Fuchs theory method considers sections of constant radius, while the
panels in the mesh considered by the boundary element method solver
have varying radius when the vertices are stretched. This difference is
most pronounced at the free surface, where the incident wave potential
is strongest.
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Fig. 9. Hydrodynamic transfer function and selected total derivatives for single column
platform in pitch mode.

Fig. 10. Difference in radius stretching between MacCamy–Fuchs theory and DBEMS.

4.2. Multiple column case study

The multiple column case study considered a hypothetical rigid
floating structure with three in-line square columns connected to a
fully-submerged horizontal rectangular pontoon (Fig. 11). For the base-
line design, the columns had a side length of 4m and the total draft
of the structure was 8m. The distance from the free surface to the
top of the pontoon was 6m, and the distance between the center of
each column was 24m. The columns are in-line with the incoming
wave direction so that column shadowing and interaction effects are
relevant. While this structure does not resemble any known concept for
floating structures, it provides an example with critical hydrodynamic
interaction and is poorly suited for existing empirical or analytical
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Fig. 11. Mesh considered for multiple column forcing.

Fig. 12. Stretching parameters for multiple column case study. Pontoon width stretch-
ing is into the page and omitted from the figure.

Fig. 13. The MOJS model for the multiple column case study consists of five Morison-
type components, three columns (red) and two horizontal submerged pontoons (blue).

approaches. The structure can be accurately modeled with relatively
few panels and is doubly-symmetric.

A total of 16 stretching parameters are defined for this case study,
illustrated in Fig. 12. Six points control the radius of the outer two
columns and six points control the radius of the central column. The
radius of the square cross sections refers to the distance from the center
of the square to each corner (half the diagonal length), or the radius
of the circumscribed circle. Spline fitting is used to map the column
radius control points to mesh vertices similar to the single column case
study. Four scalar stretching parameters are defined for column height,
pontoon height, pontoon width, and distance between columns.

The mesh used with the differentiated boundary element method
solver consisted of a total of 2052 panels or 513 panels in one quadrant
with double symmetry, The mesh used is shown in Fig. 11. The average
panel area was 0.429m2 and average panel radius was 0.493m, such
that results should be valid up to an incident wave frequency of
1.29 rad s−1 (DNV GL, 2014).

An empirical forcing model was developed based on Morison’s
equation. A total of five components were modeled, the three vertical
columns extending from the free surface to the total draft, and two
horizontal pontoons between the columns as illustrated in Fig. 13.
The coefficients used in Morison’s equation based on the definition
in Eqs. (12) and (13) are 𝐶𝑀 = 2.786 and 𝐶𝐷 = 0, as drag forces are
not included in any of the other methods considered. To include heave
forces on the vertical columns, a Froude–Krylov force term was added
using a single dynamic pressure at the center of each column’s base
and the area of the column base. No end-effects on the pontoons were
considered because they are coincident to the columns. Each column
consisted of 40 sections, and each pontoon consisted of 20 sections.
11 
Fig. 14. Scatter plot and histograms of two design variables in surrogate model training
dataset.

Reference forcing results were developed using WAMIT’s ‘low-order’
method which is roughly analogous to the method implemented in
DBEMS, however the WAMIT results use a direct solver. In WAMIT,
a much higher-resolution mesh (5860 panels) and 68 wave frequen-
cies between 0.01 rad s−1 and 2.1 rad s−1 were used. Irregular frequency
removal was applied as well, though no irregular frequencies were
observed in the frequency range of interest.

Computing diffraction forces using the differentiated boundary el-
ement method solver at 24 wave frequencies required approximately
163 min (9828 s) and 75.3GB of memory, as each wave frequency
was computed separately. Computing implicit analytic total derivatives
required an additional 137 min and 7.4GB of memory, while computing
finite difference total derivatives (based on the DBEMS forcing model)
required an additional 393 min and 14.5GB of memory. Forcing and
total derivatives were computed for each wave frequency separately
due to limits on the available computational resources, though com-
putational time could be significantly reduced if all wave frequencies
were run in parallel — provided a computer with enough memory was
available. The surrogate model and empirical forcing models and their
total derivatives were computed separately and required negligible
computational resources, aside from surrogate model training data
generation.

4.2.1. Surrogate model
A surrogate model was developed based on 9600 design varia-

tions of the baseline design using the same mesh as DBEMS with all
stretching parameters ranging from 0.75 to 1.25. A Latin hypercube
sampling approach was used to produce designs that evenly cover the
design space, without any special consideration of how the stretching
parameters affect results. Hydrodynamic coefficients were computed
at 24 wave frequencies for each design using Capytaine (Ancellin and
Dias, 2019) to correspond to the wave frequencies used by DBEMS.
The same mesh used by DBEMS was used to develop the training
data. Building this database of boundary element method results took
approximately 29 h using a single core and roughly 8GB of memory.
An example of the distribution of the design variables in training data
is given in Fig. 14, showing the random but even distribution over the
design space.
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Fig. 15. DBEMS and surrogate model hydrodynamic transfer function verification for
two random multiple column platform designs in selected modes.

Based on this database of results, a response surface surrogate model
(implemented in OpenMDAO) was constructed with the stretching
parameters as inputs and the hydrodynamic coefficients as outputs. The
complex hydrodynamic coefficients were represented with two outputs
— one real and one imaginary. The response surface surrogate model
develops a second-order response surface for each model output using a
least-squares solution to find the response surface equation coefficients.
This is analogous to a least-squares regression model for each output.
The response surface equation coefficients are generated during train-
ing, so evaluation of the response surface is very efficient and exact
partial derivatives can be easily written. These exact partial derivatives
can be used in implicit analytic total derivative computation. Once the
database of training data was generated, training the surrogate model
to generate response surface coefficients took roughly 40 s on a single
core. Evaluation of the surrogate model, the only step that would be
repeated in an optimization model, required less than one second.

Verification of the surrogate model was conducted for two random
designs within in the design space, shown in the slice of the design
space in Fig. 14. A comparison of the hydrodynamic transfer functions
for wave excitation in rigid body surge, heave, and pitch for these two
designs from WAMIT, the surrogate model, and DBEMS is shown in
Fig. 15. Mean square error (MSE) for each design in each mode of
response, using WAMIT results as the true values, is given in Table 2.
The MSE is summed over all 24 wave frequencies and is nonzero for
DBEMS due to the lower mesh resolution. Comparison of the MSEs
shows that the surrogate model consistently has a larger error than
DBEMS, but the performance of the surrogate is roughly equivalent
across the design space. In Fig. 15 it can be seen the surrogate model
performs worse at higher wave frequencies.
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Table 2
Mean squared error of DBEMS and surrogate model forcing compared with WAMIT for
three multiple column platform designs. Surge and heave MSE in units of N2 and pitch
MSE in units of N2 m2.

Design Mode MSE DBEMS MSE Surr.

Design 1 Surge 2.983 × 107 6.184 × 109

Heave 3.532 × 106 8.894 × 108

Pitch 6.100 × 108 5.395 × 1011

Base Design Surge 1.256 × 107 1.945 × 109

Heave 1.174 × 107 1.033 × 108

Pitch 4.131 × 109 4.606 × 1010

Design 2 Surge 1.944 × 107 4.690 × 109

Heave 8.820 × 106 9.409 × 107

Pitch 3.300 × 109 4.585 × 1010

4.2.2. Forcing
For the baseline three column design, a comparison of the hydrody-

namic transfer functions (wave excitation) in rigid body surge, heave,
and pitch is shown in Fig. 16. Both magnitude and phase angle (relative
to the incident wave) of the complex transfer functions are plotted. The
reference hydrodynamic transfer functions computed using WAMIT are
plotted alongside a pure Froude–Krylov model, the empirical model,
the surrogate model, and DBEMS. There are several cancellation fre-
quencies observed (in contrast to the single column results in Fig. 6)
showing the effects of interaction among the columns and pontoon.

The agreement between DBEMS and the reference WAMIT results
is very good for all frequencies considered. Some slight differences are
observed at peaks in transfer function magnitude and reversals in phase
angle which can likely be attributed to the much lower mesh resolution
used in DBEMS.

The empirical model agrees reasonably well with the reference
results for surge excitation, but the agreement is much worse for
heave and pitch excitation where both peak magnitudes and cancel-
lation frequencies are not captured by the empirical model. Because of
large-volume members and significant interaction between members,
the structure is poorly suited for an approximation based on Mori-
son’s equation. When compared to the pure Froude–Krylov force, how-
ever, the empirical model shows improved performance in predicting
cancellation and peak frequencies.

The surrogate model agrees quite well with the reference WAMIT
results for all degrees of freedom, but slightly under-predicts forcing
magnitude at peaks for frequencies over 1 rad s−1. The phase of excita-
tion predicted by the surrogate model also disagrees with the WAMIT
results for frequencies over 1.5 rad s−1. This is likely due to the increased
sensitivity to small design changes at higher wave frequencies where
shorter incident wavelengths mean small changes in geometry have a
larger impact on forcing. Many of the challenges with surrogate models
discussed in Section 2.3 also likely contribute.

4.2.3. Radiation
A comparison of frequency-dependent added mass and radiation

damping in rigid body surge, heave, and pitch is shown in Fig. 17.
Frequency-dependent added mass and radiation damping are deter-
mined by solving the radiation problems. The added mass or damping
in each degree of freedom shown are due to motion in the same
degree of freedom (the diagonal terms in the added mass or damping
matrices) and for the non-negligible off-diagonal (coupling) terms in
the surge-pitch degree of freedom as well. The reference results from
WAMIT, the surrogate model results, and results using DBEMS are
shown. Due to computational limits a lower resolution mesh with only
528 panels (valid up to an incident wave frequency of 0.87 rad s−1 (DNV
GL, 2014)) was used to compute the DBEMS radiation results. The
empirical model as developed does not have the capability to compute
frequency-dependent added mass or damping. Similar results exist for
the single column case but are not shown for brevity.
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Fig. 16. Hydrodynamic transfer function verification for multiple column platform in selected modes.
Both added mass and radiation damping results agree very well
for surge, heave, and pitch. The surrogate model again shows slightly
worse agreement with reference results than DBEMS at frequencies
over 1 rad s−1. This is likely due to the same causes for inaccuracy
in the forcing results, most notably the increased sensitivity to small
design changes at higher frequencies. Similar agreement is seen for the
surge-pitch coupling terms. Computing the radiation forces that com-
prise added mass and radiation damping requires more computational
time than the diffraction forces. The solution of the radiation prob-
lems does require solving more linear systems, though inefficiencies in
model construction are believed to account for a bulk of the additional
computational time required.

4.2.4. Derivatives
A comparison of the hydrodynamic transfer function magnitude

for rigid body surge motion and total derivatives for three stretching
parameters related to the vertical columns is shown in Fig. 18(a). A
similar comparison for rigid body heave is shown in Fig. 18(b). A
comparison of the hydrodynamic transfer function magnitude in rigid
body surge and total derivatives for three stretching parameters related
to the pontoon is shown in Fig. 19(a), and for heave in Fig. 19(b).
Derivatives are computed only at the 24 wave evaluation frequencies,
and not interpolated.

In all plots, transfer function magnitude is shown for the empirical
(Morison’s equation) model, the surrogate model, and DBEMS. Total
derivatives computed using a forward finite difference method (using
the DBEMS solver) are also included. The finite difference derivatives
are the best comparison available for the derivatives from the differ-
entiated boundary element method solver in the absence of existing
analytic derivatives. The single column case study showed forward
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finite difference total derivatives with a step size of 1 × 10−7 generally
agreed well with the analytical solution and DBEMS.

All total derivatives are taken with respect to the magnitude of
the transfer function and again represent a portion of one column of
the total Jacobian. The magnitude of the Jacobian has been scaled
to correspond to the change in transfer function magnitude due to a
one-meter stretch in the respective parameter.

Generally, analytic total derivatives from DBEMS agree well with
the finite difference approximation of the derivatives. Notable excep-
tions to this agreement are seen at wave frequencies above 0.75 rad s−1

in stretching of the column base radius (just above the intersection
with the pontoon) in both surge and heave excitation and at the
column top (free surface) in surge excitation to a lesser extent. Both of
these discrepancies are likely due to excessively coarse mesh resolution
at the free surface and column/pontoon intersection — two regions
that experience complex flow patterns. As an example, stretching the
column base radius creates an overhanging geometry (shown in Fig. 12)
that likely requires much higher panel resolution to resolve accurately.
Agreement between the analytic total derivatives from DBEMS and fi-
nite difference approximation is also poor for stretching of the pontoon
width above roughly 1 rad s−1, though this is more likely to due to the
use of a constant finite difference step size of 1 × 10−7.

The derivatives computed using the empirical model generally fol-
low the sign and order of magnitude of the analytic and finite difference
results from DBEMS but struggle to accurately capture the total deriva-
tives due to inaccuracies in the underlying excitation prediction as
discussed in Section 4.2. Discrepancies in the way that radius stretching
is handled between the empirical and boundary element method model
are similar to the single column results as illustrated in Fig. 10. Finally,
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Fig. 17. Frequency-dependent added mass and radiation damping for multiple column
platform in selected modes.

heave excitation for the columns is based solely on the base area, con-
trolled by pontoon width rather than column radii, so the derivatives
of heave excitation with respect to column radius are zero as expected.

The derivatives provided by the surrogate model agree quite well
with the other methods for some parameters, but poorly for others.
The surrogate model performs best for scalar parameters (all except the
column radius stretching), and better for free surface radius stretching
than column base radius stretching. Generally, the surrogate model
derivatives are much closer to the other methods at lower frequen-
cies, while at high frequencies the surrogate derivatives are noisy.
This is consistent with existing literature on surrogate models for
hydrodynamic coefficients which have seen high levels of noise in
predictions (Kalimeris, 2023; Ilardi et al., 2024). The surrogate model
derivatives do not out-perform the empirical model derivatives con-
sistently at all frequencies (see surge force with respect to column
base radius stretching for example) despite better forcing agreement
with the reference results. Finite difference total derivatives were also
computed for the surrogate model, and show excellent agreement with
the analytic derivatives from surrogate model presented here. This
suggests the discrepancies are due to noise in the surrogate model
rather than how the derivatives are computed.
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5. Conclusions

The results show that the differentiated boundary element method
solver agrees with forcing and total derivative results in a verification
case study (single column) with existing analytic total derivatives; and
a case study (multiple column) not well captured by existing models —
provided mesh resolution is adequate for the frequencies of interest.

The results also indicate several key limitations of the current
model. For structures with complexity beyond the single column case
study, there are few if any reliable methods for computing exact
total derivatives to compare against. The comparisons presented in
Section 4.2.4 therefore offer the best existing methods, and only the
finite difference approximation agrees uniformly well with the analytic
derivatives. More critically, DBEMS has very high requirements for
computational resources — both CPU time and memory requirements.
These computational requirements come in large part due to the ineffi-
ciency of the implementation, which must contain the total Jacobian
matrix in memory to solve the linear system for analytic derivative
computation. The method of separately running each wave frequency
employed in the multiple column case study is not directly compatible
with a full gradient-based optimization model.

Future work could focus on improvements to DBEMS as well as fur-
ther development of the alternative models for determining diffraction
and radiation forces and their derivatives. Performance improvements
are believed to be achievable, for example by changing the program-
ming language from Python to Fortran. In the current implementation
functions are written in Python, with the exception of the integral
calculation used to construct the tabulation used for the free surface
term of the Green function (see Section 3.2.2), which is implemented
in Fortran. The current implementation exploits physical symmetry of
the body being considered, but does not make effective use of portions
of the boundary element method solution that are symmetric (for
example the Green function within each set of influence matrices) or
portions that do not have a frequency-dependence and only need to be
computed at a single wave frequency. Alternative boundary element
method solvers could be built in a programming language with strong
support for algorithmic differentiation, making derivative computation
trivial.

None of the alternative methods for diffraction and radiation forces
presented performed uniformly well in the current work, however
further development work could improve this. In particular additional
development of the surrogate modeling approach could provide a ro-
bust tool for computation of forces and derivatives. In addition to this
work, the models presented by Zhang et al. (2020), Kalimeris (2023),
and Ilardi et al. (2024) demonstrate that forcing prediction using
surrogates is possible. Further work is still needed to apply surrogate
models for forcing to gradient-based optimization models, particularly
in reducing the noise in predictions which can lead to issues with
optimizer convergence. Additional challenges include understanding
uncertainty in the surrogate models, efficient generation of model
training data, and balancing surrogate generality with accuracy. When
considering diffraction and radiation loads for design optimization,
the relative importance of these loads and the specific geometries
being considered will determine which model for excitation loads and
gradients is most applicable. For many concepts, an approach based on
Morison/MacCamy–Fuchs/Froude–Krylov forces could perform reason-
ably well, as demonstrated by Alonso Reig et al. (2023) and in previous
work by the authors Rohrer et al. (2023).

Based on the results of the two case studies, this work can be seen as
a proof of concept for a differentiated boundary element method solver
with analytic gradients. The excitation loads from the model agree well
with reference results, and the total derivatives agree with the best
available comparison data and make intuitive sense. The design of the
solver allows for straightforward implementation in a future multidis-
ciplinary design optimization model, though significant computational
requirements pose a formidable challenge for widespread usage.



P.J. Rohrer and E.E. Bachynski-Polić

Fig. 18. Hydrodynamic transfer function and selected total derivatives related to column stretching for multiple column platform.

Fig. 19. Hydrodynamic transfer function and selected total derivatives related to pontoon stretching for multiple column platform.
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