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Abstract 

Sewer network, including wastewater and stormwater pipelines, is among the critical 

infrastructures that can be seen as one kind of national asset. These asset-related issues can 

cause serious consequences affecting people and the environment. As with other infrastructures, 

the sewer network deteriorates over time, and continuous adjustments are required. 

Consequently, rehabilitation and maintenance activities are needed to ensure its engineered 

functions work properly, reduce risks, optimize performance, and minimize costs. 

One of the effective ways of the predictive maintenance strategy is to estimate the condition of 

sewer pipelines. In general, the sewer condition assessment model is a tool that provides 

decision-makers valuable information on not only the current state but also the future state of 

the sewers and support for prioritization of inspection, reparation, or renewal of sewer pipes. 

However, the change in sewer condition significantly depends on input factors. Therefore, the 

quality of sewer condition models is influenced both by the input factors used and the methods 

employed. Although many different methods and techniques have been proposed and 

implemented for sewer condition analysis, no agreement has been reached regarding the best 

method for sewer condition assessment. 

In this thesis, a methodology for modelling sewer conditions has been successfully developed 

and applied for Ålesund city, Norway by employing state-of-the-art machine learning (ML) and 

Deep Learning (DL). In addition, various feature selection methods have been investigated to 

assess the importance of ten physical factors (age, diameter, depth, slope, length, pipe type, 

material, network type, pipe form, and connection type) and ten environmental factors (rainfall, 

geology, landslide area, population, land use, building area, groundwater, traffic volume, 

distance to road, and soil type). In this thesis, Geographic Information System (GIS) was used 

as a main tool to analyze, store, and visualize the results. The primary purpose of the developed 

methodology is to partially support local water agencies to control and operate the 

wastewater/stormwater system more effectively and partly optimize predictive maintenance 

strategies. 

The condition of sewer pipes can be defined based on damage score (regression problem) or 

damage class (classification problem). The performance of sewer condition assessment models 
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using these outputs has not been assessed and compared. This thesis addresses the above 

statement by developing ML models for sewer condition assessment. The performance of the 

models was compared using the popular assessment criteria for the regression problem and the 

classification problem.  

Paper I evaluates the potential application of ML algorithms for predicting the damage scores 

of sewer pipelines. The performance of the developed models was compared using the popular 

statistical metrics for the regression problem, such as the coefficient of determination (R2), 

mean absolute error (MAE), and root means square error (RMSE). The results show that 

although the damage scores of sewer pipes can be used to assess their conditions, the reliability 

of the prediction is low due to data divergence (subjectivity in assigning scores for inspected 

sewers). 

By transforming damage scores to damage classes, the prediction performance of ML models 

has been improved significantly (Paper II). The assessment criteria for the classification 

problem such as geometric mean (GM), accuracy (ACC), F-Score, Matthew’s correlation 

coefficient (MCC), the area under the Receiver Operating Characteristic curve (AUC-ROC), 

and the area under the Precision-Recall curve (AUC-PRC) between models are more stable 

compared to regression models. 

In Paper III, the efficiency of hybrid ML models in predicting sewer conditions was tested. 

The hybrid models have better performance, even with a multiclassification problem, compared 

to the binary classification problem in Paper II. This result shows that the potential application 

of other hybrid ML models should be considered in future research. 

The results of these studies show that age and material are the most significant factors affecting 

the sewer condition in the study area. The hybrid ML models are more sensitive than the normal 

ML models in predicting sewer conditions. Finally, a sewer condition assessment map was 

prepared that provides useful information for supporting predictive maintenance strategies. 

Paper IV introduces an integrated framework as a combination between GIS, 3D-creation 

platform, augmented reality (AR) techniques, and ML algorithms for the dynamic visualization 

of the condition of sewer networks. The positioning accuracy of the application for 2D objects 

is equivalent to that of well-designed GPS receivers (approximately 1-3 m), depending on the 

handheld device used.  
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Chapter 1  

Background 

1.1. Introduction 

Wastewater and stormwater pipelines are critical components of wastewater management 

infrastructure in many cities (Farkas et al., 2020). They act as the infrastructure nerve for the 

collection and transport of wastewater/stormwater to either wastewater treatment plants or 

recipients in centralized wastewater management systems. 

In many advanced countries, including Norway, wastewater and stormwater pipelines are 

rapidly aging and deteriorating; and they cannot perform their engineered functions, thereby 

leading to significant environmental, public health, and socio-economic impacts (Anand et al., 

2022). Managing and maintaining this infrastructure typically requires significant investments. 

For instance, the total budget spending on the Norwegian drainage system until 2019 was 

approximately $70.6 billion, and the investment needed for renewing and upgrading this system 

in Norway by 2040 was estimated at $11.5 billion (Stian et al., 2021). 

Condition transformation of sewer pipelines is a multi-step that is influenced by many factors 

including physical, environmental, and operational at the same time (Hawari et al., 2020). 

Consequently, the assessment of sewer conditions is more challenging under the interactive 

relationship of the aforementioned factors. Additionally, sewer pipeline inspection and 

monitoring have received increased attention from water managers and relevant agencies to 

address problems and avoid additional failures and collapses (Salihu et al., 2022). 

Maintenance management approaches can be generally categorized into reactive, preventive, 

and predictive maintenance (PdM) (Susto et al., 2015). Recently, more and more enterprises 

have an awareness of the advantages of PdM in providing cost-effective problems and 

minimizing downtime and wasted costs (Sezer et al., 2018). In the context of sewage asset 

management, a PdM strategy cannot be implemented effectively without a deep understanding 

of the system, and an efficient water management strategy requires a proper condition 

assessment framework (Chughtai & Zayed, 2007). Internet of Things (IoT) combined with 



 
Background 

2 

 

artificial intelligence, such as Machine Learning (ML) and Deep Learning (DL), will be 

effective tools for fulfilling prognostic and predictive tasks. As a result, they are powerful data-

driven models found in much current evolution of PdM solutions (Dalzochio et al., 2020). 

1.2. Problem statement 

Unlike buildings, road networks, or bridges, which are visible infrastructures, a sewage network 

is a hidden and underground infrastructure that cannot be monitored or assessed directly using 

normal ocular or visual measurements. Moreover, monitoring and inspecting all sewer pipelines 

is nearly impossible due to time, financial, and technology constraints. Therefore, there is a 

need for prediction models that not only facilitate the systematic monitoring, evaluation, and 

costing of the maintenance needs of wastewater and stormwater pipelines but also predict the 

evolution of pipe deterioration; to enable authorities to make short, medium, and long-term 

investment decisions on their pipe infrastructure. 

In general, the performance of sewer infrastructure is a function of a myriad of factors including 

physical factors (for example, size, age, material, and pipe type), environmental factors (for 

example, rainfall, land use, and groundwater), and operational factors (for example, high-

pressure, temperature, and flow) (Hawari et al., 2020). Over the years, many asset management 

planning tools have been developed for predicting pipe conditions using the aforementioned 

factors as the basis for investment decisions (Atambo et al., 2022; Laakso et al., 2018, 2019; 

Roghani et al., 2019). In this regard, condition assessment models are valuable tools for 

accurately predicting future sewer pipeline performance and effective maintenance (Caradot et 

al., 2020; Hawari et al., 2020). Many models for sewer condition assessment, such as physical, 

statistical, and machine learning, have been employed to assess the status of sewer pipelines 

(Caradot et al., 2018; Salihu et al., 2022; Tscheikner et al., 2019). 

Although physical models perform well in assessing sewer conditions during the initial 

operational period and the construction phases (Heydarzadeh et al., 2021), the data needed to 

simulate deterioration mechanisms are normally scarce (Tscheikner et al., 2019). However, 

sewer degradation is a complex process affected by many factors, and statistical models are 

likely to have more advantages in calculating speed and straightforward function compared 

with the physical models (Wei et al., 2020). Nevertheless, some assumptions in these models, 

such as the distance between consecutive conditions being constant or the sewer status in each 

condition being a normal distribution, are difficult to satisfy in reality. Additionally, sewer 

deterioration is a non-linear process, and statistical models are not able to predict the process 
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with high accuracy (Zamanian et al., 2020). 

Machine Learning (ML) models can handle the complex non-linear interlinked relationship 

between input factors and sewer pipe conditions, even if these relationships are unclear or when 

data is incomplete (Ahmad et al., 2018). With the flexibility of input and output data types, 

including numeric, nominal, or categorical, the accuracy of ML models can be easily improved 

by increasing the number of input factors and inspections or using an adequately distributed 

dataset in assessing sewer conditions (Uddin et al., 2019; Yin, Chen, Bouferguene, & Al-

Hussein, 2020). However, the accuracy and performance of different ML models are dissimilar 

due to the quality of the dataset used, randomness in splitting data, different characteristics of 

the study area, and used algorithms (Kovacs et al., 2022). Consequently, no ML model is the 

best for all cases (Tscheikner et al., 2019; Zamanian et al., 2020). Besides, a comprehensive 

comparison between different types of ML models used for regression and classification 

problems in modelling the condition of sewer pipelines is still missing. This thesis attempts to 

partly fill this research gap by exploring and verifying the potential application of ML 

algorithms to predict the condition of sewer pipes. In addition, the significance of input factors 

was briefly analyzed using the filter, wrapper, and embedded methods to provide helpful 

information for decision-makers in prioritizing significant factors during sewer predictive 

maintenance. 

Geographic Information System (GIS) is a powerful tool for processing spatial data, performing 

spatial analysis, and manipulating spatial outputs. It provides a consistent visualization 

environment for displaying a model’s input data and results (Vairavamoorthy et al., 2007). GIS-

based approaches have been applied for (i) designing water, wastewater, and storm-water 

networks (Shamsi, 2002); (ii) improving the accuracy of pipe failures estimation (Li et al., 

2011), and (iii) building GIS-based simulation tools to support asset management and 

maintenance (Cheng et al., 2020; Sekar et al., 2013). Based on the GIS database, predictive 

models of the future condition of sewer pipes can be autonomously constructed and updated. 

This thesis used GIS was used to store and analyze data before feeding it to ML models and 

visualizing results. 

Although the information from field surveys is processed on computers using GIS, the 

visualization of spatial and environmental data still uses conventional maps and reports 

(Mirauda et al., 2017). In addition, with the massive development of internet infrastructure, 

interactive connections between devices are becoming more accessible and faster. Therefore, 

the development of an architecture that can automatically interact with the GIS database, predict 
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sewer conditions, and visualize the results is essential. 

Augmented Reality (AR) is holographic technology used to project 3D virtual models into the 

physical space and it is being applied for maintenance purposes in many domains such as in 

production factories (Coscetti et al., 2020; Kostoláni et al., 2019), urban management (Kaddioui 

et al., 2019), and other fields (Behzadan et al., 2015; Hamacher et al., 2016; Koutitas et al., 

2019). A combination of AR and GIS, called ARGIS, is gaining more popularity, and it not 

only enhances users’ experience but also provides powerful tools for large data management 

(Kamel et al., 2017). Furthermore, the integration of AR technology, GIS, and the Internet of 

Things (IoT) has proven to be an effective approach to the analysis, visualization, and 

exploration of spatial data (Carneiro et al., 2018). However, its application for sewer 

maintenance remains very embryonic. This thesis attempts to partly fill this gap by developing 

a methodology combining GIS, ML, and AR for sewer network 3D visualization and predictive 

maintenance purposes. 

1.3. Aim and objectives 

The overall aim of this thesis is to develop an integrated GIS and Machine Learning-based 

approach for sewer condition assessment and visualization of wastewater pipelines. The 

specific objectives of the research are to: 

1. Develop a comprehensive sewer asset database from multiple sources for condition 

assessment using GIS as the main tool to store and process data. 

2. Assess sewer conditions employing machine learning algorithms and identify the best-

performing machine learning-based sewer condition assessment model for the 

prediction of the future sewer condition. 

3. Provide a comprehensive process for data collection, implementation of ML models, 

and visualization platform for sewer condition assessment. 

4. Develop an interactive geospatial platform for the visualization of the present and future 

condition of the sewer. 

The developed process in this thesis could be applied at an industrial scale to support local water 

utilities in determining appropriate predictive maintenance strategies. Even though the study 

focused on Ålesund city in Norway, the approaches presented here are applicable elsewhere. 

1.4. Structure of the thesis 



 
Background 

5 

 

This thesis is organized into five chapters. This introductory chapter contains an overview as 

well as the objectives of this thesis. Chapter 2 briefly introduces an overview of the sewer 

condition assessment process. Chapter 3 presents the fundamental research methods and data 

used in this thesis. Chapter 4 summarizes the results from the papers included in this thesis. 

Discussions of the entire thesis are concluded in Chapter 5. The final chapter provides the major 

conclusions drawn from this thesis and recommendations for further investigations. The papers 

selected in this thesis are given in Appendix A. Appendix B shows codes, download sources, 

and guideline for the application developed in this thesis. 
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Chapter 2  

Condition Assessment Overview 

2.1. Condition assessment 

Condition assessment is an essential process to distinguish current sewer conditions and 

establish timely, cost-effective, and appropriate maintenance strategies (Rahman & Vanier, 

2004). The workflow in Figure 2.1 shows the basic elements of asset management based on 

previous studies (Ana & Bauwens, 2007; Lee et al., 2015; Noshahri et al., 2021). 

 

Figure 2.1. Workflow for asset management 
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An effective asset management plan provides comprehensive and cost-effective strategies for 

utilities and municipalities to undertake timely maintenance, rehabilitation, and replacement of 

their sewer pipes (Najafi et al., 2021). Sewer condition assessment model is critical for these 

strategies through the prediction of current and future condition of sewer pipes (Fan et al., 

2022). 

It is worth noting that there is a difference between a structural and an integrity-oriented 

condition classification of sewer pipes. While structural condition refers to the capacity of the 

pipe to fulfil its structural role, integrity-oriented condition focuses more on the overall 

condition of a sewer pipe (Rahman & Vanier, 2004; Tscheikner et al., 2019). For example, a 

sewer pipe with a single severe damage (causing a serious structural failure) may require an 

immediate replacement, but its overall integrity is still good. In contrast, a sewer pipe without 

serious defect(s), but irreparable deterioration along the whole pipe length requires renovation 

or replacement. This dissertation does not focus on predicting which condition (in terms of 

structural or integrity-oriented condition) the sewer pipes belong to; it mainly focuses on the 

application of ML algorithms for predicting sewer conditions based on given sewer status. 

2.2. Pipe condition inspection techniques 

Several techniques are used for sewer pipes inspection in order to establish their status. These 

techniques can be classified into direct and indirect groups based on how information on the 

sewer condition is obtained. While the direct methods provide pipe distress indicators 

(measurable defects or flaws such as cracks, corrosion pits, or wire breaks), the indirect methods 

generate inferential indicators (such as soil type or groundwater fluctuations) (Kleiner & Rajani, 

2022; Liu & Kleiner, 2013). 

A summary of popular techniques for pipe condition assessment are presented in Table 2.1. 

Detailed information on these techniques as well as their advantages and disadvantages are 

presented in the study of Liu and Kleiner (2013). 
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Table 2.1. Summary of methods for pipe condition assessment 

Method Type Subsets 

Visual inspection Direct method CCTV, Laser scan 

Electromagnetic 

methods 
Direct method 

Magnetic flux leakage, Remote field eddy 

current, Broadband electromagnetic, Pulsed eddy 

current testing, Ground penetrating radar, Ultra-

wideband pulsed radar 

Acoustic methods Direct method 
Sonar profiling, Impact echo, SmartBall, Sahara 

system, Leak detection 

Ultrasound methods Direct method 
Guided wave ultrasound, Discrete ultrasound, 

Phased array technology 

Radiographic 

methods 
Direct method - 

Thermography 

methods 
Direct method - 

Linear polarization 

resistance of soil 
Indirect method - 

Soil characterization Indirect method - 

Pipe to soil potential 

survey 
Indirect method - 

Among the aforementioned methods, CCTV is the most widely used and cost-effective method 

for the assessment of sewer pipes that have specific characteristics in unsanitary environments, 

complex surveillance circumstances, and high pressure (Hassan et al., 2019; Koo & Ariaratnam, 

2006; Tscheikner et al., 2019). 

2.3. General contributing factors of sewer condition assessment 

The change of sewer condition is a complex process that is determined by multiple factors. The 

deterioration of pipes is a continuing process that can be divided into structural deterioration 

and hydraulic deterioration. While the structural deterioration process is characterized by 

structural defects (e.g., cracks, deformations, or fractures) that directly reduce the structural 

integrity (such as the shape and load-bearing capacity of pipes), hydraulic deterioration 

indicates a reduction of cross-sectional area and an increase in the roughness coefficient (Tran, 

2007). Identifying the most significant factors of sewer pipe condition is critical in reducing 

data collection costs and increasing prediction accuracy and performance of sewer condition 

assessment models (Kley & Caradot, 2013). 

Factors affecting sewer pipe condition can be grouped into three main categories: physical, 
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environmental, and operational factors (Hawari et al., 2020; Hawari et al., 2016; Shi, 2018). 

Physical factors are associated with the physical attributes of the pipes, such as diameter, length, 

or material. Environmental factors are related to the surrounding environment, such as soil type, 

groundwater, or land cover. Operational factors relate to the function and operation of pipes 

including flow velocity, maintenance, or sediments in pipes (Ana & Bauwens, 2010). While 

physical factors are normally stored in the database of agencies and municipalities, information 

about environmental and operational factors is often unavailable (Mohammadi et al., 2020; 

Salman, 2010). For example, pipe age, groundwater level, pipe size, or pipe material mainly 

contribute to the structural deterioration process, the hydraulic deterioration process is 

significantly affected by tree type, pipe depth, pipe location, or soil type (Tran et al., 2006). 

Although many factors are listed in historical studies, only a few of them are collected and used 

while constructing sewer condition assessment models because of their availability and 

statistical significance (Tran et al., 2006). 

A summary of factors used for sewer condition assessment is presented in Figure 2.2 (Ana et 

al., 2009; Hawari et al., 2020; Mohammadi et al., 2020). 

 

Figure 2.2. Factors affecting sewer condition assessment 
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2.4. Grading methods for sewer condition 

After obtaining the visual inspections of sewer pipes, damaged scores of pipes are assigned 

based on their observed defects (for example, cracks, broken, collapse, surface damage, and 

line failure). According to Ahmadi et al. (2014), sewer condition grades are generally identified 

using two typical methods including subjective grading and distress-based evaluation. 

Subjective grading method assesses the condition of sewer pipes based on visual inspection, in-

situ measurements, or expert opinion. By using this method, the grading scale of sewer pipes is 

represented by a score that is consistent with the level of defects. The accuracy of this method 

depends on an inspector’s experience and the reliability of the system used (Ahmadi et al., 

2014). The distress-based evaluation method rates the distress degree of sewer pipes based on 

observations using a predefined protocol developed by experts. The most well-known protocols 

are the Sewerage Rehabilitation Manual of the Water Research Center (WRC) in the United 

Kingdom, the Guidelines for Condition Assessment and Rehabilitation for Large Sewers 

(CARLS) conducted by the National Research Council of Canada, the Manual of Sewer 

Condition Classification of the North American Association of Pipeline Inspectors, the Norsk 

Vann Manual reported by the Norwegian organization for the water industry 

(https://norskvann.no/ (accessed on 06th April 2024)), and the Pipeline Assessment Certification 

Program (PACP) developed by the National Association of Sewer Service Companies (Rahman 

& Vanier, 2004). 

In general, the coding system is used to assess the CCTV inspection videos of sewer pipes. The 

defects existing in the pipe are coded according to one of the coding protocols mentioned above, 

and finally, a score is calculated to represent the overall condition of the sewer pipe (Hawari et 

al., 2018; Yin, Chen, Bouferguene, Zaman, et al., 2020). For instance, most agencies and 

utilities use a scale of 1-3 grading system in the wastewater industry (WSAA, 2013), or a 1-5 

grading system is normally used for sanitary sewer or stormwater pipes (Haugen & Viak, 2018; 

Park, 2009). An example of pipe condition grade classified based on the PACP manual is shown 

in Table 2.2. 

 

  

https://norskvann.no/
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Table 2.2. Grading codes for sewer pipe condition (Khazraeializadeh, 2012; Yin, Chen, 

Bouferguene, & Al-Hussein, 2020) 

Condition 

grade 

Pipe 

condition 
Description Time to failure 

1 Excellent Defect is minor 
Failure unlikely in the 

foreseeable future 

2 Good 
A defect has just started to 

deteriorate 

A pipe unlikely to fail for at 

least 20 years 

3 Fair 
A moderate defect that keeps on 

deteriorating 

A pipe may fail in 10 to 20 

years 

4 Poor 

A severe defect will reach its 

worst situation within an 

expected period of time 

A pipe will probably fail in 5 

to 10 years 

5 
Immediate 

attention 

A defect should be care taken of 

immediately 

A pipe has failed or will likely 

fail within the next 5 years 

2.5. Sewer condition assessment models 

A deep understanding of the system is critical for utilities and municipalities to run efficient 

predictive maintenance strategies (Chughtai & Zayed, 2007). A reliable sewer condition 

assessment model enhances our understanding of the deterioration process and mechanism, and 

it is a critical tool for the evaluation of non-inspected pipe conditions and forecast of the future 

state for rehabilitation strategies (Caradot et al., 2017). Moreover, condition prediction model-

based approach is one of the most popular research areas in the past decades because it is based 

on more objective data and is less expensive compared to expert knowledge and in-situ sensors 

respectively (Tran & Nguyen, 2010). 

Sewer condition assessment models can be generally classified into physical, statistical, and 

machine learning. In physical models, a clear quantitative relationship between contributing 

factors and sewer conditions is defined without dealing with the uncertainty of the deterioration 

process (Hawari et al., 2020). On the contrary, these uncertainties are considered by using 

probability distribution based on equations in the statistical models (Tscheikner et al., 2019). 

Machine learning models evaluate the mathematical relationships between sewer conditions 

and contributing factors by learning the deterioration behavior from inspection data, no 

assumption about the model structure is required in ML models because these types of models 

use a data-driven approach (not a model-driven approach) (Ahmad et al., 2018). 

Recent models for sewer condition assessment are summarized in Table 2.3. Some advantages, 
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limitations, and applications of these models are presented in Hawari et al. (2020). 

Table 2.3. Summary of several sewer condition assessment models from the literature 

Type Model References 

Physical 

model 

Power function models Doleac et al. (1980) 

Linear function models Randall-Smith et al. (1992) 

UtilNets Hadzilacos et al. (2000) 

ExtCorr Hawari et al. (2020) 

Statistical 

model 

Regression models Bakry et al. (2016), Balekelayi and Tesfamariam 

(2019), Kabir et al. (2018), Sempewo and Kyokaali 

(2019) 

Markov chains Sempewo and Kyokaali (2019) 

Cohort survival models Caradot et al. (2017) 

Multiple discriminant 

analysis 

Vladeanu et al. (2019), Alsaqqar et al. (2017) 

Probabilistic models Kleiner and Rajani (2001) 

Integrated models Kabir et al. (2018), Altarabsheh et al. (2018), 

Hawari et al. (2016) 

Machine 

learning 

model 

Artificial Neural 

Network 

Alsaqqar et al. (2017) 

Decision tree-based 

models 

Laakso et al. (2018), Caradot et al. (2018) 

Support Vector Machine Hernández et al. (2021) 
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Chapter 3  

Research Methodology 

3.1. Conceptual framework 

Figure 3.1 presents the conceptual framework for modeling sewer conditions in this thesis. The 

framework consists of three main interlinked steps (i) data collection and preparation using GIS 

tools, (ii) sewer condition assessment using ML algorithms, and (iii) visualization platform. 

3.1.1. Data collection 

In this thesis, sewer condition assessment models were employed using physical and 

environmental factors, and operational factors were not included because of unavailability at 

the time of the study. Physical factors were mainly collected from the existing database 

provided by the Ålesund city (tabular dataset) while environmental factors were obtained from 

multiple GIS-based sources. 

3.1.2. Data preparation 

All physical factors were vectorized, and environmental factors were rasterized using GIS tools. 

Physical factors were identified for each sewer pipe based on its unique name or index in the 

database. Based on the geographical vertices of each sewer pipe, its centroid point was 

calculated. After that, rasterized values of environmental factors were assigned to each pipe 

based on this centroid position and their unique name or index (Fan et al., 2022). Finally, the 

aggregated GIS database was transferred to the next step to process before feeding them into 

ML models. 

3.1.3. Sewer condition assessment 

In this step, all inspected sewer pipes with damage scores or damage classes were selected from 

the entire dataset or maintenance reports provided by the Ålesund city (Nguyen & Seidu, 2022). 

All physical and environmental factors of inspected sewer pipes were compared and assigned 

from the above GIS database. All pipes that did not have any one of the above factors were 

eliminated from the input dataset. 
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The input dataset was split into training and validation datasets, the training dataset was used 

to construct ML models while the validation dataset was used to verify and validate constructed 

ML models. Feature selection methods were implemented on the training dataset to assess the 

importance of physical and environmental factors. Consequently, the best ML model was used 

to predict the condition of sewer pipes in the study area. 

 

Figure 3.1. Overview of the sewer condition assessment modeling 



 
Research Methodology 

17 

 

3.1.4. Sewer condition visualization 

The predicted sewer conditions obtained from the previous step were stored and re-assigned 

into the GIS database using the unique name/index. At this step, sewer conditions were 

visualized on a desktop using GIS software or on mobile/HoloLens using Unity software. 

3.2. Summary of feature selection methods used 

Defining significant factors is crucial to improve the models’ performance and to reduce 

computational abundance. It is, therefore, critical in preprocessing step in pattern recognition, 

dimensionality reduction,  and data mining (Kuhn & Johnson, 2013; Tashi et al., 2020). 

Feature selection techniques are mainly clustered into the filter, wrapper, and embedded 

methods (Chandrashekar & Sahin, 2014). In filter methods, the optimal subset of variables is 

selected mainly based on their statistical properties and relationship with the target variable. 

The performance of variables is used to select a subset of features by removing and adding the 

subsets accordingly in the wrapper methods, and the model tuning process is applied in the 

embedded methods to perform feature selection (Chan et al., 2022).  

However, different feature selection methods produce different results using the same input due 

to a random initialization strategy (Song et al., 2021). Consequently, their practical applications 

should be further investigated. This thesis applied the filter, wrapper, and embedded feature 

selection methods in determining the significant factors before constructing ML models. 

3.3. Summary of machine learning algorithms used 

This section briefly describes the fundamental theories of machine learning algorithms used in 

this thesis including regression, classification, and hybrid methods. The regression model 

describes a mapping function that defines the relationship between independent 

variables/features and a dependent/output variable. The target outcome in the regression models 

are typically numeric values and the predictive performance of these models is normally 

assessed using some statistical criteria such as the coefficient of determination (R2), mean 

absolute error (MAE), and root mean square error (RMSE) (Nguyen & Seidu, 2022). 

The classification model approximates the mapping function from given input variables to 

identify discrete output variables, which can be labels or categories. In those models, outputs 

typically need to be converted into dummy variables if the data contains noise/missing values 

(Sen et al., 2020). Accuracy, F1-score, or the area under the receiver operating characteristic 

(AUC-ROC) can be used to estimate the performance of classification machine learning models 
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(Nguyen et al., 2022). 

Hybrid machine learning models combine model-based and data-driven learning systems to 

potentially capture more characteristics of complex systems to deal with over-fitting and under-

fitting (Li et al., 2019). Therefore, recent studies have shown promising results in these models 

(Khayyam et al., 2015; Phong et al., 2021; Ramezankhani et al., 2019). These models can be 

used for both classification and regression, therefore, assessment criteria for two types of 

models are applied to assess the prediction performance of hybrid models (Machado & Karray, 

2022; Rawat & Malhan, 2019). 

3.3.1. Regression-based machine learning algorithms 

a. Gaussian Process for regression 

Rasmussen (2004) first introduced Gaussian Process (GP) model for dealing with classification 

and regression problems. In the GP model, the covariance function is determined using a single 

or a combination of kernel functions and their hyperparameters (Pedregosa et al., 2011). 

For the regression problem, GP is an effective tool for interpolating data points in high-

dimensional input space and can be defined as follows (Meng & Zhang, 2020): 

𝑌(𝑋) = 𝐺𝑃 (𝑀(𝑋𝑖), 𝐶𝑜𝑣(𝑋𝑖, 𝑋𝑗)) + 𝜖(𝑋), 𝑖, 𝑗 = 1, . . . , 𝑛 (1) 

where 𝑛 is the total number of inspected sewer pipes, 𝑌 is the damage score, 𝜖(𝑋) is the 

observation error, 𝑀(𝑋𝑖) and 𝐶𝑜𝑣(𝑋𝑖, 𝑋𝑗) are the mean and covariance functions, respectively. 

b. K-Nearest Neighbor for regression 

Lall and Sharma (1996) introduced K-Nearest Neighbor (KNN) to deal with regression 

problems. For sewer condition prediction, the KNN model approximates the association 

between physical and environmental factors and the sewer damage score by averaging the 

observations in the same neighborhood. The grid-search method was used to calculate the 

number of nearest neighbors, and the distance metric was used to calculate the distance of one 

test observation from all the observations of the training dataset and find the nearest neighbors. 

From the regression perspective, the KNN algorithm has quick computational time, easy 

interpretability, versatility, and no need for any assumptions (Yao & Ruzzo, 2006). However, 

this algorithm is sensitive to irrelevant features which can be addressed by feature selection. In 

addition, this algorithm may be ineffective with large datasets because it calculates and stores 

the distances from the new test point to all the training data points during implementation. 
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c. Classification and Regression Trees 

Breiman et al. (1984) first proposed Classification and Regression Trees (CART) algorithm to 

solve regression and classification problems based on tree-based structures. In this method, the 

sewer dataset (also called the root node) was divided into subsets at each node using a series of 

recursive binary splits based on evaluating every possible predictor (Ebrahimy et al., 2020). 

Finally, the predicted sewer conditions were defined based on the most commonly occurring 

class of the node. 

For classification problems, Gini Impurity or Entropy index can be used to split root/decision 

nodes. Otherwise, the “goodness” criterion is applied to split root/decision nodes into regression 

problems. Gini Impurity, Entropy, and the “goodness” criteria (normally mean squared error) 

were presented as follows (Daniel & Chantal, 2014; Rahmati et al., 2022; Yuan et al., 2021): 

𝐺𝑖𝑛𝑖(𝐷, 𝑘) =∑
|𝐷𝑗|

𝑛
(1 −∑𝑝𝑖

2

𝑛

𝑖=1

)

𝑚

𝑗=1

 (2) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =∑−𝑝𝑖
∗𝑙𝑜𝑔2𝑝𝑖

∗

𝑐

𝑖=1

 (3) 

𝑓(𝑠|𝑡) = 2𝑃𝐿𝑃𝑅∑|𝑃(𝑖|𝑡𝐿) − 𝑃(𝑖|𝑡𝑅)|

𝑛

𝑖=1

 (4) 

where 𝑛 is the number of sewer inspections in one dataset 𝐷; 𝑚 is the total number of the 

subsets; 𝑐 is the number of classes; 𝐷𝑗 is one subset of dataset 𝐷 classified based on attribute 

𝑘; |𝐷𝑗| is the number of sewer inspections in the subset 𝐷𝑗; 𝑝𝑖 is the probability of type 𝑖 

occurring in dataset 𝐷; 𝑝𝑖
∗ is the non-zero probability that the arbitrary rule belongs to class 𝑐; 

𝑓(𝑠|𝑡) is a measure of “goodness of fit”; 𝑡𝐿 and 𝑡𝑅 are the left and right children of a candidate 

split 𝑠 at node 𝑡, respectively; 𝑃𝐿 and 𝑃𝑅 are the proportions of records at 𝑡𝐿 and 𝑡𝑅, respectively; 

𝑃(𝑖|𝑡𝐿) and 𝑃(𝑖|𝑡𝑅) are the proportions of class 𝑖 at 𝑡𝐿 and 𝑡𝑅, respectively. 

d. Random Forest for regression 

Random Forest (RF) regression is an ensemble learning method that uses multiple decision 

trees as base learning models for regression problems. The bagging (or bootstrap aggregation) 

algorithm is generally used to create the RF model. In this way, each random subset in the 

training dataset is selected with replacement to fit the decision trees with the corresponding 

sewer conditions. After the RF model was trained, damage scores for unseen sewer pipes can 

be made by averaging the predictions from all the individual regression trees (Kumar & Shaikh, 
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2017). 

e. Multi-Layer Perceptron for regression 

A Multi-layer Perceptron (MLP) can be normally used for regression and classification 

problems which consist of at least three layers (an input layer, an output layer, and one or more 

hidden layers) and each layer contains different neurons. For sewer condition prediction 

purposes, the number of neurons in the input layer equals the number of input factors. The 

number of neurons in the output layer is one (for regression problems) or the number of classes 

(for classification problems). The number of hidden layers and hidden neurons depends on the 

complexity of the MLP architecture. 

Training an MLP network is normally implemented via followed steps (i) assign each factor for 

each neuron and add a bias unit into the input layer, (ii) generate a random weight for each 

neuron, (iii) calculate the sum of each neuron and transfer the results to the hidden layer 

employing activation function, (iv) calculate a similar process in the hidden layer, and transfer 

result to the output layer, and (v) recalculate the weights based on the rule minimizing the 

difference between the predicted damage scores and corresponding actual values (cost 

function). The above process is repeated until the given epochs are satisfied, or the ideal weights 

are obtained. 

Each neuron 𝑗 in the hidden layer computes its input signals 𝑥𝑖 and produces its output 𝑦𝑗 based 

on the following equation: 

𝑦𝑗 = 𝑓 (∑ 𝑤𝑗𝑖𝑥𝑖 + 𝑏𝑖

𝑛

𝑗,𝑖=1

) (5) 

where 𝑛 is the number of sewer inspections in the training dataset; 𝑓 is an activation function; 

𝑤𝑗𝑖 and 𝑏 are connection weight and bias, respectively. Moreover, many additional 

hyperparameters such as transfer function, learning rate, number of epochs, dropout, and 

momentum are required while training an MLP network. 

f. Support Vector Machine for regression 

Support vector regression is one type of Support Vector Machine (SVM) used for regression 

problems. In this model, the best-fit hyperplane in n-dimensional space is determined to 

distinguish data samples in the training dataset in the best way (Trafalis & Ince, 2000). For 

regression problems, the linear form of the hyperplane can be computed as follows (Wauters & 

Vanhoucke, 2014): 
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𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 (6) 

where 𝑓(𝑥) is the predicted value, 𝑥 is the input vector of the data point, 𝑤 and 𝑏 are the slope 

and intercept. The ideal solution can be defined as follows (Smola & Schölkopf, 2004): 

{
 
 

 
 ∑(𝛼𝑖 − 𝛼𝑖

∗)𝐾(𝑥𝑖, 𝑥)

𝑛

𝑖=1

+ 𝑏                                          

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑛

𝑖=1

= 0, 𝛼𝑖, 𝛼𝑖
∗ ∈ [0, 𝐶]

 (7) 

where 𝑓(𝑥) is the predicted value, 𝑛 is the number of sewer inspections, 𝑥 is the input vector 

of the data point, 𝑤 and 𝑏 are the slope and intercept, respectively, 𝛼𝑖, 𝛼𝑖
∗ are Lagrange 

multipliers, the constant 𝐶 > 0 is the trade-off between the flatness of the 𝑓(𝑥) and the amount 

up to which deviations larger than the insensitive loss function, 𝐾(𝑥𝑖, 𝑥) is the Kernel function, 

for example, linear function, polynomial function, radial basis function, or sigmoid function. 

g. Extra Trees Regression 

Extra Trees Regression (ETR) is an ensemble supervised machine learning method that uses 

decision trees for regression problems. This algorithm uses an entire learning sample (instead 

of bagging like RF) to split nodes by choosing cut points entirely randomly. This selection 

contributes to reducing the bias of the model (Geurts et al., 2006). 

The relative variance reduction is used as the score measure in the regression problems for the 

ETR algorithm (Geurts et al., 2006): 

𝑆𝑐𝑜𝑟𝑒(𝑠, 𝐷) =
𝑉𝑎𝑟(𝑦|𝑆) −

|𝑆𝑙|
|𝑆|

𝑉𝑎𝑟(𝑦|𝑆𝑙) −
|𝑆𝑟|
|𝑆|

𝑉𝑎𝑟(𝑦|𝑆𝑟)

𝑉𝑎𝑟(𝑦|𝑆)
 

(8) 

where 𝑉𝑎𝑟(𝑦|𝑆) is the variance of the output 𝑦 in the sample 𝑆, 𝑆𝑙 and 𝑆𝑟 are two subsets of 

cases from the sample 𝑆 corresponding to the two outcomes of a split 𝑠, respectively. 

h. AdaBoost 

AdaBoost (also called Adaptive Boosting) was introduced by Freund and Schapire (1997) for 

regression and classification problems. This algorithm is an ensemble learning method using 

an adaptive resampling approach to improve predictive performance for controlling bias and 

variance from the mistakes of the base algorithm (Hong et al., 2018). In the AdaBoost model, 

iterations are performed to improve predictive performance by optimizing the target function. 

In the sewer condition regression problem, the target function is the minimum difference in 
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damage scores between inspected and actual sewer conditions. 

In the case of sewer condition prediction, AdaBoost randomly selects subsets from the sewer 

dataset. After that, these subsets were assigned equal weights to implement a classifier for each 

iteration. Higher weights will be reassigned for misclassified cases in the previous iteration, 

and a new iteration process continues after a new normalized training subset is created. The 

iterative process is terminated if specific stopping criteria are satisfied, and the sewer condition 

is the result of the weighted sum of all predictions. 

The iterative process is ended until it reaches a terminated condition, and the final model is 

obtained from a weighted sum of all the base models. Although AdaBoost can be built based 

on various weak base learners, a combination of AdaBoost with the decision tree is often 

referred to as the best out-of-the-box classifier (Kégl, 2013). 

i. Gradient Tree Boosting 

Gradient Tree Boosting (GTB), which was introduced by Friedman (2002), is an ML technique 

used in regression and classification tasks. This technique improves predictive performance by 

combining weaker learners with strong learners via the iteration approach (Bentéjac et al., 

2021). 

For sewer condition prediction, a subset of the sewer dataset is randomly generated (without 

replacement) for each iteration. Each internal node of the tree denotes an attribute, and each 

leaf node denotes a predictive sewer condition. For each iteration, decision trees have been 

added repeatedly, and the next decision tree will correct the previous decision tree error 

(Ayyadevara, 2018). The final sewer condition status is obtained by minimizing the loss of 

function. 

j. Histogram-based Gradient Boosting 

Histogram-based Gradient Boosting (HGB), introduced by Guryanov (2019), is a modification 

of the GTB and can increase the learning process and the model’s prediction performance. This 

method divides the sewer training dataset into bins and constructs a histogram of feature values 

during the training phase (Aljamaan & Alazba, 2020). The iteration process is stopped when 

the stopping condition (for example, the limit of tree depth or the number of leaves in the tree) 

is reached. Then, the sewer conditions are defined using the best-split points based on the 

feature histograms (Ke et al., 2017). 

3.3.2. Classification-based machine learning algorithms 
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a. Gaussian Process for classification 

For the classification problem, the sewer conditions were transformed into {−1,+1}, a latent 

function 𝑓 was used to predict the class membership probability for a new test pipe. The value 

of the function 𝑓 was then mapped into the [0,1] interval using the probit function (Rodrigues 

et al., 2014). The predictive distribution of the sewer conditions can be calculated by getting 

the weights of all possible predictions by their calculated posterior distribution (Kuss et al., 

2005): 

𝑝(𝑦∗ = 1|𝑥∗, 𝑿, 𝒚) = ∫ 𝛷(𝑓∗)𝑝(𝑓∗|𝑥∗, 𝑿, 𝒚)𝑑𝑓∗
 

𝑓∗
 (9) 

where 𝑿 = [𝑥1, … , 𝑥𝑛]
𝑇 and 𝒚 = [𝑦1, … , 𝑦𝑛]

𝑇 are vectors containing factors and sewer 

condition status, respectively; n is the number of sewer inspections; 𝑦∗ and 𝑥∗ are predicted 

sewer condition status and vector-containing factors of one sewer pipe, respectively; 𝑓∗ and 

𝛷(. ) are variables corresponding to the test point 𝑥∗ and the probit function, respectively. 

b. K-Nearest Neighbor for classification 

KNN can be used as an effective tool for dealing with classification problems (Cover & Hart, 

1967). For sewer condition prediction, the distance from the sewer pipe 𝑥𝑖 in the test dataset of 

each sample in the training dataset is computed. The top 𝐾 points, which have the closest 

distance to 𝑥𝑖, are stored, and the status probability of sewer 𝑥𝑖 is computed as follows (Fan et 

al., 2022): 

𝑃(𝑦 = 𝐷, 𝑋 = 𝑥𝑖) =
1

𝐾
∑𝐼(𝑦𝑗 = 𝐷)

𝑗∈𝐴

 (10) 

where 𝐼(𝑦𝑗 = 𝐷) equals 1 if the instance 𝑦𝑗 is in class 𝐷, otherwise, it equals 0, 𝐴 is the dataset 

that contains 𝐾 points, and 𝐷 is the sewer conditions. 

c. Random Forest for classification 

Random Forest (RF) was developed by Breiman (2001) to significantly improve classification 

accuracy by creating an ensemble of trees and letting them vote for the most popular class. In 

the RF model, the sewer input dataset was randomly split into classification trees, and the model 

was trained through bagging or bootstrap aggregating. The final sewer’s condition status was 

obtained by aggregating the prediction from each tree. 

d. Multi-layer Perceptron for classification 
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Theoretically, training an MLP network in a classification problem is similarly performed as in 

a regression problem. The main difference is that the output layer in classification problems has 

more than one neuron. For multi-classification problems, a special activation function such as 

softmax is used to identify the probability in each class (Malik et al., 2022). 

e. Support Vector Machine for classification 

Cortes and Vapnik (1995) first proposed SVM for dealing with classification problems. In the 

case of sewer condition prediction, the sewer conditions were determined by maximizing the 

distance from the hyperplane to the data points. The hyperplanes can be computed as follows 

(Zendehboudi et al., 2018): 

{
𝑦𝑖(𝒘. ∅

𝑇(𝑥𝑖) + 𝒃) ≥ 1 − 𝜀𝑖
𝜀𝑖 ≥ 0,              𝑖 = 1,2, … , 𝑛

 (11) 

where 𝑛 is the number of inspected pipes, 𝑥𝑖 ∈ ℝ
𝑛, 𝑦𝑖 ∈ ℝ, x, and y are vectors that contain 

input factors and sewer conditions respectively, 𝒘 is the coefficient vector, 𝒃 is and bias of the 

hyperplane in the feature space, ∅ is the non-linear mapping function, and 𝜀𝑖 is the positive 

slack variable. The predicted condition status of the sewer pipe using the SVM is calculated as 

follows (Cervantes et al., 2020): 

{
 
 

 
 𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (∑𝛼𝑖𝑦𝑖𝐾(𝑥𝑖, 𝑥) + 𝑏

𝑛

𝑖=1

)             

∑𝛼𝑖𝑦𝑖

𝑛

𝑖=1

= 0,     0 ≤ 𝛼𝑖 ≤ 𝐶,   ∀𝑖 = 1,2, … , 𝑛

 (12) 

where auxiliary variables 𝛼𝑖 are Lagrange multipliers, 𝐶 is the regularization parameter, and 

(𝑥, 𝑥𝑖) is the Kernel function. 

f. Logistic Regression 

Logistic Regression (LR) predicts the probability of the sewer conditions based on their 

relationship with input factors. The maximum likelihood method is generally used to estimate 

the intercept and coefficients based on the factors and sewer conditions. This method maximizes 

the probability of the sewer status given the fitted regression coefficients (Kuk & Chen, 1992). 

Although the LR algorithm was originally designed for regression problems, this method was 

commonly used for classification problems (especially for binary classification) (Dokeroglu et 

al., 2021; Książek et al., 2021). This thesis investigates the potential application of the LR 

algorithm for sewer condition prediction in the study area and the results from this method will 
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also be compared with those from other ML models. 

g. Extremely Randomized Trees 

Extremely Randomized Trees (ERT), proposed by Geurts et al. (2006), is an ensemble 

supervised machine learning method. In this method, many decision trees are created randomly 

without replacement (the individual sewer data points are chosen only one time). The most 

important and unique characteristic of this method is to randomly select a split value instead of 

calculating locally optimal values using Gini or Entropy to split data (Geurts et al., 2006). By 

using this approach, generated decision trees are diversified and uncorrelated. 

After decision trees are trained, the sewer conditions predicted by single trees are aggregated 

to yield the final result. 

h. Gaussian Naive Bayes 

Naive Bayes is a probabilistic ML algorithm based on the Bayes theorem, which assumes that 

the features have strong independence from each other. Although this algorithm is simple, it is 

significantly more accurate than sophisticated methods, especially for classification problems 

(Frank et al., 2000). Moreover, one of the most advantages of this algorithm is that no 

hyperparameters are required to tune the model (Askari et al., 2020). 

Gaussian Naive Bayes (GNB) classifies sewer status based on an assumption of having a 

Gaussian distribution on input factors (Jahromi & Taheri, 2017). Sewer conditions can be 

predicted using the Gaussian probability density function by substituting the parameters with 

the new input values (Cataldi et al., 2021): 

𝑝(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦2
𝑒
−
(𝑥𝑖−𝜇𝑦)

2

2𝜎𝑦
2

 (13) 

where 𝜎𝑦 and 𝜇𝑦 are the variance and mean of the feature 𝑖𝑡ℎ, respectively; class 𝑦 contains 

sewer conditions. 

i. Bernoulli Naive Bayes 

The Bernoulli Naive Bayes (BNB) classifies sewer status based on the Bayes theorem using 

sewer input data that are distributed according to multivariate Bernoulli distributions. Sewer 

conditions predicted by BNB are made based on the rule as follows (Pedregosa et al., 2011): 

𝑃(𝑥𝑖|𝑦) = 𝑃(𝑖|𝑦)𝑥𝑖 + (1 − 𝑃(𝑖|𝑦))(1 − 𝑥𝑖) (14) 

where 𝑃(𝑥𝑖|𝑦) is the likelihood of the features, 𝑥𝑖 is the vector contains the input factor of the 
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feature 𝑖𝑡ℎ, and 𝑦 is sewer class. 

j. Ridge classification 

Ridge Classification (RC) algorithm is developed based on the Ridge regression, which was 

introduced by Hoerl and Kennard (1970) for solving the multicollinearity problem of covariates 

in samples. This method assumes that samples from each sewer condition class belong to a 

linear subspace, and a new test sample can be represented as a linear combination of class-

specific training samples (He et al., 2014). This method has been widely applied in diverse 

applications in chemistry, econometrics, and engineering to deal with multicollinear data 

because of the small values of its variance and its mean square error (Gruber, 1998). 

RC algorithm converts the conditions of sewer pipes into [−1,+1] and solves the problem as a 

regression task, minimizing the size of the coefficients by imposing a penalty, and the sewer 

condition class is assigned based on the highest value of the prediction result. 

3.3.3. Hybrid machine learning algorithms 

The hybrid ML method is a technique that combines the ensembles with the base ML algorithm 

to make more accurate predictions. This section presents three variants for hybrid ML models 

used in this thesis: Bagging (BG), Dagging (DG), and Rotation Forest (RotF). 

a. Base classification algorithm J48 Decision Tree 

Lim et al. (2000) reported that the C4.5 algorithm is the fastest algorithm for building decision 

trees with reasonable accuracy. J48 Decision Tree (J48DT), a Java version of the C4.5 

algorithm in the Waikato Environment for Knowledge Analysis (WEKA), was used in this 

thesis as the base learner for BG, DG, and RotF ensembles. The reason for choosing this 

algorithm is that it is an effective technique for classification using ensemble methods (Hong 

et al., 2018). 

b. Bagging hybrid algorithm 

The BG algorithm raises the stability of models significantly classification problems by 

improving accuracy and reducing variance (Breiman, 1996). In this algorithm, new sewer pipe 

points are created by randomly selecting samples with replacements (specifically, the individual 

sewer data points can be chosen more than one time) from the original training dataset. These 

subsets are used to train base learners independently. Finally, the final sewer conditions are 

defined using a plurality vote of those predictions from the base models. 

c. Dagging hybrid algorithm 
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The DG algorithm creates random training subsets from the original training dataset using the 

disjoint sampling method (instead of the bootstrap sampling) without replacement (Ting & 

Witten, 1997). The base learners are trained using the above subset, and the sewer conditions 

are defined using a plurality vote from the individual predictions. 

d. Rotation Forest hybrid algorithm 

The RotF algorithm was first introduced by Rodriguez et al. (2006) based on the idea of a 

random forest algorithm to improve the diversity and accuracy of the base classifier. In this 

method, a feature extraction technique, namely Principal Component Analysis (PCA), is used 

to create bootstrap sampling and train the base classifier. Hyperplanes parallel to the feature 

axes are used to create classification regions while training base learners. The final sewer 

conditions are computed based on the largest confidence for each status (Kuncheva & 

Rodríguez, 2007). 

3.3.4. Comparison of machine learning models 

Various studies have assessed the performance of regression-based ML models for predicting 

the condition of sewer systems (Salihu et al., 2022). By using an ANN model to predict the rate 

of sewer pipes deterioration, Najafi and Kulandaivel (2005) concluded that this kind of model 

exhibited a good learning tendency. Similar conclusions were made by studies applying 

different regression-based ML models in sewer condition assessment (e.g., BPNN or SVM) 

(Khan et al., 2010; Sousa et al., 2014). However, these studies showed that outliers/noises 

affected the performance of the models. 

Classification-based ML models also showed good performance in resolving classification 

problems including both binary and multiple classes in sewer condition assessment. Harvey and 

McBean (2014) found that RF was an excellent candidate for binary classification in sewer 

condition assessment. RF model was also applied in the multi-class classification of sewer 

condition in the study of Vitorino et al. (2014). Other studies have also explored the potential 

of hybrid ML models for solving classification problems. For example, Salihu et al. (2022) 

recommended hybrid models need to be developed in order to curtail current models’ 

limitations. Although hybrid models have been recently applied for classification purposes and 

gained incredible performances, they are mainly considered for studies in other domains such 

as business (Machado & Karray, 2022), natural disaster (Bui et al., 2022; Masrur Ahmed et al., 

2021; Miraki et al., 2019; Ngo et al., 2021; Pham et al., 2020; Wang et al., 2019), or education 

(Rawat & Malhan, 2019). The application of hybrid ML models in sewer condition assessment 
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is still limited and need to be further explored. 

Although many studies have investigated the application of regression-based and classification-

based ML algorithms for sewer condition assessment, there is rarely any study considering both 

approaches to estimate condition of sewer pipes for a specific study area. In this study, a 

comprehensive assessment of sewer condition is undertaken using regression-based, 

classification-based and hybrid ML models. 

3.4. Visualization platform 

Visualization platform, or visual communication, supports human problem-solving and 

improves user decision-making performance by transforming non-visual objects into visual 

objects that are accessible to the human mind (Dübel et al., 2014). An effective visualization 

platform will support managers in having a visual overview and correctly evaluating the system 

status to inform reasonable maintenance strategies (Beha et al., 2015). An augmented reality 

(AR) was implemented to visualize pipe conditions in this study. 

AR is a technology that integrates digital/virtual information with the user’s environment in 

real time. By using this technique, the visual perspectives of the physical real-world 

environments are enhanced by using non-visual properties and means of computing devices 

(Bottani & Vignali, 2019). With the massive improvements in computing power of computer 

software and hardware in the Fourth Industrial Revolution era, AR is becoming one of the most 

promising technologies in the future that supports people to recognize and experience real-

world objects in a completely new way (Y. Chen et al., 2019). 

Various studies have shown that AR technology is an effective supporting tool in product 

design, manufacturing, maintenance/inspection, and training activities (Fite-Georgel, 2011). 

However, the application of AR technique for visualization in the water domain is still 

challenging and limited (Centeno et al., 2009; Haynes et al., 2018; Mirauda et al., 2017; Schall 

et al., 2013). The main aim of this work was to develop a mobile application integrated with 

the AR technique to support sewer management through 2D/3D visualization of sewer 

conditions. By combining sewer conditions produced from predictive models and AR 

technology, water engineers/managers can quickly assess a sewer's status in the field and reduce 

workloads compared to conventional methods such as digging or camera-based inspection. 

The integrated AR condition assessment visualization platform developed in this study consists 

of three main segments, indoor, intermediate, and outdoor segments, presented in Figure 3.2. 



 
Research Methodology 

29 

 

 

Figure 3.2. Overview of the integrated visualization platform 

The indoor segment involves 3D modelling and computation, focusing on the process 

implemented on personal and supercomputers. In this regard, 3D models of the sewer network 

(e.g., pipes, manholes, or pumps) were created and visualized using a high-performance 

computer system associated with the simulation programs BIM or GIS software (Fenais et al., 

2018; Han et al., 2019). Sewer conditions were predicted using ML and DL models based on 

input data, as described in above. The network components’ output was coded based on their 

corresponding indexes for visualization purposes. While creating 3D objects, the names and 

indexes of original objects were maintained to merge with information obtained from the 

previous step. This information was reused if any new update was received from the 

intermediate segment. Finally, the models and auxiliary data were transformed into Unity 3D 

for simulation on smart devices such as smartphones and HoloLens. 

The intermediate segment involves the processing of remote data. This segment employed 

cloud-based platforms to store data and have remote interactive connections with the computer 

or handheld devices. In this segment, the database created from the indoor segment was 

transferred to the host computer system on a cloud-based connection. Real-time data received 

from sensors in the sewers were updated and stored on the StaalCloud portal managed by 

Ålesund municipality. In this segment, the data will undergo initial processing to generate 

fundamental network details such as pipe index, velocity, and sewer condition status. After that, 

these generated attributes are assigned to corresponding objects based on their unique indexes, 

which are generated from the indoor segment. Following this process, the data can be 
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transmitted to the outdoor segment for display on computer or handheld devices. Finally, the 

intermediate segment is configured to receive updated information from the outdoor segment, 

store it, and send it back to the indoor segment to update the system. 

The outdoor segment involves visualizing and updating data. This segment contains devices 

that can visualize objects and their attributes in a hands-free manner. In this segment, the 

processed data obtained from the indoor segment and updated data received from the 

intermediate segment are used to enhance the user’s experience via AR devices. The application 

directly reads information from computers or the cloud via a Wi-Fi network, matching them 

with corresponding objects and showing designated information. Any modification can be 

performed, and modified data in this segment can be transmitted back to the host computer in 

the indoor segment or the cloud database in the intermediate segment using an application 

programming interface (API) or equivalent protocols to update the database. 

For the 3D visualization development platform, the Unity 3D game engine (version: 

2021.3.15f1 Long Term Support), Android Studio (version: 2022.1.1), Java (version: 8), and 

C# (version: .NET Core 3.0, C# 8.0) programming languages were selected to develop and 

compile the application on mobile and Microsoft HoloLens devices. 

In terms of hardware for running these applications, the Samsung Galaxy A42 5G (Android 10, 

4 GB RAM, Qualcomm Snapdragon 690) (Samsung, 2022) and Microsoft HoloLens (Windows 

10, 64 GB Flash, 2 GB RAM) (Microsoft, 2021) were used. Except for the shape of objects (in 

3D type), other attribute-related data were structured in the comma-separated values (CSV) 

format that is easily opened and modified by a text editor such as Notepad or Microsoft Excel. 

3.5. Implementation of condition assessment models and visualization 

platform 

3.5.1. Description of the study area 

Ålesund city is one of the municipalities of Møre og Romsdal County, which is in the 

northernmost part of Western Norway. The area of the city is approximately 607.3 km2, and 

lies between latitudes of 605’08” N and 640’56” N, and longitudes of 6225’07” E and 

6230’37” E (Figure 3.3).  
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Figure 3.3. Sewer network in Ålesund city 

The climate of the city is heavily influenced by ocean currents with cold, rainy winters and cool 

summers. The city is in high rainfall density region with an average rainfall of 2100 mm per 

year, and the variation in temperatures throughout the year is 13.6 C, with average 

temperatures of the coldest month (February) and the warmest month (August) being -0.6 C 

and 13.0 C, respectively (Climate, 2021). Because it is surrounded by the ocean, the city has 

high humidity ranging from 77.5 % to 83.7 % in May and August, respectively. Along with the 

general trend of climate change, the weather in the city is affected by unavoidable fluctuations 

in temperature, precipitation, and extreme weather events that put pressure on the sewer 

network (Kvitsjøen et al., 2021). 

According to Stian et al. (2021), the total investment fee until 2040 for managing and operating 

the sewage network is significantly increasing in Møre og Romsdal. Consequently, Ålesund 

city, as a part of Møre og Romsdal County, needs to develop the establishment of maintenance 

plans to effectively manage and reduce the investment fee for the wastewater/stormwater 

network. Therefore, an effective sewer condition assessment model will be a useful tool for 

local agencies to predict the future status of the sewer network. 

3.5.2. Data used 

In this thesis, based on the availability of data and related literature (Hawari et al., 2020; 

Roghani et al., 2019), ten physical factors (for example, age, material, depth, slope, diameter, 

length, pipe type, network type, pipe form, and connection type) and ten environmental factors 

(for instance, rainfall, geology, landslide area, building area, population, land cover, 

groundwater level, traffic volume, distance from the road, and soil type) were used. It should 

be noted that operational factors (for example, flow rate, blockages, infiltration, and inflow) 
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were not considered because of data unavailability at the time of conducting this work. 

a. Physical factors 

The age of sewer pipes was calculated as the difference between the installation year and the 

inspection year. This numeric factor was assigned for each sewer pipe and updated for each 

maintenance time. Other factors, such as material, diameter, length, pipe type, network type, 

pipe form, and connection type, were obtained from the tabular datasets provided by Ålesund 

city. 

Depth and slope were extracted from a Digital Elevation Model (DEM) with a spatial resolution 

of 5 m × 5 m. The DEM was generated from the Norwegian Mapping Authority (NMA) 

(https://www.kartverket.no/en) via the høydedata portal (https://hoydedata.no/LaserInnsyn/). 

Specifically, the depth of individual sewer pipes was calculated as the average value of all 

manholes’ height associated with the specific sewer pipe. Then, these depths were assigned a 

negative value indicating that the pipe is below the ground surface. 

The value of the slope is positive, reflecting that the inverted elevation of the start manhole is 

higher than the end manhole and vice versa. A summary of the physical factors is shown in 

Table 3.1. 

Table 3.1. Summary of the physical variables 

Physical variables Type Min Max Average Std 

Age (year) Numeric 1.0 104.0 34.4 25.3 

Diameter (mm) Numeric 110.0 1000.0 248.4 98.6 

Depth (m) Numeric -7.8 -0.1 -1.8 1.2 

Length (m) Numeric 1.0 177.5 38.6 21.3 

Slope (º) Numeric -17.4 +34.6 +2.7 4.4 

Pipe type Categorical - - - - 

Network type Categorical - - - - 

Pipe form Categorical - - - - 

Connection Categorical - - - - 

Material Categorical - - - - 

b. Environmental factors 

Environmental factors used in this thesis are mainly extrinsic elements that relate to relative 

geo-location with sewers. The data was collected from many sources (Table 3.2) with different 

formats and spatial resolutions. Therefore, they were processed to transfer into the same 

https://www.kartverket.no/en
https://hoydedata.no/LaserInnsyn/
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coordinate system, format, and spatial resolution. In this thesis, post-processed data were re-

sampled to the aforementioned spatial resolution (5 m × 5 m) and transformed into a grid spatial 

database. Spatial maps of the environmental factors are shown in Figure 3.4. 

Table 3.2. Summary of the environmental factors 

Data Data source Accessed link Accessed date 

Rainfall NCSC https://klimaservicesenter.no 14.02.2020 

Geology NMA https://www.kartverket.no/en 10.01.2020 

Landslide area NMA https://www.kartverket.no/en 12.01.2020 

Population NMA https://www.kartverket.no/en 08.02.2020 

Land cover COAH https://scihub.copernicus.eu 17.01.2020 

Building area NMA https://www.kartverket.no/en 10.01.2020 

Groundwater NGS https://www.ngu.no 24.04.2020 

Traffic volume NPRA https://www.vegvesen.no/en 13.02.2020 

Distance to road NMA https://www.kartverket.no/en 01.03.2020 

Soil type NMA https://www.kartverket.no/en 10.02.2020 

Rainfall data were obtained from annual average rainfall over many years at nine weather 

stations near the study area. The Inverse Distance Weighting (IDW) method, which is the most 

common spatial interpolation method (Ajaj et al., 2018), was used to construct the rainfall map 

for the study area. 

Land cover map was derived from the Sentinel-2 images Level 1C downloaded from the 

website of Copernicus Open Access Hub (COAH). Detailed information on satellite images is 

presented in Table 3.3 and Table 3.4. A Google background satellite image was put on the 

Sentinel-2 image to get the land cover classifications such as forest areas, roads, and residential 

areas. The samples of different land covers were taken and assigned specific values, and 

different bands of the Sentinel-2 image overlapped. Finally, object-based classification was 

applied to cluster areas in the image into different objects based on given land covers (Sánchez 

& Schröder, 2019). 

Table 3.3. Satellite images used in the study area 

Image name Band Color Spatial resolution 

T32VLQ_20191108T111251_B02.jp2 02 Blue 10 m × 10 m 

T32VLQ_20191108T111251_B03.jp2 03 Green 10 m × 10 m 

T32VLQ_20191108T111251_B04.jp2 04 Red 10 m × 10 m 

  

https://klimaservicesenter.no/
https://www.kartverket.no/en
https://www.kartverket.no/en
https://www.kartverket.no/en
https://scihub.copernicus.eu/
https://www.kartverket.no/en
https://www.ngu.no/
https://www.vegvesen.no/en/
https://www.kartverket.no/en
https://www.kartverket.no/en
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Table 3.4. Auxiliary information of satellite images 

Parameter Explanation 

Satellite name Sentinel-2 

Satellite number A 

Acquisition date 08.11.2019 

Processing level Level-1C 

Cloud cover (%) 4.798 

Degraded ancillary data (%) 0.0 

Format correctness PASS 

Geometric quality PASS 

General quality PASS 

Orbit number (start) 22871 

Pass direction DESCENDING 

Radiometric quality PASS 

Relative orbit (start) 137 

Sensor quality PASS 

Tile identifier 32VLQ 

Tile Identifier horizontal order VQ32L 

Instrument abbreviation MSI 

Instrument mode INS-NOBS 

Instrument name Multi-Spectral Instrument 

NSSDC identifier 2015-028A 

The groundwater map was processed from 31 drill data around the study area using the IDW 

method. Different road classes were derived from the road network. We consider a 5m-range 

road distance for the first road class; larger distances can be accepted for classifying further 

pipes into different road classes. In this work, five ordinal road classes were used based on the 

road's buffers of 0-5 m, 5-10 m, 10-20 m, 20-50 m, and >50 m (Laakso et al., 2018). 

Other maps such as geology, landslide area, population, land use, building area, traffic volumes, 

and soil type, were rasterized based on their different layers from the original properties. 

Finally, all GIS database was converted to raster format with a grid size of 5 m × 5 m in the 

WGS84-UTM32N (EPSG:32632) coordinate system. 
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Figure 3.4. Maps of the environmental factors 
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c. Sewer condition 

Sewer condition data was obtained from the closed-circuit television (CCTV) dataset and the 

Gemini VA, which is the market-leading solution in Norway for the management and 

documentation of the water and sewage network (https://www.volue.com/product/gemini-va). 

The conditions of the sewer pipe are assigned via damage numerical scores (for example, from 

0 to 5 for class 1, from 6 to 10 for class 2) using the CCTV data. Next, these damage scores are 

coded into damage classes representing the sewer conditions. According to Haugen and Viak 

(2018), sewer conditions in Norway are classified into five-grade scales based on their damage 

scores (Table 3.5). In this thesis, a total of 1449 individual pipelines were used to model the 

sewer conditions in the study area. All damage classes were processed and integrated into a GIS 

database. 

Table 3.5. Sewer condition dataset 

Damage class Damage score Sewer condition 

Class 1 0 - 5 Very good status 

Class 2 6 - 10 Good status 

Class 3 11 - 20 Questionable status 

Class 4 21 - 50 Bad status 

Class 5 >50 Very bad status 

3.5.3. Machine learning implementation 

The ML models developed in this thesis were mainly implemented using the Keras and Scikit-

learn libraries. Moreover, several extra libraries, such as pandas and NumPy, were used to 

process and organize the structure of the data. The Keras is an open-source software library that 

is developed for Artificial Neural Networks (ANN) and Deep Learning (DL) (Zhang et al., 

2018). This library provides a Python interface and supports multiple backends, including 

TensorFlow, Theano, and Microsoft Cognitive Toolkit (Conlin et al., 2021). Keras with 

TensorFlow backend, an open-source software developed by Google for DL (Abadi et al., 2016; 

Ketkar, 2017), was used in this thesis. 

The Scikit-learn library is a Python module integrating a wide range of state-of-the-art ML 

algorithms. This library provides a user-friendly and consistent interface that supports 

implementing ML algorithms more efficiently and productively (Raschka & Mirjalili, 2019). 

Before constructing ML models, the data were divided into a training dataset and a validation 

https://www.volue.com/product/gemini-va
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or testing dataset with a ratio of 80 % and 20 %, respectively. Before being trained, the input 

factors were scaled in the range [0, 1] due to normalizing the data, while training generally 

speeds up learning and leads to faster convergence (Lee et al., 2020). For regression models, 

the damage scores of sewer pipes were normalized in the range [0, 1]. In contrast, the damage 

classes were coded using the one-hot encoding technique in the classification method. After the 

models were trained, the final results were rescaled to get the real values. 

Hybrid ML models were implemented using Waikato Environment for Knowledge Analysis 

(WEKA) which is an open-source data mining software toolbox developed at the University of 

Waikato, New Zealand. WEKA is a collection of ML algorithms containing tools for data 

preparation, classification, regression, clustering, association rules mining, and visualization 

(Witten et al., 1999). This software is used worldwide because of its flexibility and effectiveness 

(Alonso & Bugarín, 2019). 

3.5.4. 3D visualization of pipe conditions 

 

Figure 3.5. An augmented reality visualization 

To build AR visualization applications, the Unity cross-platform was used in this thesis. Unity 

is a professional-quality game engine targeting a variety of platforms, including mobile 

platforms (Android, iOS, or tvOS), desktop platforms (Windows, Mac, or Linux), web 

platforms (WebGL), console platforms (PlayStation or Xbox), and virtual or extended reality 

platforms (Windows Mixed Reality, Oculus, or PlayStation Virtual Reality) (Juliani et al., 

2018). This is one of the most accessible and free modern tools for game developers (Hocking 

& Schell, 2022). Figure 3.5 illustrates an AR function for network visualization developed in 

this thesis. 
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Moreover, Trimble SketchUp and Autodesk InfraWorks were used to create 3D models. 

SketchUp owned by Trimble, Inc. (Lewis & Hampton, 2015) has been widely applied for 

visualizing and analyzing many real-world applications (Burner et al., 2018; Jusuf et al., 2017). 

In this thesis, Trimble SketchUp was mainly used for designing and initiating 3D models of the 

water network, such as manholes and other objects (for example, buildings or terrain), before 

importing them into Autodesk InfraWorks software. InfraWorks developed by Autodesk, Inc. 

is one of the most widely used software in building information modeling (BIM) environments 

for the planning and designing of infrastructure projects such as sewer networks. Integration of 

the above software, sewer condition assessment model, and wireless interaction is presented in 

Figure 3.6. 
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Chapter 4  

Summary of Results 

 

4.1. Paper I. Application of Regression-based Machine Learning Algorithms in 

Sewer Condition Assessment for Ålesund City, Norway 

Ten state-of-the-art ML algorithms for predicting the damage score of sewer networks were 

successfully developed for the study area using ten physical factors (for example, age, diameter, 

depth, slope, length, pipe type, material, network type, pipe form, and connection type) and ten 

environmental factors (for example, rainfall, geology, landslide area, population, land use, 

building area, groundwater, traffic volume, distance to road, and soil type). The highest 

prediction capability was provided by the Extra Trees Regression model (R2 = 0.90), followed 

by the Gaussian Process Regression model (R2 = 0.86). The prediction capability of the Multi-

layer Perceptron model (R2 = 0.10) and the K-Nearest Neighbor model (R2 = 0.07) was the 

worst among the developed ML models. 

This study also shows that age and material are the most sensitive factors affecting the sewer 

conditions in the study area. Moreover, resampling techniques such as adaptive and gradient 

boosting techniques were unsuitable approaches for developing ML models in the study area. 

Interestingly, using damage scores of sewer pipes to predict their status can lead to fluctuation 

of reliability of developed ML models due to the skewness of damage score data. The study 

also recommended that the classification-based approach be considered to predict sewer 

conditions in the future. 

4.2. Paper II. Comparison of Machine Learning Techniques for Condition 

Assessment of Sewer Network 

This study is a continuation of the work presented in Paper I. In this work, nine physical factors, 

such as age, diameter, depth, slope, length, pipe type, material, pipe form, and connection type, 

and ten environmental factors, including rainfall, geology, landslide area, population, land use, 
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building area, groundwater, traffic volume, distance to road, and soil type, were used to 

construct seventeen ML models. The performance of developed ML models was compared 

using the ROC curve, area under the ROC curve (AUC-ROC), and accuracy (ACC). The result 

shows that the Random Forest (AUC-ROC = 77.6 % and ACC = 78.3 %) is a sensitive model 

for predicting the condition of sewer pipes in the study area. 

Based on the Random Forest model, the sewer status in the present time (2022) and two 

different future scenarios (2042 and 2072) were predicted in this study. In these scenarios, the 

changes in the most popularly dynamic factors, such as rainfall, groundwater, and population 

in the study area, were considered. The study also shows that aggregating sewer damage scores 

into classes can improve accuracy in predicting sewer status compared to using damage scores. 

It is recommended for the local water utilities that sewer classes should be considered instead 

of damage scores when assessing sewer conditions in the study area. 

4.3. Paper III. Predicting Sewer Structural Condition Using Hybrid Machine 

Learning Algorithms 

This work presents the potential application of hybrid ML models in predicting sewer 

conditions. In this work, three hybrid ML models, which are the combination of Bagging (BG), 

Dagging (DG), and Rotation Forest (RotF) ensembles with a J48 Decision Tree (J48DT) based 

classifier, were used to predict multiple sewer pipe conditions (for example, bad, intermediate, 

and good conditions). 

The results show that the RotF-J48DT model provides the highest prediction capability with 

the weighted average AUC-ROC (WA-AUC-ROC) being 83.3 %, followed by the BG-J48DT 

model (WA-AUC-ROC = 81.6 %), the DG-J48DT model (WA-AUC-ROC = 79.5 %), and the 

base classifier J48DT model (WA-AUC-ROC = 74.0 %). The results of this study show that 

the hybrid models are better than the single classifier. It is worth noticing that this study used 

three sewer classes to construct the hybrid ML models, using a binary classification approach 

(good and bad classes), such as used in the study in Paper II can improve the prediction 

capability. 

4.4. Paper IV. Utilization of Augmented Reality Technique for Sewer Condition 

Visualization 

This work is conducted as a visualization part for studies. A framework for integrating AR 

techniques, GIS, 3D-creation platform, and sewer’s conditions produced from the above 
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machine learning algorithms is developed and implemented on an Android OS and Microsoft 

HoloLens. By combining sewer conditions produced from predictive models and AR 

technology, water engineers/managers can quickly estimate a sewer’s status in the field and 

reduce workloads compared to conventional methods such as digging or camera-based 

inspection. 

The outputs of this work reveal the potential integration of mobile devices, GIS, and AR 

techniques in the management of water infrastructure. The water engineers/managers can 

collect data on pipe and environmental attributes, processing, condition assessment, and 

visualization of pipe status as well as their attributes on a mobile device. The real-time 

visualization of dynamic data (e.g., water flow or water temperature) of the pipes through 

integration of geo-pipe locations and sensor data can be implemented. The users’ awareness of 

water infrastructure and the surrounding environment is enhanced in a way that allows the 

exploration of the relations between them. A limitation of the application is the accuracy of the 

visualized and existing pipe infrastructure. Integrating handheld devices with external 

equipment such as orientation sensors or real-time kinematic technology will significantly 

enhance the positional accuracy of the system.
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Chapter 5  

General Discussion 

Effectively wastewater and stormwater network management significantly impact critical 

human lives, for example, the environment, water use or discharge, food production, cleaning, 

irrigation, wastewater treatment, and energy balance (Robles et al., 2014). Sewer condition 

assessment models are useful tools to assess the status of sewer pipelines based on the 

interlinked relationships between affecting factors and sewer condition. The analysis of the 

importance of factors on sewer condition will provide helpful information on model 

performance improvement, and support the rehabilitation, repair, and maintenance strategies 

(Atambo et al., 2022; Li et al., 2020; Nethra Betgeri et al., 2023; Nguyen et al., 2022). 

The results in Paper I, Paper II, and Paper III also indicated that material and age are the 

most significant factors affecting the sewer conditions in the study area. More specifically, 

polyvinyl chloride (PVC) pipes were more vulnerable to the deterioration process, followed by 

polypropylene and concrete materials in Paper II. Laakso et al. (2018) concluded that 

reinforced concrete pipes are more significant than other materials in predicting sewer 

conditions. The influence of aging on the sewer process is inevitable, but local water managers 

can partly reduce the negative effect of this process by selecting consistent materials. However, 

the relative importance of the other factors is slightly different between the feature selection 

methods; this can be explained by the random feature selection of each method in splitting and 

combining subsets to optimize model performance (Kuhn & Johnson, 2013). 

The results in Paper I show that the prediction performance of regression-based ML models 

significantly fluctuates. This can be attributed to the skewness of damage score data, which 

affects the predictive performance of the models due to the large variability (Bellon-Maurel et 

al., 2010; Krawczyk, 2016). To address this problem, sewer damage scores were aggregated 

into classes and the regression problem is converted into a classification problem (Paper II). It 

is therefore recommended that future studies consider the classification-based approach to ML 

models for sewer condition assessment. 

The findings in Paper I and Paper II demonstrate that the constructed MLP models (including 
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single and multiple hidden layers) have lower prediction capability than others in modelling 

sewer conditions. This conclusion agrees with previous studies in which the neural network-

based model is not a perfect solution for predicting pipes-related problems such as failures or 

corrosion (Fan et al., 2022; Zounemat-Kermani et al., 2020). The reason for the low 

performance of MLP models may be due to the limited quantity of input data to train the neural 

network models (Hawari et al., 2020). 

The results in Paper III show that the hybrid ML models have higher performance than the 

base classifier. This conclusion is in line with previous studies’ findings (W. Chen et al., 2019; 

Miraki et al., 2019; Phong et al., 2021). Different sample strategies of each hybrid model can 

be explained for the higher performance of these models. More specifically, the integration of 

the bootstrap sample and Principal Component Analysis (PCA) methods in the Rotation Forest 

(RotF) ensemble (Kuncheva & Rodríguez, 2007) is better than the bootstrap aggregating and 

disjoint aggregating methods in the Bagging (Breiman, 1996) and Dagging (Ting & Witten, 

1997) ensembles, respectively. This statement is only concluded for the dataset in the study 

area. 

When analyzing Paper III, we realized that resampling approaches are likely inefficient for 

dealing with imbalanced datasets while developing ML prediction models in the study area. 

This conclusion agrees with previous studies. For instance, Fan et al. (2022) found that the 

oversampling method does not increase the prediction capability of ML models and 

significantly increases computational time. Therefore, merging minor classes in the dataset 

should be considered before building the sewer condition prediction ML models. Moreover, 

more inspections and other factors should be considered to improve the prediction performance 

of the condition models. 

Due to a lack of inspection data, operational factors were not considered in this thesis. 

Therefore, the influence of these elements on sewer conditions in the study area was not 

assessed specifically. From the literature review, the role of operational factors in sewer 

deterioration was a controversial problem. For example, Malek Mohammadi (2019) showed 

that flow was an insignificant factor, while other studies indicated that this factor significantly 

effects on sewer condition process (Koo & Ariaratnam, 2006; Laakso et al., 2018; Mohammadi 

et al., 2020). Moreover, the role of these factors in the assessment of the sewer condition process 

was still limited and needed to be investigated in further research (Atambo et al., 2022). 

Based on the developed ML model in this thesis, the maps of the sewer pipes conditions for the 

years 2022, 2042, and 2072 in Ålesund city were created. Some assumptions were made, such 
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as future population density having a linear trend or changing groundwater only depending on 

the change in rainfall. These maps can be used as reference materials or documents in 

developing future maintenance strategies in this study area. 

It is easy to re-implement and re-distribute the ML models in this thesis because they are 

constructed and run using all open-source packages and software. Moreover, the input datasets 

used for model implementation are structured in table-based formats. Observations/attributes 

are easily inserted or eliminated using the popular spreadsheet (Microsoft Excel) or text editor 

program (TextEdit or Notepad). 

Paper IV stressed the application possibility of handheld devices such as mobile and HoloLens 

in the water domain. These devices can be continuously used in other stages of the water system 

control and operation such as product design, maintenance, and staff training (Park et al., 2021). 

The users’ awareness of water infrastructure and the surrounding environment is enhanced in a 

way that allows the exploration of the relations between them. Minimizing the delay in field 

data acquisition is one of the advantages of using an AR-based application; users can quickly 

and easily view the objects as well as their attributes. Compared to the traditional method, this 

will significantly reduce time wasted in the field without requiring manually checking real-

world objects with corresponding ones from the record (an easily confused process). 

Due to the GPS error on smartphones and environmental objects (Fenais et al., 2019), the 

positioning accuracy might not meet the desired expectations. Therefore, integrating handheld 

devices with external equipment such as orientation sensors or real-time kinematic (RTK) 

receivers should be considered to improve positional accuracy (Schall et al., 2013). Moreover, 

differences in positioning accuracy on different mobile devices will be significant because of 

dissimilar hardware structures and positioning sensors (Blum et al., 2013; Li et al., 2023). 

Using this application in fieldwork requires the users to pay attention to some things during the 

operation. For example, the function “GPS Location” for pinpointing geographical locations 

requires mobile devices to continuously receive a GPS signal that consumes a lot of power, and 

their batteries are quickly drained. With the long period of investigations, the users need to 

prepare more batteries or external powers. 

It is worth noting that in the dynamic visualization for the water flow in pipes, other dynamic 

input data (for example, temperature or contamination degree) can be simulated in the same 

way if they have the same data structure. 

The experimental functions in this application were built and conducted based on the real sewer 
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network in a specific study area in Ålesund city. The steps will be executed in the same process 

as other input databases for other areas. This paper presented the fundamental steps for sewer 

network 3D visualization on handheld devices such as smartphones and HoloLens, and a circle 

interaction between this application and a computer or server to transfer and process data for 

sewer management purposes was introduced. The technical and non-technical operators can 

consult this application as an assistant tool for collecting and visualizing data in the water sector.
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Chapter 6  

Conclusion and Recommendation 

6.1. Main conclusions 

Geospatial analysis techniques, machine learning algorithms, and state-of-the-art visualization 

applications supporting predictive maintenance purposes in selected wastewater and 

stormwater systems have been utilized and assessed in this thesis. Consequently, a GIS-based 

database has been established from many spatial and non-spatial data sources and used for the 

sewer network condition assessment of Ålesund city. 

Various physical and environmental factors affecting the sewer condition at Ålesund city were 

investigated and their importance to the sewer condition was assessed by applying the different 

filters, wrappers, and embedded methods. The analysis results show that material and age are 

the most important factors while network type is the least factor affecting the sewer condition 

in the study area. 

The results of this thesis identified that the ML-based binary classification models are generally 

outperformed and more stable than regression models in predicting sewer conditions in the 

study area. Hybrid ML models worked better than classification models even with imbalanced 

datasets and multiclass problems. The Extra Tree Regression is an effective algorithm for the 

regression problem whilst the Random Forest and a combination of the Rotation Forest 

technique and J48 Decision Tree are efficient algorithms for binary classification and multiclass 

hybrid models, respectively. 

For the classification problem in this thesis, resampling methods (including under-sampling, 

over-sampling, and Synthetic Minority Oversampling Technique (SMOTE)) did not work well 

in dealing with an imbalanced dataset in the study area. In general, the predictive accuracy of 

almost ML models was not improved significantly using resampling methods. Especially, it 

took longer in the computational time when over-sampling methods were applied.  

A platform for 3D visualization applying Augmented Reality techniques was developed in this 

thesis to visualize predictive obtained from ML models on handheld devices (for example, 
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Android mobile and Microsoft HoloLens). 

The outputs of this thesis can contribute to modify the theoretical basis and overall implications 

in term of sewer condition assessment. The main contributions of this thesis are as follows: 

• The thesis redefines how to structure and manage data for sewer condition process. Instead 

of storing data of sewer networks, the utility engineers/managers need to collect only 

properties that are used to build ML model. Moreover, the process for sewer condition 

assessment introduced in the thesis can help them reduce their workload. For example, 

they do not need to undertake full inspections, prepare assessment reports from videos, and 

then classify sewer pipe status based on current standards or personal experiences. With 

appropriate data from history, status of sewer pipes in entire network can be easily 

estimated. 

• The proposed comprehensive sewer asset database and related ML models developed can 

help managers to build their own database and ML-based sewer condition assessment 

models. After that, they can estimate the status of sewer pipes in real-time or near real-time 

irrespective of the study area. When status of a sewer pipe needs to be estimated, its 

condition can be quickly predicted using the proposed ML models from the physical and 

environmental characteristics. By utilizing the integrated GIS framework, outputs received 

from condition assessment models can be easily visualized and updated continuously. 

• With the developed AR based visualization platform, water engineers and managers can 

quickly monitor sewer’s status in real time on the fields instead of direct inspections such 

as visual inspection or sound-based methods that are normally time consuming and require 

highly professional qualifications (e.g., ability to use specialized equipment or having 

depth understanding on sewer condition).  

6.2. Limitations and recommendations for further work 

This thesis has mainly focused on sewer condition assessment supporting the predictive 

maintenance of the water collection network using ML models. The results of this thesis show 

the potential capabilities of data-driven methods in the water domain. Some limitations and 

issues can be recommended as subjects for further investigation are listed as follows: 

• This thesis only accounted for some physical and environmental factors for sewer 

condition assessment. Operational factors (for example, flow rate, blockages, infiltration, 

and inflow) were not considered due to their unavailability at the time this thesis was 
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constructed. 

• Different factors (including physical, environmental, and operational factors) and 

inspection data should be considered in the future to increase the prediction capability of 

sewer condition assessment models. 

• This thesis demonstrated the use of ML models in assessing sewer status and mapping 

future sewer conditions. However, these predictions were deployed based on the 

assumption that rainfall, groundwater, and population factors linearly change and other 

environmental factors are unchanged. Due to projected changes in precipitation in the 

Møre og Romsdal county of Norway, rainfall and relevant factors (such as discharge or 

flow rate) in the sewer network could shift in the future. To improve prediction capability 

for future scenarios, the dynamic characteristics of the aforementioned factors should be 

considered. Climate projection scenarios should be involved in calculating these 

abovementioned factors. 

• The accuracy of GPS-based functions in the visualization application developed in this 

thesis is still limited due to the used devices’ hardware limitations itself. Integration of 

handheld devices with location-supported devices (such as GPS receivers) to improve 

location accuracy can be considered in the future. 

The developed applications on mobile and HoloLens devices should be considered in the future 

to integrate more needed functions based on the visualization platform developed in this thesis. 

In addition, model optimization (in terms of capacity and detailed level) for running on 

hardware-limited devices (for example, mobile or HoloLens) needs to be improved for further 

investigations. 
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ABSTRACT
Predicting the structural condition of sewer pipes plays a vital role in the predictive maintenance of sewer 
pipes and renewal plans of many water utilities. This study explores the simultaneous utilization of 
physical and environmental features of sewer pipes in sewer structural condition prediction. Three (3) 
hybrid machine learning models which are the combination of Bagging (BG), Dagging (DG), and Rotation 
Forest (RotF) ensembles with a J48 Decision Tree (J48DT) based classi er were used to predict sewer pipe 
conditions in Ålesund city, Norway. The classi cation performance of the machine learning models was 
evaluated using the area under the receiver operating characteristic (AUC-ROC) and the area under the 
precision-recall (AUC-PRC) curves. The RotF-J48DT model had the highest (AUC-ROC = 0.857, AUC-PRC =  
0.918) values, followed by the BG-J48DT, and the base classi er J48DT. The RotF-J48DT hybrid model 
should be considered when predicting the condition of sewer pipes in the study area.
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1. Introduction

A sewer system is an indispensable part of urban cities and 
plays a vital role in the collection and transport of wastewater 
and stormwater from residential and industrial areas to treat-
ment plants. Sewer pipelines undergo di erent stresses during 
their lifespan, which contribute to their rapid deterioration with 
dire consequences for public health, property, and the environ-
ment (Sempewo and Kyokaali 2019). Wastewater usually con-
tains chemical and microbial hazards that can escape through 
cracks in sewer pipelines and contaminate surrounding soil and 
groundwater (Farkas et al. 2020).

Failures in sewer systems have been reported in Europe. For 
example, the collapse of sewer pipes due to aging was reported 
in Paris and Bordeaux (Diab 2000). According to Kuliczkowska, 
Kuliczkowski, and Parka (2022), pipe failure is the main cause of 
street pavement collapse in residential areas. Venkatesh and 
Brattebø (2012) found the condition of wastewater pipelines in 
Oslo, Norway, to be poor due to deterioration, and were not 
able to perform their engineered functions e ectively. 
Although there have been recent investments in sewer net-
works in Norway, some of these networks remain in poor con-
dition with an annual renewal rate of 0.6% (RIF 2021). Many 
municipalities have therefore been looking for ways to intensify 
their renewal programs through the use of condition assess-
ment methods, visual inspection techniques, and deterioration 
models (Fugledalen, Møller Rokstad, and Tscheikner-Gratl  
2021).

The predictive ability of the structural condition and dete-
rioration models signi cantly depends on the input variables. 
Based on the literature, the factors a ecting the structural 
condition of sewer pipes are generally divided into physical, 

environmental, and operational factors (Mohammadi, Naja , 
Vinayak, et al. 2019; Mohammadreza Malek Mohammadi et al.  
2020). Age, diameter, material, depth, length, and slope are the 
most important physical factors (Hawari et al. 2020). The fre-
quently used environmental factors are soil type, location, 
groundwater, and tra c volume (Laakso et al. 2018; 
Mohammadi, Naja , Vinayak, et al. 2019; Mohammadreza 
Malek Mohammadi et al. 2020). Operational factors include 
preparation, cleaning, ow rate, in ltration and in ow, and 
pressure (Balekelayi and Tesfamariam 2019; Hawari et al.  
2018). A recent review by Hawari et al. (2020) indicated that 
very few studies account for some environmental factors and 
operational factors as inputs of condition assessment models. 
Deterioration is a complex process and is a result of the inter-
action between several factors (Huu Dung Tran, 2007; 
Mohammadreza Malek Mohammadi et al. 2020). Therefore, 
considering more factors will provide more useful information 
in addressing sewer deterioration. One major challenge with 
this approach is the high redundancy and multicollinearity of 
features (input variables).

Reliable deterioration models enhance our understanding of 
the deterioration process and mechanism. This is critical for the 
evaluation of non-inspected pipe conditions and the forecast of 
their future state for rehabilitation strategies (Nicolas Caradot 
et al. 2017). This tool can help wastewater utilities to evaluate 
the non-inspected pipes’ conditions and forecast the future 
state of the sewer pipes. Hawari et al. (2020) showed that 
exploring the relationship between the factors a ecting the 
deterioration process is fundamental in building a good dete-
rioration model for sewer condition prediction. Generally, dete-
rioration models for sewer condition classi cation can be 
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grouped into three (3) major categories namely physical, sta-
tistical, and machine learning methods (Mohammadi, Naja , 
Vinayak, et al. 2019).

The physical models (or deterministic models) utilize only 
the physical properties and mechanics of sewer pipes to deter-
mine the extent of deterioration (Hawari et al. 2020; Tscheikner- 
Gratl et al. 2019). Several physical deterioration models have 
been reported in the literature. These include power function 
models (M. I. C. H. E. A. L. L. Doleac, Lackey, and Bratton 1980) 
and linear function models (Randall-Smith, Oliphant, and 
Russell 1992) to determine corrosion pit depth, UtilNets for 
reliability-based life prediction of buried grey cast iron in 
water mains (Hadzilacos et al. 2000), and ExtCorr for external 
corrosion estimation (Hawari et al. 2020). Hawari et al. (2020) 
argued that physical models are best suited for determining 
speci c processes such as corrosion but are too simple to 
re ect a complex process such as deterioration. Additionally, 
suitable data types for physical modeling of deterioration are 
scarce and di cult to curate (E. V. Ana and Bauwens 2010). 
Some studies have proposed statistical models as an economic 
alternative to the physical models (Rajani and Kleiner 2001; 
Tscheikner-Gratl et al. 2019) to overcome some of the 
drawbacks.

Statistical models describe historical failure data’s probabil-
istic nature as a random variable and estimate the best output 
(state) based on the condition of given data (Mohammadi, 
Naja , Vinayak, et al. 2019). These statistical models include 
regression models (Bakry et al. 2016; Ngandu, Tesfamariam, 
and Asce 2019; Kabir et al. 2018; Mohammadrza Malek 
Mohammadi et al. 2019; Sempewo and Kyokaali 2019), 
Markov chains (Sempewo and Kyokaali 2019), cohort survival 
models (Nicolas Caradot et al. 2017), discriminant analysis 
(Vladeanu, Matthews, and Asce 2019; Alsaqqar, Hussein 
Khudair, and Karim Jbbar 2017), probabilistic models (Kleiner 
and Rajani 2001), and integrated methods (Kabir et al. 2018; 
Altarabsheh, Ventresca, and Kandil 2018; Hawari et al. 2016). 
Regression models are exible and simple models for predict-
ing the condition of sewer pipes that enhance interpretability 
vs explainability, however, the accuracy of these models can 
sometimes be low. Markov chains on the other hand create 
complex and chronological models with appreciable accuracy 
but determining the transitional probability matrix has always 
been a di cult challenge (Hawari et al. 2020). Additionally, the 
underlying assumption of normality is di cult to validate (Huu 
Dung Tran, 2007; Mohammadi, Naja , Vinayak, et al. 2019). 
Machine learning (ML) models have been proposed as distribu-
tion-free alternatives to statistical models. These models 
include random forest (N. Caradot et al. 2018; Laakso et al.  
2018; Vitorino et al. 2014), support vector machine (SVM) 
(Harvey and Arthur McBean 2014; H. D. Tran and Ng 2010), 
decision tree (Harvey and Arthur McBean 2014; Syachrani 
et al. 2013), or arti cial neural network (El-Abbasy et al. 2014; 
H. D. Tran, Perera, and Ng 2009). These models explore the 
complex non-linear relationship between inputs and outputs 
(Hawari et al. 2020; Tsai, Miao-Ling, and Lin 2018).

Several previous studies have applied ML algorithms to 
study the sewer deterioration process. For example, 
Multinomial Logistic Regression and Arti cial Neural Network 
models were developed to predict sanitary sewer pipes 

condition in a study by Atambo, Naja , and Kaushal (2022), or 
Yin et al. (2020) used linear regression and a neural network to 
construct neighborhood-level and individual-level prediction 
models, respectively. However, a common point of these stu-
dies is that they only used single ML algorithms to construct 
sewer deterioration models, and hybrid ML models were not 
considered. Moreover, Tizmaghz, van Zyl, and Henning (2022) 
showed that each classi cation system exist weaknesses and no 
algorithm is perfect for all cases. Hence, nding a suitable sewer 
deterioration assessment model should be considered.

Many studies have shown that hybrid machine learning and 
metaheuristic algorithms are better than single ML methods 
because they enhance the capability of individual weak base 
algorithms to develop higher accuracy prediction models 
(Shirzadi et al. 2018, 2019). For instance, hybrid ensemble mod-
els outperformed a base classi er in the mapping of the 
groundwater potential zones or environmental hazards 
(Phong et al. 2021; Shahabi et al. 2020). The application of 
these kinds of hybrid ensemble ML models in the water eld 
is still limited and seldom utilized, especially in predicting the 
structural condition of the sewage system.

The main objective of this study is to develop hybrid ensem-
ble models for predicting the structural condition of sewer 
pipes using the physical and environmental factors a ecting 
the deterioration process in Ålesund city, Norway. The hybrid 
ML model with higher performance (compared to the original 
ML model) can e ectively support local water engineers, water 
managers, and relevant agencies in optimizing predictive main-
tenance strategies. Moreover, feature selection analysis in this 
study de nes the most signi cant factors a ecting sewer dete-
rioration that provide useful information for local water agen-
cies to prioritize their maintenance strategies. This study 
explores several hybrid ML models for predicting the condition 
of sewer pipelines. Speci cally, the J48 Decision Tree (J48DT) 
algorithm is utilized as a base classi er and then combined with 
ensemble techniques namely Bagging (BG), Dagging (DG), and 
Rotation Forest (RotF) to develop hybrid ML models, namely 
BG-J48DT, DG-J48DT, and RotF-J48DT, for predicting the struc-
tural condition of sewer pipe in Ålesund city, Norway. 
Appropriate and suitable models for structural condition 
assessment will go a long way to help authorities and munici-
palities optimize maintenance strategies, reduce expenses, and 
strengthen the performance of the sewer network.

2. Materials and methods

2.1. Study area

The data used for this study were collected from the sewer 
network in Ålesund city, Norway. This city is located between 
longitudes 6°05’E and 6°42’E and latitudes 62°25’N and 62°32’E 
with an area of 633.6 km . The geographic location of the sewer 
network in Ålesund city is shown in Figure 1.

2.2. Data used

The sewer network consists of about 33,090 pipes with a total 
length of 760.4 km comprising concrete and polyvinyl chloride 
(PVC) as the main pipe materials. The condition of pipes was 
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monitored by using the Closed-Circuit Television (CCTV) 
approach and damaged scores were assigned for sewer pipes 
to re ect their status (Nicolas Caradot et al. 2020; Bairaktaris 
et al. 2007). The status of sewer pipes was classi ed into ve 
damaged classes based on the damage score obtained from 
the CCTV as shown in Table 1 (Haugen and Viak 2018). These 
damage classes were further grouped into three (3) aggregated 
classes namely good condition (class 1 or class 2), intermediate 
condition (class 3), and bad condition (class 4 or class 5). 
Previous studies have utilized these aggerated classes in 
sewer condition assessment since it facilitates comprehension 
of sewer condition states (Nicolas Caradot et al. 2020; 
Mohammadi, Naja , Tabesh, et al.). 

Sewer pipes without full properties in terms of physical or 
environmental values were eliminated from the database, this 
data was then compared to inspected data to select sewer 
pipes for training and validating models. As a result, a total of 
1,335 inspected pipes were used in this study (Figure 2a). These 
data were curated via the CCTV method from 2012 to 2020. The 
physical attributes of the pipes of the selected pipes include 
age, diameter, depth, length, slope, pipe type, network type, 
pipe form, connection type, and material as shown in Table 2. 
The environmental factors considered for modeling the sewer 
pipe conditional process were calculated from auxiliary geos-
patial data. Detailed information is provided in Figure 3. These 
data were converted to pixels of 5 m × 5 m to prepare data for 
analyzing process. The map of rainfall is interpolated from 
monthly average precipitation from 9 weather stations within 
the Ålesund municipality using the inverse distance weighting 
method in ArcGIS Pro software.

2.3. Condition assessment

2.3.1. Boruta feature selection method
Condition assessment models of sewer pipes use multiple fac-
tors/features as independent variables. The current and future 
condition of any sewer pipe is a function of physical, environ-
mental, and operational factors. Therefore, choosing signi cant 
factors before modeling is essential in reducing multicollinear-
ity and redundancy amongst features. Many feature selection 
techniques have been proposed in the literature to assess the 
importance of independent variables. These feature selection 
methods include lter, wrapper, and embedded methods 
(Chandrashekar and Sahin 2014).

The Boruta algorithm, which is a wrapper method built 
around the Random Forest model, is a good candidate for deal-
ing with both regression and classi cation problems (Kursa and 
Rudnicki 2010). Many studies used the Boruta for feature selec-
tion and showed that this algorithm is an e ective method to 
reduce the dimensionality of the data set (Nanda et al. 2021; 
Bhavan and Aggarwal 2018). This algorithm distinguishes rele-
vant variables or features into important, tentative, and unim-
portant categories based on a comparison of input variables’ 
importance with output performance using a randomly per-
muted method. The main idea of the Boruta algorithm is to 
randomly create a copy of data, then classify the combination of 
copied versions with the original data. Then an iterative proce-
dure is applied until every feature is classi ed as either impor-
tant (accepted) or unimportant (rejected). The key steps for 
implementing the Boruta method are represented in Figure 4.

For a detailed description of the Boruta algorithm, readers 
are referred to (Kursa and Rudnicki 2010; Nanda et al. 2021). The 
Boruta method ranks the importance of each feature thereby 
eliminating unimportant factors and reducing multicollinearity 
before developing the sewer condition model.

2.3.2. Hybrid ensemble models
2.3.2.1. J48 decision tree classifier base model. A decision 
tree is a classi cation model that comprises a root, decision 

Figure 1. The sewer network in the study area.

Table 1. The condition classes of pipe.

Damage Class Damage Score State Aggregated Class

Class 1 0–5 Very Good Good Condition
Class 2 6–10 Good
Class 3 11–20 Intermediate Intermediate Condition
Class 4 21–50 Bad Bad Condition
Class 5 >50 Very bad
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nodes, leaf nodes, and branches (Bui et al. 2014). In a decision 
tree structure, one of the attributes represents a decision node 
and the class value is represented by a leaf node (Sahu and 
Mehtre 2015). The minimum number of instances per leaf and 
the con dence factor are two important user-de ned para-
meters for building a decision tree classi er. A typical decision 
tree classi er is constructed in two steps: building and pruning. 
In the building step, the parameters in uencing the classi ca-
tion accuracy of the decision tree are determined. In the prun-
ing step, Laplace smoothing is used for probabilistic estimates 
of the leaves (Bui et al. 2014). Depending on the accuracy and 
e ciency desired, di erent algorithms can be used to generate 
decision trees. These dominant algorithms include Best First 

Tree (BFTree), Classi cation and Regression Trees (CART), 
Alternating Decision Tree (AD Tree), ID3, J48, and C4.5. 
A study by Lim, Loh, and Shih (2000) showed that the C4.5 
family of algorithms represents the fastest algorithm for build-
ing decision trees with good accuracy. The J48 algorithm, 
which is slightly modi ed C4.5 in WEKA, is used in this study 
for building the decision tree base model. The steps for imple-
menting the J48 Decision Tree (J48DT) are presented in 
Figure 5.

In Figure 5, Entropy Z denotes the entropy of each attribute, 
and Gain Z A denotes the information gain of each split (Hilal 
et al. 2021); Z and A are represented the dataset and attributes, 
respectively; n and m are the number of partitions of A and the 

Figure 2. The maps of (a) Training and testing samples; (b) Condition class distribution.

Table 2. Input factors for building structural condition model for sewer pipe.

Physical factors Type Min Max Mean Environmental factors Spatial Resolution GIS Data Type

Age Numeric 1 104 32.31 Rainfall - Point
Diameter Numeric 110 1000 251.07 Geology 1:50,000 Polygon
Depth Numeric −7.81 −0.01 −1.82 Landslide Area 1:5,000 Polygon
Length Numeric 1.00 177.85 37.54 Population 250m × 250m GRID
Slope Numeric −10.58 32.28 2.74 Land Cover 5m × 5m GRID
Pipe Type Categorical - - - Building Area 1:5,000 Polygon
Network Type Categorical - - - Groundwater Level - Point
Pipe Form Categorical - - - Traffic Volume 5m × 5m GRID
Connection Categorical - - - Distance to Road 5m × 5m GRID
Material Categorical - - - Soil Type 1:50,000 Polygon
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Figure 3. The maps of environment-related factors.
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number of classes respectively; Zi and Pi represent the number 
of cases on partition i and the proportion of Zi to Z, respectively.

2.3.2.2. Bagging ensemble. Bagging (Bootstrap Aggreg 
ating) was proposed by Breiman (1996) to raise the stability of 
models signi cantly classi cation problems by improving accu-
racy and reducing variance. There are three main steps imple-
mented in this model:

● Creating multiple datasets: new sewer pipe points are 
created by randomly selecting samples with replacement 
(e.g. the individual sewer data points can be chosen more 
than one time) from the original training dataset.

● Building multiple J48DT classi ers: the J48DT algorithm is 
used to independently train using random subsets from 

the previous step. Each J48DT will predict sewer condition 
status from the subset.

● Combining classi er: the sewer condition status predic-
tions of all the individual J48DT classi ers are combined to 
give a better classi er, usually with less variance com-
pared to before. Finally, the nal sewer condition status 
is de ned using a plurality vote of those predictions from 
the J48DT models.

● The concept of the bagging ensemble method is shown in 
Figure 6.

2.3.2.3. Dagging ensemble. Ting and Witten (1997) pro-
posed Dagging (Disjoint Aggregating) method to create ran-
dom training subsets from the original training dataset using 

Figure 4. Framework for implementing the Boruta feature selection method.

Figure 5. J48 Decision Tree overview.
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the disjoint sampling method (instead of the bootstrap sam-
pling) without replacement.

The main steps for implementing the dagging ensemble are 
described as follows:

● New sewer pipe points are randomly created from the 
original training dataset without replacement (e.g. the 
individual sewer data points can be chosen only one time).

● Prediction of sewer status condition from each subset is 
obtained using the J48DT classi er.

● The plurality vote is used to aggregate results from the 
individual predictions obtained from each J48DT classi er, 
and the nal sewer condition status is de ned for each 
sewer data point.

2.3.2.4. Rotation forest ensemble. Rotation Forest (RotF) 
was rstly introduced by Rodriguez, Kuncheva, and Alonso 
(2006) based on the idea of a random forest algorithm to 
improve the diversity and accuracy of the base classi er. In 
this method, the base classi ers (decision trees) are indepen-
dently built and trained using the whole training dataset in 
a rotated feature space. Hyperplanes parallel to the feature axes 
are used to create classi cation regions while training decision 
trees and the nal sewer condition status is computed based on 
the largest con dence for each status (Kuncheva and Rodríguez  
2007).

Assume x xi x2 xm
T is a vector that contains m 

factors of sewer pipes, y y1 y2 yn
T represents sewer 

condition status vector where yi is the sewer condition (i.e. 

good condition, intermediate condition, and bad condition) 
of the ith sewer pipe and n is the number of inspected 
sewer pipes in the training dataset. Let K and F be the 
number of subsets and feature set of classi ers 
D1 D2 DL in the ensemble (L is the number of classi ers 
in the ensemble), respectively, and X is the objects in the 
training dataset. Rodriguez, Kuncheva, and Alonso (2006) 
introduced steps for constructing the training dataset for 
classi er Di as follows:

● For each classi er in the ensemble, randomly split the 
feature set F into K subsets: 
Fi j i 1 2 L j 1 2 K .

● For each subset Fi j, let Xi j be the dataset X for the 
feature and eliminate from Xi j a random subset of 
classes, and randomly select a bootstrap sample from 
Xi j of size 75% of the data count. Run Principal 
Component Analysis (PCA) on the M m K features 
and the selected subset of X . Store the coe cients of 

the principal components a1
i j a2

i j aMj
i j .

● Arrange the obtained vector with coe cients in a spare 
‘rotation’ matrix Ri: 

Ri

a1
i 1 a2

i 1 aM1
i 1 0 0

0 a1
i 2 a2

i 2 aM2
i 2 0

0 0 a1
i K a2

i K aMK
i K

(1) 

Figure 6. The framework of the Bagging ensemble method.
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● Rearrange the columns to match the order of features in 
F for constructing a rotation matrix Ra

i and build classi er 
Di using the training set created by XRa

i y .
● Calculate the con dence of each class from the input 

x (μj x ) by the average combination method and 
assign x to the class with the largest con dence: 

μj x
1
L

L

i 1
di j xRa

i j 1 2 c (2) 

The process for the RotF method is shown in Figure 7.

2.4. Model performance assessment

The performance of a classi cation model is usually evaluated 
using di erent metrics such as accuracy, sensitivity, speci city, 
F1-score, Matthew’s Correlation Coe cient (MCC), Geometric 
Mean (GM), or graphical assessment methods e.g. receiver 
operating characteristics and/or precision-recall curves. The 
above-mentioned metrics are derived from a confusion matrix 

(Tharwat 2021). This matrix is the basic component for calculat-
ing model performance assessment metrics in binary classi ca-
tion problems and multi-class classi cation problems.

2.4.1. Confusion matrix
The confusion matrix is an n n matrix whose elements Cij 

correspond to the number of classes in grade i that are pre-
dicted to be in grade i j 1 n n is the number of 
classes. Table 3 shows the confusion matrix for a multi-class 
classi cation problem with 3 classes. Elements on the diagonal 
of the confusion matrix represent the number of samples that 
are correctly classi ed. O -diagonal elements are the number 
of a sample that are incorrectly predicted.

Based on the confusion matrix, various model performance 
metrics including false negative (FN), false positive (FP), true 
positive (TP), and true negative (TN) can be computed as fol-
lows (Tharwat 2021): 

FNi
3

j 1
Cij j i (3) 

Figure 7. The framework of the rotation forest method.

Table 3. The confusion matrix for 3-class classification.

Predicted Class

Good Condition Intermediate Condition Bad Condition

Actual Class Good Condition C11 C12 C13

Intermediate Condition C21 C22 C23
Bad Condition C31 C32 C33
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FPi
3

j 1
Cji j i (4) 

TPi Cii (5) 

TNi
3

j 1

3

k 1
Ckj j k i (6) 

● Ac c urac y (Acc): This metric is de ned as a ratio between 
the number of correctly classi ed samples and the total 
number of samples. It is one of the most used measures 
for assessing classi cation performance. Based on the 
confusion matrix, the accuracy of the classi cation 
model is calculated as follows: 

Acc
3
i 1 Cii

3
i 1

3
j 1 Cij

(7) 

● F1-sc ore: This metric represents the harmonic mean of 
precision and recall, the value of 1 represents the highest 
classi cation performance and the value of 0 is the worst. 

F1 scorei
2TPi

2TPi FPi FNi
(8) 

● G eometric  M ean  (G M ): This metric is the root of the 
product of class-wise sensitivity. For multi-class problems, 
this metric is a higher root of the product of the sensitivity 
of each class. It is most often used for evaluating the 
performance of classi cation with imbalanced data. The 
equation for calculating GM is described as follows: 

GMi
TPi

TPi FNi

TNi

FPi TNi
(9) 

● M atth ew ’s Correlation  Coe c ient (M CC): This metric 
represents the correlation between the predicted and 
actual classi cations. The coe cient of + 1 and −1 repre-
sents perfect and bad predictions, respectively. The value 

of zero represents a random prediction. The below equa-
tion describes the MCC formula for multiclassi cation: 

MCCi
TPi TNi FPi FNi

TPi FPi TPi FNi TNi FPi TNi FNi

(10) 

2.4.2. Receiver operating characteristic
The Receiver Operating Characteristic (ROC) curve represents 
the relationship between sensitivity and speci city (Tharwat  
2021). Each point in the ROC curve is generated by changing 
the threshold on the con dence score. The AUC-ROC is 
a threshold-independent metric that calculates the area under 
the ROC curve. The AUC-ROC score is in the range of zero to one 
and the ROC curve that has a larger AUC-ROC value will have 
better classi cation performance with the same class. Table 4 
shows the success rate based on the AUC-ROC (Kritikos and 
Davies 2015).

2.4.3. Precision-recall curve
The Precision-Recall curve (PRC) represents the relationship 
between recall and precision. The PRC has been considered an 
alternative to the Receiver Operating Characteristics (ROC) curve 
for classi cation problems that have a large skew in the class 
distribution (Davis and Goadrich 2006). The AUC-PRC is 
a threshold-independent metric that calculates the area under 
the PRC curve.

2.5. Structural condition modeling framework

The data processing procedure for assessing sewer pipe status 
can be divided into several steps: 1) Collecting and pre- 
processing data, 2) Splitting data into training and testing 
data sets, 3) Building hybrid ML models, and 4) Validating and 
selecting structural conditions models. The owchart for this 
procedure is shown in Figure 8.

To build and validate the structural condition models, the 
data was split into training, cross-validation, and testing data-
sets. The ratio for splitting training and testing datasets 
depends on the quantum of data available and the objectives 
of the study. In this study, we randomly split the dataset with 
a ratio of 70% for the training dataset and cross-validation (934 
samples) and 30% for the testing dataset (401 samples) respec-
tively. In the training and cross-validation dataset, the number 
of sewer pipes in good condition, intermediate condition, and 

Table 4. The model performance is based on the AROC values (Kritikos and 
Davies, 2015.).

AUC-ROC value Model performance

<0.7 Poor
0.7–0.8 Satisfactory
0.8–0.9 Good
0.9–1.0 Excellent

Figure 8. The framework for modeling the structural condition of sewer pipes.
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bad condition are 574, 70, and 290 samples, respectively. The 
test dataset consists of 248 samples in good condition, 33 
samples in intermediate condition, and 120 samples in bad 
condition.

A base classi er was created based on every sample dataset 
and several classi ers were obtained based on the training 
dataset. Finally, the outputs of individual classi ers are amalga-
mated via the voting process. The hybrid models use the J48 
algorithm as the base classi er. In an attempt to avoid the 
subjective character of the hybrid models, the user-de ned 
parameters (ninst) and nconf of the base classi er were not 
varied when applying ensembles. The optimal values for the 
user-de ned parameters (ninst) and nconf were found using 
a grid search with 10-fold cross-validation. The best values for 

ninst and nconf are found as 2.0 and 0.25, respectively.

3. Results and disc ussions

3.1. Feature selection using the Boruta method

The importance of the features (variables) utilized in this study 
for sewer structural condition prediction is presented in 
Figure 9. The result showed that the material was adjudged 
as the most important factor a ecting the structural deteriora-
tion process, followed by the age of the pipe. Six variables 
(landslide area, land cover, network type, building area, pipe 
form, and length) were unimportant for deterioration modeling 
and these factors were eliminated from the model. One tenta-
tive factor (geology) and the remaining factors were used to 
develop the structural condition models for the study area.

Yin et al. (2020) only used backward direction feature selec-
tion to eliminate insigni cant factors and indicated that more 
advanced selection methods should be considered in the 
future to nd signi cant factors. The signi cant values 
(p-value) from the logistic regression model were used to 

rank the important degree of factors in the study of Atambo, 
Naja , and Kaushal (2022), this approach may be not an ideal 
solution in case an unbalanced dataset (Sanchez-Pinto et al.  
2018). This study partly lls the above limitation by using the 
advanced wrapper method for de ning the importance of 
input factors and eliminating insigni cant factors before con-
structing ML models.

In this study, the Boruta feature selection method high-
lighted the material and age of the sewer pipelines as signi -
cant factors for modeling the structural condition of the pipes. 
This conclusion agrees with various studies in the literature 
(Mohammadi, Naja , Tabesh, et al. ; Salman and Salem 2012; 
Baur and Herz 2002). For example, Mohammadi, Naja , Tabesh, 
et al. () showed that pipe age was the most important factor, 
followed by the material and diameter of the pipe when build-
ing the condition prediction model of sanitary sewer pipe by 
applying the logistic regression model. The importance and 
absolute ranking of factors depend to some extent on the 
method utilized and local conditions. For example, Naja  and 
Kulandaivel (2005) concluded the diameter of the sewer was 
the most important based on an ANN model; whereas, pipe 
material was pointed as the most important factor based on the 
Back Propagation Neural Network and Probabilistic Neural 
Network models (Khan, Zayed, and Moselhi 2010). The age of 
sewer pipes was proved as the most important based on the 
binary logistic regression model in the study by Mohammadi, 
Naja , Tabesh, et al. ().

In Ålesund city, sewer material signi cantly a ects deteriora-
tion behaviors. Many sewer pipes in the study area are poly-
vinyl chloride (PVC) and concrete (BET), and these materials 
have a strong correlation with the conditioning process. For 
instance, PVC pipes are highly resistant to acidic and alkaline 
wastes and BET pipes work well with abrasion (Mohammadreza 
Malek Mohammadi et al. 2020). Additionally, installation and 
operation procedures ensure BET pipes are less a ected by 

Figure 9. Feature selection for building conditional assessment model.

10 L. V. NGUYEN AND S. RAZAK



deterioration. More speci cally, because of installation in con-
trolled situations, BET pipes normally keep high quality and 
have good integrity. Moreover, reinforced steel in BET pipes 
makes them strong enough against structural deterioration and 
PVC pipes su er excessively from tra c loads (Mohammadreza 
Malek Mohammadi et al. 2020), this mechanism is insigni cant 
in this study as most pipes were not impacted by roads with 
high tra c volumes (Figure 3g).

The study shows the age of the pipe is an important factor in 
the deterioration process (Figure 9). This nding has been 
made in previous studies (Mohammadi, Naja , Tabesh, et al. ; 
Khan, Zayed, and Moselhi 2010). The e ect of aging on the 
condition of the sewer pipe begins immediately after the pipe 
is installed and it normally takes 44–65 years for pipes to 
change to poor condition (Laakso et al. 2018).

Although landslide directly a ects the underground assets 
in general and the sewer network, it is not signi cant in this 
study. This can be explained by the landslide areas being small 
and the number of inspected sewer pipes in these areas not 
being signi cant (Figure 3c). In the same vein, the building area 
has been assessed to be a less important factor a ecting the 
structural condition of sewer pipes in this study. This can be 
explained by the fact that most of the inspected pipes in the 
central area of Ålesund city were in good condition (Figure 2a) 
although found in locations of high building density (Figure 3c).

The length of the sewer pipes is considered an unimportant 
factor for this study area, this conclusion is in line with the result 
of Lubini and Fuamba (2011), in which the authors found the 
slope and length were not signi cant in their deterioration 
model.

3.2. Comparison of structural condition models

The predictive capability of the models for the structural con-
dition of sewer pipes is assessed using the test dataset. The 
results of the statistical measures of the J48DT, BG-J48DT, DG- 
J48DT, and RotF-J48DT are represented in Table 5. Because 
there is a di erence between the number of samples in the 
three output classes (class imbalance), accuracy may not be 
a reliable metric for assessing the overall classi cation perfor-
mance (Haixiang et al. 2017). Therefore, some statistical mea-
sures such as GM, MCC, F1-score, AUC-ROC, and AUC-PRC have 
been used as alternative performance assessment metrics.

The results indicate that the statistical measures including 
GM, MCC, and F-measure have the highest values for good 
condition, which is a major class in the dataset, followed by 
the bad condition class. It can be seen that the MCC value of the 
DG-J48DT models is immeasurable when predicting samples in 
an intermediate condition indicating the bad performance for 
this class.

Figure 10 shows the AUC-ROC and AUC-PRC of four devel-
oped structural condition models in this study. Based on the 
de nition of AUC values in Table 4, the developed ML models 
have good performance in predicting the structural condition 
of the sewer pipe in good and bad condition classes, but they 
have satisfactory performance in predicting samples in the 
intermediate condition class.

The results show that all three developed hybrid models 
improve classi cation performance compared to the base clas-
si er (the J48DT model). More speci cally, for the good condi-
tion class, the RotF-J48DT model have the highest classi cation 
performance (AUC-ROC = 0.857, AUC-PRC = 0.918), followed by 
BG-J48DT (AUC-ROC = 0.848, AUC-PRC = 0.907), DG-J48DT 
(AUC-ROC = 0.817, AUC-PRC = 0.880), and J48DT (AUC-ROC =  
0.800, AUC-PRC = 0.765). Similarly, for the bad condition class 
prediction, the RotF-J48DT (AUC-ROC = 0.829, AUC-PRC =  
0.635) is outperformed the BG-J48DT (AUC-ROC = 0.813, AUC- 
PRC = 0.574), DG-J48DT (AUC-ROC = 0.793, AUC-PRC = 0.577), 
and J48DT (AUC-ROC = 0.749, AUC-PRC = 0.522) models. All 
developed models have the lowest classi cation performance 
in predicting samples in the minor class (intermediate condi-
tion). However, the RotF-J48DT model (AUC-ROC = 0.673, AUC- 
PRC = 0.153) is better than the DG-J48DT (AUC-ROC = 0.637, 
AUC-PRC = 0.103), BG-J48DT (AUC-ROC = 0.586, AUC-PRC =  
0.127), and J48DT (AUC-ROC = 0.522, AUC-PRC = 0.110) models. 
Additionally, in terms of weighted average values, the RotF- 
J48DT has higher values than other models indicating better 
classi cation performance. In conclusion, these ensemble mod-
els have better predictive power than the basic model. The 
RotF-J48DT ensemble model produces the best result for pre-
dicting the structural condition of sewer pipes in the study area.

Based on the area under the curve values, the hybrid 
models have higher performance compared to the base 
classi er. This conclusion is consistent with previous nd-
ings. For example, Miraki et al. (2019) showed that the 
novel classi er ensemble model, namely the Random 
Forest Classi er based on Random Subspace Ensemble, had 

Table 5. Statistical measures of developed hybrid models in this analysis.

Structural Condition Models Statistical Measures

Classes

ACC (%)Good Condition Intermediate Condition Bad Condition

J48DT GM 0.74 0.24 0.72
MCC 0.49 0.05 0.44 70.83
F1-score 0.81 0.09 0.61

BG-J48DT GM 0.72 0.17 0.69
MCC 0.49 0.02 0.42 71.07
F1-score 0.82 0.05 0.59

DG-J48DT GM 0.70 0.00 0.72
MCC 0.43 - 0.44 70.57
F1-score 0.80 0.00 0.61

RotF-J48DT GM 0.70 0.17 0.70
MCC 0.44 0.02 0.42 70.07
F1-score 0.80 0.05 0.60
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a higher predictive capability for groundwater potential 
mapping compared to other benchmark models. 
Additionally, the ndings of Chen et al. (2019) indicated 
that two ensemble frameworks, namely Random subspace, 
and Bagging, produce a higher predictive performance than 
the base classi er, namely Reduced-error pruning trees. 
A similar conclusion was illustrated in the study by Phong 
et al. (2021) which shows the RealAdaBoost, Bagging, and 
Rotation Forest ensembles outperformed the functional tree 
base classi er.

Finally, the structural condition models developed in this 
study had a lower capability in predicting samples in the inter-
mediate condition class (Figure 10). This can be explained that 
this is the minor class in the dataset (about 7.7% in the total of 
957 training samples). Several studies have transformed the 
multi-classi cation problems into binary classi cation problems 
by clustering samples in classes 1–3 into one class (good con-
dition) and the remaining samples into another class (bad 
condition) to improve classi cation performance 
(Mohammadi, Naja , Tabesh, et al. ; E. Ana et al. 2009). In our 
study, we try to keep the basic characteristic of classes by 
converting ve-grade scales into three-grade scales. This still 
allows water managers to correctly assess the importance of 
each class (pipes in class 1 and class 2 are good conditions, and 
pipes in class 4 and class 5 are bad conditions) and improves 
the classi cation performance of the structural condition 
models.

4. Conc lusions

In this study, three ML hybrid models namely BG-J48DT, DG- 
J48DT, and RotF-J48DT based on the J48DT base classi er were 
investigated to predict the structural condition of sewer pipes 
in Ålesund city, Norway. The importance of input factors for 
modeling was assessed by applying the Boruta feature selec-
tion technique.

The results show that the material of sewer pipes is the most 
important factor a ecting the structural condition of sewer 
pipes in the study area, followed by the age of the pipes. The 
landslide area, land cover, network type, building area, pipe 
form, and length of sewer pipe have the least in uence on the 
structural condition in the study area.

Many model performance assessment measures including 
GM, MCC, F-Measure, AUC-ROC and AUC-PRC curves were used 
to evaluate the classi cation performance of the developed 
models. The three ensemble models have shown better predic-
tion capability compared to the J48DT base classi er. The RotF- 
J48DT ensemble model is better at predicting all three condi-
tion classes comparing the remaining other ML models.

Although the ensemble models perform more e ectively 
than the base classi er in predicting the structural condition 
of sewer pipes, the accuracy of these models is still limited 
(about 70%). Therefore, other ML models need to be investi-
gated to improve classi cation performance and accuracy.

Figure 10. The AUC values of the developed models: (a) AUC-ROC, (b) AUC-PRC.
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Abstract: Wastewater pipelines are largely buried underground, and techniques for assessing and
visualizing their condition are critical for planning and rehabilitation. This paper introduces a
framework for integrating Geographic Information System (GIS), 3D-creation platform, augmented
reality (AR) techniques, and machine learning algorithms for the dynamic visualization of the
condition of sewer networks. A sewer network in Ålesund City, Norway, was used as a case study,
and the developed framework was implemented on an Android OS and Microsoft HoloLens. The
results show the potential applications of the integrated framework of GIS, AR, and 3D models for
sewer condition visualization. The positioning accuracy of the application for 2D objects is equivalent
to that of well-designed GPS receivers (approximately 1–3 m), depending on the handheld device
used. Loading and locating 3D objects will be limited by the performance of the devices used.

Keywords: augmented reality; 3D visualization; mobile application; sewer network system

1. Introduction

The collection, transport, and treatment of wastewater play a significant role in pro-
tecting the environment and public health. Wastewater collection systems mainly comprise
pipes of different materials that undergo degradation over time. In Norway, the condition
of the sewer network in some municipalities is poor, with a low annual renewal rate of
approximately 0.6% [1], and requiring significant investments [2]. To plan investments,
deterioration models could be used to assess the current and future status of sewer pipes
by accounting for intrinsic (e.g., size, age, or material) and extrinsic (e.g., rainfall, soil type,
or population) factors. Models used for the assessment and prediction of sewer conditions
include regression [3], classification [4], and hybrid models [5]. The results of these models
have been presented in Geographic Information System (GIS) for visualization of the geo-
location of pipes that need improvement. Although the visualization of pipe conditions in
a GIS map provides a powerful interface, inaccuracies in geographical data may inhibit the
usefulness of such maps for operation and maintenance tasks. Recent studies reveal that
visualization through augmented reality is one of the most cost-effective and dependable
approaches for the operation and maintenance of urban underground pipe networks [6,7].

Augmented reality (AR) is a technology that integrates digital/virtual information
with the user’s environment in real time. This technique enhances the visual perspectives
of the physical real-world environment by using non-visual properties and capabilities
of computing devices [8]. With the massive improvements in the computing power of
computer software and hardware through Industry 4.0, AR is becoming one of the most
promising technologies that in the future will support people in recognizing and experienc-
ing real-world objects in a completely new way [9]. Moreover, AR technology has proven to
be an effective supporting tool in product design, manufacturing, maintenance/inspection,
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and training activities [10]. However, applying AR technique to visualize objects in the
water sector is still challenging and limited [11–14]. For example, Haynes, Hehl-Lange and
Lange [14] indicated that the synchronization of 3D points displayed on device monitors
and the corresponding points in the real world was one of the biggest challenges associated
with the application of AR techniques. In addition, Mirauda, Erra, Agatiello and Cerver-
izzo [11] showed that handheld device orientation before use is essential, and the reliability
of the AR application decreased over time because of drift, requiring that the device be
reset during the experiment.

According to Hahmann and Burghardt [15], approximately 80% of all information
available can be interpreted as spatial data or geodata. Therefore, profoundly digging into
these data can provide valuable information for management and maintenance purposes.
Data visualization can be easily implemented by using a variety of visualization packages:
for example, the Microsoft Excel (https://www.microsoft.com/en-us/microsoft-365/excel)
(accessed on 6 December 2023), the package Matplotlib (version: 3.8.2) in Python for 2D
and 3D visualization [16], and the package ggplot2 (version: 3.4.4) in R [17]. One of the
most significant disadvantages of the aforementioned packages is the ability to visualize
data only on personal computers, which is not convenient for fieldwork. In terms of
graphical visualization, spatiotemporal data can be generally visualized in two- or three-
dimensional environments using three different techniques, including 2D maps, space-time
cubes, or animations [18]. Based on the authors’ knowledge, few mobile applications have
implemented the AR technique for visualization in the water sector.

The visualization platform, or visual communication, supports human problem-
solving and improves user decision-making performance by transforming non-visual
objects into visual objects that are accessible to the human mind [19]. The users/managers
cannot effectively control or monitor the system without deeply understanding the data.
An effective visualization platform will support water engineers/managers in having a vi-
sual overview and correctly evaluating the system status to inform reasonable maintenance
strategies [20]. The main aim of this work was to develop a mobile application integrated
with AR technique to support sewer management through 2D/3D visualization of sewer
conditions. By combining sewer conditions produced from predictive models and AR
technology, water engineers/managers can quickly estimate a sewer’s status in the field
and reduce workloads compared to conventional methods such as digging or camera-based
inspection. The study was conducted on sewer pipes in Ålesund city, Norway that were
previously used for the development of deterioration models.

2. Theory and Methods

2.1. Literature Review

The application of AR in the management of underground utilities has received much
attention in recent years. Huston, et al. [21] used building information modeling (BIM)
and 3D Geographic Information System (GIS) for both design and spatial data during
the planning, construction, and system lifecycle management phases of underground
utilities. In that work, information technology and sensor signals were discussed to assess
the state of urban underground infrastructure (e.g., water-related networks, natural gas,
electric power) and provide reliable information for managers, planners, and users. A mask
regional convolutional neural network and a 3D model were developed by Fang, et al. [22]
to automatically detect, localize, and visualize sewer defects using a floating capsule robot.

A mobile interface connected to the internet using a client–server architecture was
introduced by Schall, Zollmann and Reitmayr [13]. This AR system allows users to create,
read, update, and delete data from a geospatial database. This mobile AR application
improved workflows such as on-site planning, data capture and surveying, and on-site
visualization. Similarly, AR systems allowing for editing and visualizing underground
facilities’ geographic and attribute data usingUnity3D have been developed [23,24]. Pereira,
et al. [25] introduced a combination of AR and a ground penetrating radar (GPR) technique
for the mapping and assessment of underground infrastructure. This system reduces the
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limitations of current GPR systems that have degraded or unavailable Global Positioning
System (GPS) signals in urban canyons and city tunnels, respectively.

An integration between state-of-the-art technologies, including mobility, Global Navi-
gation Satellite System (GNSS), AR, and 3D GIS geo-database, was mentioned in the study
by Jimenez, et al. [26] to guide utility field workers in visualizing buried infrastructure. The
authors also indicated market analysis to identify appropriate business models based on
the developed system. Although the work briefly showed the main aspects to be considered
in future commercialization, it did not clearly explain the aforementioned integration.

An AR-based underground facility management system using Map API and JSON
communication techniques was proposed by Kim [27] to provide, manage, and replace the
location information from the GIS system for underground facilities. The primary limita-
tions of this approach become apparent as the author delved into its insufficient scalability
and the constraints posed by GIS data when integrated with the utilized LibGDX engine.

Li, Feng, Han and Liu [6] developed a mobile augmented reality-based framework
to visualize static and dynamic data of a real-life urban gas pipe network. Tarek and
Marzouk [28] developed a smartphone AR application to visualize infrastructure networks,
thereby improving infrastructure operation and maintenance workflows. An application
using a Microsoft HoloLens headset was proposed by Côté and Mercier [29] to visualize
pipe maps on the road surface. Rahman, et al. [30] developed an integrated framework
comprising machine learning (ML), sensor data, and AR techniques to manage a prawn
farm. The results have proved that the AR technique (as well as its integration) is a
promising tool to manage assets more efficiently.

The aforementioned studies indicate that augmented reality-based techniques are
receiving more attention from researchers and have become one of the promising means of
visualization in recent years. This study provides an augmented reality framework for the
visualization of pipe conditions. The study introduces a workflow from data collection and
processing to ML implementation to predict the condition of sewer pipes, along with a 3D
model for sewer condition visualization. The study builds on earlier studies of the authors
on sewer condition assessment and prediction using ML for the Ålesund Municipality
in Norway [3–5]. The platform developed in this study will allow sewer infrastructure
managers to visualize the condition of pipes on-site for planning and maintenance.

2.2. Data and 3D Model Preparation

Two main data types were used in the preparation phase of this application, includ-
ing object-based data (3D models such as pipes and manholes) and their corresponding
attribute-based data (such as material or status). The steps for data preparation are pre-
sented in Figure 1.

 

Figure 1. The workflow for data preparation.

Some initial attribute data (e.g., material or installation year) and geospatial data (such
as network structure) were extracted from databases managed by the Ålesund Municipality.
These data and an auxiliary environmental dataset were used to compute sewer conditions.
Sewer conditions were divided into good, intermediate, and bad conditions based on the
study of Haugen and Viak [31]. Specifically, for the Ålesund sewer network, 10 physical
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factors (i.e., age, diameter, depth, length, slope, material, pipe type, network type, pipe
form, and connection type) and 10 environmental factors (i.e., rainfall, geology, landslide
area, population density, land cover, building area, groundwater level, traffic volume, road
network, and soil type) were aggregated and assigned for each sewer pipe. Then, some filter,
wrapper, and embedded feature selection methods were applied to eliminate insignificant
factors from the dataset. Finally, 10 regression-based ML models, 17 classification-based
MLmodels, and 4 hybrid ML models were developed to estimate the conditions of sewer
pipelines. The best output produced from the models was selected as the input for visualiz-
ing using the application developed in this study. For more information on the application
of ML models for sewer condition assessment, readers are referred to [3–5].

Geospatial data on the sewers were imported into GIS software, including ArcGIS (ver-
sion: 10.8.2) or QGIS (version: 3.10 LTR), and BIM software, including Trimble SketchUp
(version: Desktop 2022.0) and Autodesk InfraWorks (version: 17.11.0), to create 3D models.
SketchUp, owned by Trimble, Inc., is a suite of products for a broad range of drawing and
design applications, including architectural, interior design, industrial and product design,
landscape architecture, civil and mechanical engineering, theater, film, and video game
development [32]. Trimble SketchUp is widely applied to many real-world problems, such
as annual solar insolation potentials analysis [33], volcanic processes visualization [34], mi-
croclimatic mapping [35], or tree row simulation [36]. InfraWorks, developed by Autodesk,
Inc. (San Francisco, CA, USA), is one of the most widely used software applications in
BIM environments for the planning and designing of infrastructure projects such as sewer
networks (Figure 2). In Autodesk InfraWorks, users can easily incorporate GIS data to
collect large amounts of data that give more accurate information about the area they are
modeling, whether a built-up or natural environment. InfraWorks has been used as an
integrated application within BIM and GIS for the smart city concept [37], drainage system
management [38], and infrastructure simulation [39].

 

Figure 2. Illustration of the sewer network in the study area: (a) without surface; (b) with surface objects.

In this study, the 3D visualization platform was developed using Unity 3D, which
is one of the most accessible and free tools for game developers [40]. Unity, which is
developed by Unity Technologies, is a professional-quality game engine targeting a variety
of platforms [41]. Unity 3D was employed to amalgamate 3Dmodels acquired from Trimble
SketchUp and Autodesk InfraWorks into the holographic environment. This integration
included attributes extracted from the provided tabular dataset and predicted conditions
from ML models. Unity 3D provides many comprehensive functions to implement AR
applications [6]. Subsequently, the outcomes were visualized on both mobile devices and
HoloLens. Additional data, such as road networks or building footprints, received from the
Norwegian Mapping Authority (https://www.kartverket.no/en) (accessed on 20 March
2020) [4], were used to build the 3D model. These data were converted into shapefile (*.shp)
format, which is an Environmental Systems Research Institute, Inc. (ESRI) (Redlands,
CA, USA) vector data storage format for storing the location, shape, and attributes of
geographic features.



Water 2023, 15, 4232 5 of 18

An example of a 3D model of the study area in Unity is presented in Figure 3.

 

Figure 3. An example of a 3D model in Unity.

2.3. Visualization Platform Development

The visualization platform developed in this study comprises three main segments:
indoor, intermediate, and outdoor, as presented in Figure 4.

 

Figure 4. Overview of the integrated visualization platform.

The indoor segment involves 3D modeling and computation, focusing on the process
implemented on personal and supercomputers. In this regard, 3D models of the sewer
network (e.g., pipes, manholes, or pumps) were created and visualized using a high-
performance computer system associated with the simulation programs [24,42]. Sewer
conditions were predicted using ML and deep learning models based on input data, as
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described in Nguyen, Bui and Seidu [4]. The network components’ output was coded based
on their corresponding indexes for visualization purposes. While creating 3D objects, the
names and indexes of original objects were maintained to merge with information obtained
from the previous step. This information was reused if any new update was received from
the intermediate segment. Finally, the models and auxiliary data were transformed into
Unity 3D for simulation on smart devices such as smartphones and HoloLens.

The intermediate segment involves the processing of remote data. This segment
employed cloud-based platforms to store data and have remote interactive connections with
the computer or handheld devices. In this segment, the database created from the indoor
segment was transferred to the host computer system on a cloud-based connection. Real-
time data received from sensors in the sewers were updated and stored on the StaalCloud

portal managed by Ålesund municipality. In this segment, the data will undergo initial
processing to generate fundamental network details such as pipe index, velocity, and sewer
condition status. After that, these generated attributes are assigned to corresponding objects
based on their unique indexes, which are generated from the indoor segment. Following
this process, the data can be transmitted to the outdoor segment for display on computer
or handheld devices. Finally, the intermediate segment is configured to receive updated
information from the outdoor segment, store it, and send it back to the indoor segment to
update the system.

The outdoor segment involves visualizing and updating data. This segment contains
devices that can visualize objects and their attributes in a hands-free manner. In this
segment, the processed data obtained from the indoor segment and updated data received
from the intermediate segment are used to enhance the user’s experience via AR devices.
The application directly reads information from computers or the cloud via aWi-Fi network,
matching them with corresponding objects and showing designated information. Any
modification can be performed, and modified data in this segment can be transmitted
back to the host computer in the indoor segment or the cloud database in the intermediate
segment using an application programming interface (API) or equivalent protocols to
update the database.

In our work, due to the limitations of accessing the cloud-based database (for data
security reasons), we only tested two cases: (1) the connection between the indoor segment
and the outdoor segment and (2) the ability to access, download, and visualize real-
time data from the StaalCloud portal. The functions and performance for testing on the
intermediate segment will need to be implemented in further investigations.

2.4. System Configuration

The StaalCloud portal is managed by the Ålesund municipality, and this is a platform
to collect and store data from sensors. This portal was used to test the ability of the
application to access, download, and visualize near real-time data. For the 3D visualization
development platform, the Unity 3D game engine (version: 2021.3.15f1 Long Term Support),
Android Studio (version: 2022.1.1), Java (version: 8), and C# (version: .NET Core 3.0, C# 8.0)
programming languages were selected to develop and compile the application on mobile
and Microsoft HoloLens devices.

In terms of hardware for running these applications, the Samsung Galaxy A42 5G
(Android 10, 4 GB RAM, Qualcomm Snapdragon 690) [43] and Microsoft HoloLens (Win-
dows 10, 64 GB Flash, 2 GB RAM) [44] were used. Except for the shape of objects (in 3D
type), other attribute-related data were structured in the comma-separated values (CSV)
format that is easily opened andmodified by a text editor such as Notepad (version: 10240.0
or higher) or Microsoft Excel (https://www.microsoft.com/en-us/microsoft-365/excel)
(accessed on 6 December 2023).

2.5. Accuracy Estimation

To assess the surveying accuracy of the application, experiments were performed
at known reference points. Sewer networks are fundamentally composed of pipes and
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manholes [45]. While pipes are mainly invisible due to being covered by the ground surface,
manholes can be easily recognized based on their cover on the ground. In this study, the
accuracy of the mobile application was assessed based on the comparison of differences
between the actual locations of manholes and their corresponding locations determined
using the application (Figure 5). The accuracy of the HoloLens-developed application
was not performed because of two reasons: (1) the first version of the HoloLens device
used in this study does not support a GPS module inside, and (2) the development of
the application on the HoloLens device aims to expand user interactions with holograms
embedded into the real world.

 

Figure 5. Location of the manholes in the study area.



Water 2023, 15, 4232 8 of 18

The surveyed locations of tested manholes were latitude and longitude values of
corresponding points in the World Geodetic System 1984 (WGS-84). However, the actual
manholes’ locations in the database provided by Ålesund municipality were the horizontal
coordinates of these points in the EPSG:32632-WGS84/UTM Zone 32N system; therefore,
these geographical locations were transferred into this plane coordinate system. This trans-
formation process was performed using ArcGIS Pro (version: 2.7.6) software developed by
ESRI [46].

The locations of tested manholes with their names are shown in Figure 6; 20 different
positions with different angles were implemented at each checked point to obtain mea-
surements. The root mean square error (RMSE) was used to assess the accuracy of the
developed application in locating manholes, as follows [6]:

RMSE =
1
20

20

∑
i=1

xobsi − xacti
2
+

20

∑
i=1

yobsi − yacti
2

(1)

where xacti , yacti and xobsi , yobsi are actual horizontal coordinates and observed horizontal
coordinates at one tested manhole, respectively.

 
Figure 6. Locations of the tested manholes.

3. Results and Discussion

3.1. Visualization of Pipe Conditions with Mobile Application

The mobile application developed in this study allows the user to import attributes of
manholes or pipes from a CSV file and visualize them in a real-time perspective. Moreover,
the user can send commands from the mobile device to a personal computer (PC) via the
WebSocket API protocol.

Based on a specific command received from the application on the mobile device,
the PC will access a given tabular dataset or run pre-defined ML models to predict sewer
condition status and produce the result. After that, these results are sent back to visualize
on the mobile device. The process is illustrated in Figure 7.
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Figure 7. Network visualization in the application.

An example of AR network visualization on a real scale is shown in Figure 8. After
importing the given CSV files from the device’s storage, the users can see attributes,
including their condition, by moving the center point of the device screen onto objects
of interest.

Figure 9 shows an example of real-time data access and visualization received from
sensors through the StaalCloud portal. The values in this figure (i.e., water level and
temperature) will automatically change based on the user’s option.

The application also provides users with some extra functions, such as pinpointing
locations of interest in the field using signals from satellites or visualizing given 3D objects.
Specifically, the application allows the user to pinpoint the device’s location in theWGS-84
coordinate reference system from the GPS signal. This function is useful to pinpoint
problems in the field (e.g., crack locations or noticed points), and the output can be saved
in the CSV format (Figure 10).
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Figure 8. AR network visualization in the application.

3.2. HoloLens Application

The inspiration for developing an application on HoloLens is to enhance the sense
of authenticity of the user’s experience by providing several types of natural interaction,
such as gaze, gesture, voice, and spatial mapping [47]. In order to build an application
that was compatible with the HoloLens device, several configurations were developed. For
example, the Mixed Reality Toolkit (version: 2.8.3) and Microsoft Mixed Reality OpenXR
Plugin API (version: 1.1.15) were installed [48]. An example of running this application on
the HoloLens device is presented in Figure 11.

3.3. Accuracy Assessment

The differences in distances between actual positions and measured positions (in
20 iterations) at each manhole are presented in Figure 12 (circles in the figure represent
outliers in the dataset).

There were some outliers at manholes 58884, 112760, and 58886 (Figure 12). This may
be explained by the existing high trees and electric wires that reduce signal strength from
satellites to these manholes (Figure 13). For the manhole 112760, there was a high difference
in the horizontal distances, although with no surrounding objects. This indicates that, in
some cases, positioning accuracy with a smartphone can be unstable.

The average RMSE from the five tested manholes is shown in Table 1. The median
RMSE from the tested manholes, with a 95% confidence interval, was 1.19–2.13 m for
the application.

Table 1. Summary of RMSE at the tested manholes.

Manhole Name 112182 112760 58884 112765 58886

Mean RMSE (m) 1.15 2.19 1.80 1.59 1.56

As shown in Table 1, the positioning accuracy when using smartphones was sig-
nificantly low, especially near trees or high buildings that blocked satellite signals [6].
Therefore, integrating handheld devices with external equipment such as orientation sen-
sors or real-time kinematic (RTK) receivers should be considered to improve positional
accuracy [13]. The application has only been developed for Android, and developments
for iOS devices should be considered in future work.
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Figure 9. Real-time data access from the StaalCloud portal.
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Figure 10. Pinpointing locations using GPS signals.

Due to the GPS error on smartphones and environmental objects [24], the positioning
accuracy might not meet the desired expectations. Li, Feng, Han and Liu [6] highlighted
that location-based AR applications using smartphones in previous studies achieved low
accuracy, in a range of 3–10 m. The results in Table 1 show that the accuracy of the
application developed in this study is equivalent to well-designed GPS receivers, which
can achieve a positioning accuracy of 1–3 m [49].

Some approaches can be considered in future work to improve positioning accuracy for
AR applications, such as using wireless technologies (image tracking, Bluetooth, radio fre-
quency identification (RFID), or Wideband Code Division Multiple Access (WCDMA)/4G
Long-term Evolution (LTE)) [50] or differential GPS (DGPS) techniques that can achieve
centimeter-level accuracy [51].

In addition to the limitation of GPS positioning accuracy, the graphic processing
capacity of mobile devices is also a drawback for the use of AR applications on a large scale.
In this work, the mobile device sometimes did not work properly while loading the 3D
model, possibly due to a heavy model load.

The main objective of this study was to demonstrate the promising application of
smartphones and AR to visualize sewer networks and their properties using an integrated
platform. In order to obtain a comprehensive assessment of accuracy using the smartphone
for this purpose, many field measurements must be investigated. Moreover, differences in
positioning accuracy on different mobile devices will be significant because of dissimilar
hardware structures and positioning sensors [6,52].

Using this application in fieldwork requires that users pay attention to some things
during the operation. For example, the function “GPS Location” for pinpointing geo-
graphical locations requires that mobile devices continuously receive a GPS signal, which
consumes a lot of power and quickly drains their batteries [11]. Given the long duration
of field investigations, users will need to be equipped with more batteries or external
power sources.
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Figure 11. Network visualization on HoloLens.
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Figure 12. The differences in the horizontal distances for each tested manhole.

Minimizing the delay in field data acquisition is one of the advantages of using an AR-
based application; users can quickly and easily view the objects as well as their attributes.
Compared to the traditional method, this will significantly reduce time wasted in the field
without requiring manually checking real-world objects with corresponding ones from the
record (an easily confused process).

It is worth noting that in the dynamic visualization of the water flow in pipes, other
dynamic input data (such as temperature or contamination degree) can be visualized in
the same way if they have the same data structure. Moreover, mobile devices and PCs
must share the same private network to transfer data. However, the status of sewer pipes
obtained from models can be stored in CSV format and copied to a mobile hard drive,
allowing the application to access and visualize it in the field.

The developed applications on mobile and HoloLens devices should be considered
in the future to integrate more needed functions based on the visualization platform
developed in this study. In addition, model optimization (in terms of capacity and detail
level) for running on hardware-limited devices (for example, mobile devices or HoloLens)
needs to be improved.

The experimental functions in this application were built and conducted based on the
sewer network in a specific study area in Ålesund city. For other areas, the steps utilized
for the study area will be replicated. This paper presented the fundamental steps for sewer
network 3D visualization on handheld devices such as smartphones and HoloLens, and a
circle interaction between this application and computer/server to transfer and process data
for sewer management purposes was introduced. Customized functions can be developed
for specific purposes. Technical and non-technical operators can consult this application as
an assistant tool for collecting and visualizing data in the water sector.
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Figure 13. Noise background surrounding manholes.

4. Conclusions and Outlook

The outputs of this work reveal the potential integration of mobile devices, GIS, and
AR techniques in the management of water infrastructure. The users’ awareness of water
infrastructure and the surrounding environment is enhanced in a way that allows the
exploration of the relations between them.

The application is currently developed for mobile phones and has the following
functionalities:

• Allows for the collection of data on pipe and environmental attributes, processing,
condition assessment, and visualization of pipe status on a mobile device;

• Can be used by operators for the 3D visualization of buried sewer pipes, including
their attributes and conditions;

• Allows for the real-time visualization of dynamic data (e.g., water flow, water temper-
ature) of the pipes through integration of geo-pipe locations and sensor data;

• Can be used in the field for purposes of asset management.

A limitation of the application is the accuracy of the visualized and existing pipe
infrastructure. Integrating handheld devices with external equipment such as orientation
sensors or RTK technology will significantly enhance the positional accuracy of the system.
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B.1. Mobile Application 

B.1.1. Downloading and installing applications 

There are two versions of the mobile application, named “WaterNet on GoogleMap” and 

“WaterNet”. The downloaded links of these applications are provided in Table B.1. The basic 

difference between the two versions is described as follows: 

➢ The “WaterNet on GoogleMap” application uses the Google map as a background image 

and the components of the sewer network (for example, manholes or pipes) are overlayed 

on this image. This 2D visualization application was designed for supporting the users to 

easily look for components of the sewer network on the field. 

➢ The “WaterNet” application supports 2D and 3D visualizations of sewer components and 

presents predicted results of the sewer condition.  

Table B.1. Downloaded links to the applications on android devices 

Name Download link 

WaterNet_Google

Map 

https://www.mediafire.com/file/lw2gote7dwjmgl3/WaterNetOnGoogle

Map.apk/file  

WaterNet https://www.mediafire.com/file/ua4qzwb2582bb6b/WaterNet.apk/file  

Data sample https://www.mediafire.com/file/okq6nn95frc41ic/Data_Sample.zip/file  

Python code https://www.mediafire.com/file/piwvybtyc2uy7b4/Unity_Python.py/file  

These applications are distributed as an Android package with the file extension APK. 

Therefore, these applications are only compatible with android devices. After downloading 

applications from the above links, the users easily install these applications as any android 

application by clicking on them. 

The interfaces of these applications are currently optimized for android phones with a 

screen resolution of 720 pixels x 1600 pixels. Other android devices with different screen sizes 

maybe have slightly different experiences. 

B.1.2. The “WaterNet on GoogleMap” application 

After installing the “WaterNet on GoogleMap” application on the android device, the 

symbol  will appear on the menu of the device (Figure B.1a). 

To get the geographical coordinates of the user’s position, the GPS function on the device 

https://www.mediafire.com/file/lw2gote7dwjmgl3/WaterNetOnGoogleMap.apk/file
https://www.mediafire.com/file/lw2gote7dwjmgl3/WaterNetOnGoogleMap.apk/file
https://www.mediafire.com/file/ua4qzwb2582bb6b/WaterNet.apk/file
https://www.mediafire.com/file/okq6nn95frc41ic/Data_Sample.zip/file
https://www.mediafire.com/file/piwvybtyc2uy7b4/Unity_Python.py/file
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should be enabled before the application is opened. After the application is activated, the current 

position of the user is shown in the center of the screen (the blue dot) and the geographical 

coordinates (including latitude, longitude, and altitude) of the user also are shown on the screen 

(Figure B.1b). 

When the user moves, the user’s location and geographical coordinates are updated in real-

time. The user also moves the screen from any position to the current position by clicking on 

the symbol  in the top-right corner of the screen (Figure B.1b). 

 

Figure B.1. The interface of the “WaterNet on GoogleMap” application 

This application allows the user to import some components of the sewer network (such as 

manholes and pipes) from CSV format files. The structure of CSV files is shown in Figure B.2. 
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(a) Sewer’s manhole data format 

 

(b) Sewer’s pipe data format 

Figure B.2. Example of the data format used in the “WaterNet on GoogleMap” application 

Figure B.3 illustrates the steps for importing manholes and pipes from CSV files into the 

application. By coloring different characteristics (for example, material or network type) of 

each pipe, the user easily distinguishes sewer pipes in the field using this application. 

 

Figure B.3. Importing sewer components into the application 

Figure B.4 shows the process of random checking of the “WaterNet on GoogleMap” 

application. The experimental results show that the difference between the actual sewer’s 

manhole location and their visualized location on the “WaterNet on GoogleMap” application is 
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smaller than 3 m. This difference satisfies for identifying sewer manholes in the field. 

 

Figure B.4. Accuracy of the “WaterNet on GoogleMap” application 

It is worth noting that other point-based objects (such as locations of pumps, outfalls, 

dividers, or storage units) can be imported using the “Manholes” function in this application. 

B.1.3. The “WaterNet” application 

The “WaterNet” application was designed for 3D visualization, integration of 3D models, 

and results predicted from machine learning models and real-time visualization. The interface 

of the “WaterNet” application is shown in Figure B.5. 
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Figure B.5. The interface of the “WaterNet” application 

The “WaterNet” application provides the user with some options to visualize data that are 

presented as follows: 

B.1.3.1. GPS Location 

This function allows the user to locate the device’s location in the World Geodetic System 

1984 (WGS84) coordinate reference from Global Positioning System (GPS) signal. This 

function is useful to pinpoint the problems in the field (such as cracks’ locations or notice 

points) and the output can be saved in the Comma-Separated Values (CSV) type that is easily 

opened by a text editor such as Notepad or Microsoft Excel. The user can use this function to 

store notes in the field in CSV format on their device, they after that can transfer data from the 

android device to a personal computer (PC) and process them for different purposes. The basic 

steps for implementing this function are shown in Figure B.6. 
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Figure B.6. Receiving GPS signal in the “WaterNet” application 

The detailed steps for implementing this function are presented as follows: 
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➢ Step 1: Activate this function by selecting the symbol  on the device screen. 

➢ Step 2: Define the frequency (in seconds) that the user wants to collect the GPS location. 

➢ Step 3: Select the button  to begin receiving GPS signal for coordinate definition. 

➢ Step 4: Click on the button “Get Location” at the wanted positions to get latitude and 

longitude. The user can set up names and notes for pinpointed locations (Figure B.7). 

 

Figure B.7. Pinpointing in the “WaterNet” application 

➢ Step 5: Select the button “Add To List” to add pinpointed location to the database. The 

user also views the points that are saved in the list by clicking on the checkbox “View 

List”. The list of the point is directly shown on the device screen (Figure B.6d). The user 

can use the finger to move and see all information about the saved points. Based on this 

list, the user can check the information of the saved points or take more measurements on 

the field. 

➢ Step 6: After the user finishes measuring in the field, the data file must be named in the 

area  (Figure B.7). To save data in the storage of the device, the user 

must click on the button “Save” in Figure B.7. 

➢ Step 7: To finish this function, the user clicks on the button . Selecting the button 

 will quit this function and the user will be delivered to the main screen (Figure B.5). 

The saved data from Figure B.6d is transferred to a PC, an example of the structure of this 

data is shown in Figure B.8. 
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Figure B.8. An example of a record created by the “WaterNet” application 

B.1.3.2. View Model 

This function provides an option for the user to view a 3D model from assigned images. 

The steps for implementing this function are shown in Figure B.9. In this function, by using 

different assigned images, the user can view the different corresponding 3D models. 

 

Figure B.9. Illustration of viewing the 3D model in the “WaterNet” application 

B.1.3.3. Place Model 

This function provides an option to view 3D objects on a real scale using an Augmented 

Reality perspective (Figure B.10). 
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Figure B.10. Example of placing the 3D model in the “WaterNet” application 

The user can view different objects by using the combo box in the top-right corner of the 

screen. This function provides two different 3D models to view: the pump (Figure B.11a) and 

the fire hydrant (Figure B.11b). It is worth noting that other 3D models can be further added 

depending on the specific purposes. 

 

Figure B.11. Example of a 3D model in the “WaterNet” application 

B.1.3.4. View Data 

This function allows the user to directly view the CSV file using the “WaterNet” 

application (Figure B.12). 
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Figure B.12. Viewing CSV data in the “WaterNet” application 

To use this function, the user first selects the symbol  on the menu screen of 

the application (Figure B.12a). Next, select the button  on the next screen (Figure 

B.12b), and specify the location of the CSV file that the user wants to open. Finally, the entire 

CSV file is shown in a window at the center of the screen (Figure B.12c). To exit this function, 

the user clicks on the button  in the bottom-left corner of the screen, and the user afterward 

is led to the main menu screen. 

B.1.3.5. QR Code 

This function allows the user to create and read QR codes. The attributes of sewer 

components can be coded and decoded using a QR code. 
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Figure B.13. Creating a QR code in the “WaterNet” application 

To create a QR code for assigning the attributes of the sewer component, the user first 

selects  on the menu screen of the application (Figure B.13a). Next, select the check 

box “Create QR Code” in the bottom-right of the screen (Figure B.13b). Assign the wanted 

attributes for the object at the content box, select the button  to create a new QR 

code, and assign created attributes for the sewer component. A new QR code is generated at the 

center of the screen (Figure B.13c). To save the QR code, the user specifies the name of the 

QR code in the field “Output File”, selects the button , then specifies the 

location to save the QR code on the device. Finally, this saved QR code can be transferred to a 

PC for storage and use for other purposes. 
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Figure B.14. Reading a QR code in the “WaterNet” application 

To read a QR code, the user first selects the symbol  on the menu screen of the 

application (Figure B.14a). Next, select the check box “Read QR Code” in the bottom-right of 

the screen (Figure B.14a). Move the screen to the QR code that the user wants to read, it makes 

sure that the yellow square on the center of the screen covers the QR code (Figure B.14b). The 

assigned attributes of the object will appear in the center of the screen (Figure B.14c). To delete 

current information on the screen and read a new one, the user selects the symbol  in the 

bottom-right corner of the screen (Figure B.14c). By clicking on the button  in the bottom-

left corner of the screen, the user is led to the main menu screen. 

B.1.3.6. View Network 

This function allows the user to import attributes of manholes or pipes from a CSV file and 

visualize them in real-time (Figure B.15a), the user also visualizes the sewer conditions using 

data from a CSV file (Figure B.15b). To activate this function, the user clicks on the symbol 

 on the main menu of the screen. 

To view the attributes of the sewer components in real-time, the user first selects the button 

 on the top-left corner of the screen (Figure B.15a). Next, specifies the location of 

the CSV file that contains the attributes of sewer components. An example of the attribute file 

is shown in Figure B.16. It is worth noting that the number of columns in this file is unlimited, 
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the user can add as many columns as possible. Next, the user selects the check box 

, and an “Attribute Table” panel will appear on the right-hand side of the screen 

(Figure B.15a). By moving and rotating the device screen to the target marker  on the center 

of the screen hit the wanted object, the corresponding attributes of the object will appear in the 

“Attribute Table” panel (Figure B.15a). 

 

Figure B.15. Viewing the sewer network in the “WaterNet” application 

 

Figure B.16. An example of the attribute file 
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To view the sewer conditions, the user first selects the check box  in the 

top-left corner of the screen (Figure B.15b).  

 

Figure B.17. Option for viewing sewer conditions 

A window will appear on the center of the screen that requires the user to either use an 

example data or connect to a PC to transform the predictive conditions (Figure B.17). 

❖ If the user selects the button , the condition of sewer pipes in the year 

2022 is showed up. This data was predicted using the machine learning model from one of 

the first author’s works and it was set up as default values for example visualization. 

❖ If the user selects the button , the application will send a request to a 

PC that is running a python code which is provided in Table B.1. After getting the request 

from the “WaterNet” application, this python code will run a function to get the conditions 

of sewer pipes from a pre-registered location on the PC and send the data back to the 

android devices for visualization. This approach will be efficient in the case the user wants 

to modify the sewer conditions file for visualization for different scenarios. To transfer data 

from PC to android devices by using this approach, the user needs to do below steps: 

➢ Step 1: Ensure the PC for running the python codes and android devices are connected to 

the same internet network. 

➢ Step 2: Run the python codes provide in Table B.1 by using any Integrated Development 

Environment used for programming in Python (such as PyCharm, Spyder, etc.,). In this 

tutorial, we use Spyder to run python codes. 

➢ Step 3: Change the host address  in the python code 

by the IP address created by the “WaterNet” application (Figure A.17). Please notice that 

this IP address will be different depending on each specific android device. 
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➢ Step 4: It takes several seconds to read and transfer data from a PC to an android device 

depending on the capacity of the data and internet connection. 

➢ Step 5: If the data is loaded successfully, the combo box in the top-left corner of the screen 

will contain the years of sewer conditions (Figure B.15b). 

The data structure of the sewer conditions is partly shown in Figure B.18. The first column 

contains the name/ID of sewer pipes in this data format. From the second column, the condition 

of the sewer pipes each year is stored in each column. From the second row, each sewer pipe’s 

name and corresponding state are stored in each row.  

 

Figure B.18. An example of the sewer conditions 

B.1.3.7. View Network (AR) 

This function allows the user to view the sewer network using the Augmented Reality 

technique. Because of the limitation of the hardware of Android devices, this function is only 

applied to a small area of the study area. This function will define the relative relationship 

between the user’s location and objects of the sewer network using a GPS signal. Therefore, 

this function does not work on HoloLens devices that do not have GPS receivers. Additionally, 

the accuracy of the objects detected using this function mainly depends on the accuracy of the 

GPS receiver on the android device. To activate this function, the user clicks on the symbol 

 on the main menu of the screen. The interface of this function is shown in 

Figure B.19. 
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Figure B.19. The interface of the “View Network (AR)” function 

The below steps describe how to use this function: 

➢ Step 1: Ensure that the location function on the android devices is enabled before 

activating this function. 

➢ Step 2: Click on the button  and/or button  to import 

manholes and/or pipes from the CSV file. The structures of the CSV file containing the 

manholes and pipes are shown in Figure A.2a and Figure A.2b, respectively. 

➢ Step 3: The symbol shows the different angles in degrees relative to the geographic 

North pole and the android device’s compass. It is recommended to wait for the 

geographical locations at the top-left corner of the screen to be shown up and this angle 

is approximately zero before clicking on the button  to put the sewer network on 

the screen. 

➢ Step 4: To turn display/hide the manhole layer or pipe layer on the screen, the user can 

check/uncheck the corresponding check boxes  or , respectively. 

➢ Step 5: To view the attributes of manholes or pipes, the user must import the CSV file 

that contains the attributes of manholes or pipes by clicking on the button  and 

checking on the check box  at the top-right corner of the screen. By 

moving the screen to the point at the center of the screen hit the objects, the attributes of 

corresponding objects will appear on the small panel at the left-hand side of the screen 

(Figure B.20). 
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Figure B.20. Viewing the object’s attributes in the “View Network (AR)” function 

B.1.3.8. Get Data from Server 

This function allows the user to access and visualize data from the provided server in real-

time. In general, accessing the server to get data requires authorization (for example, username 

and password), we only, therefore, illustrate how to access and get data from the “StaalCloud” 

server controlled by Ålesund city in this example. 

 

Figure B.21. The interface of the “Get Data from Server” function 

The below steps describe how to use this function: 

➢ Step 1: Ensure that the internet connection is connected to the android devices. Select the 
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symbol  from the main menu of the application (Figure B.21a). 

➢ Step 2: Select the combo box “Select Server” to connect to the server. If the application 

connects to the server successfully, the red text “Connection Status: Not connected” will 

change to the green text “Connection Status: Server is connected” (Figure B.21b). 

➢ Step 3: The combo box “Sensor’s Name” lists all sensors on the server. A comparison of 

the number of sensors on the server and the number of sensors obtained by this function 

is shown in Figure B.22. 

 

Figure B.22. Sensors on the server (a) and the result obtained by the “Get Data from Server” 

function (b) 

➢ Step 4a: To view data in real-time, the user selects the checkbox  at the bottom 

of the screen (Figure B.21b). This function allows the user to view the water level and 

water temperature received from sensors by changing the values of the combo box 

“Object”  in Figure B.21b. Additionally, this function allows the 

user to view these aforementioned values in 1 day, 2 days, 1 week, 2 weeks, and 1 month 

by changing the values of the combo box “Period”  in Figure B.21b. 

Figure B.23 illustrates an example of real-time data received from the server using the 
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“Get Data from Server” function. 

 

Figure B.23. Real-time data visualization obtained from the server 

➢ Step 4b: To visualize data in 3D, the user selects the checkbox  at 

the bottom of the screen. The water level and water temperature will be visualized 

simultaneously (Figure B.21c). 

B.2. HoloLens Application 

The “WaterNet” application used on the HoloLens device is distributed by a project that 

can be implemented via Unity. To download the Unity project, the user accesses the link 

provided in Table B.2. 

Table B.2. Downloaded link of the “WaterNet” application on the HoloLens device 

Name Download link 

WaterNet_HoloLens https://www.mediafire.com/file/lgqg6k2kxdi54bk/WaterNet_Holo

Lens.zip/file  

https://www.mediafire.com/file/lgqg6k2kxdi54bk/WaterNet_HoloLens.zip/file
https://www.mediafire.com/file/lgqg6k2kxdi54bk/WaterNet_HoloLens.zip/file
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The steps for implementing and running this application are presented as follows: 

➢ Step 1: Download and extract the file from the link that is provided in Table B.2. 

➢ Step 2: Download and install the Unity software (https://unity.com/download). The Unity 

version 2020.3.32f1 is recommended for the implementation of this application. 

➢ Step 3: Open Unity and import this project. Make sure that Unity software is optimized 

for HoloLens devices by selecting File/Build Setting… In the Platform section, select 

“Universal Windows Platform” and HoloLens is selected in the section Target Device 

(Figure B.24). 

 

Figure B.24. Unity configuration for HoloLens device 

If the “Universal Windows Platform” option is not installed, the user can install this 

package via Unity Hub (Figure B.25). 

https://unity.com/download
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Figure B.25. Installing the “Universal Windows Platform” package 

If the user sees the notice reminding to install “Universal Windows Platform Development” 

and “Desktop Development with C++” workloads as in Figure B.24, please open “Visual 

Studio Installer” from the Start menu and install them as in Figure B.26. 
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Figure B.26. Installing the “Universal Windows Platform Development” and “Desktop 

Development with C++” workloads 

After installing the packages and workloads successfully, the configuration window for 

HoloLens looks as in Figure B.27. Before compiling this application on a HoloLens device, 

the user must add the “Main” scene in the section “Scenes In Build” (Figure B.27) and activate 

the object “SceneDescriptionPanelRev” as in Figure B.28. 
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Figure B.27. Successful configuration for HoloLens device in Unity 

 

Figure B.28. The “WaterNet” project in Unity 
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➢ Step 4: Connect the PC with the HoloLens device. Select File/Build Setting…/Build and 

Run to compile the application on the HoloLens device. 

B.3. Video examples 

This section provides video examples of using the above functions. 

B.3.1. Video example of the “WaterNet on GoogleMap” application 

Video link: https://www.youtube.com/watch?v=3jfjDVP6Cag  

 

B.3.2. Video examples of the “WaterNet” Application on an Android device 

B.3.2.1. GPS Location 

Video link: https://www.youtube.com/watch?v=u_gcxmjHVmk  

https://www.youtube.com/watch?v=3jfjDVP6Cag
https://www.youtube.com/watch?v=u_gcxmjHVmk
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B.3.2.2. View Model 

Video link: https://www.youtube.com/watch?v=pBOkH39HMbw  

 

https://www.youtube.com/watch?v=pBOkH39HMbw
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B.3.2.3. Place Model 

Video link: https://www.youtube.com/watch?v=WpE02c0Lo5U   

 

B.3.2.4. View Network 

Video link: https://www.youtube.com/watch?v=sK93RZY0Lsg  

 

https://www.youtube.com/watch?v=WpE02c0Lo5U
https://www.youtube.com/watch?v=sK93RZY0Lsg
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B.3.2.5. View Network (AR) 

Video link: https://www.youtube.com/watch?v=aOKMS2HQd8A  

 

B.3.2.6. Get Data from Server 

Video link: https://www.youtube.com/watch?v=WZU25vCQ4FA  

 

https://www.youtube.com/watch?v=aOKMS2HQd8A
https://www.youtube.com/watch?v=WZU25vCQ4FA
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B.3.3. Video example of the “WaterNet” application on HoloLens 

Video link: https://www.youtube.com/watch?v=bjv-whMe4RA  

 

         

https://www.youtube.com/watch?v=bjv-whMe4RA
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