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Abstract. Human operators of Cyber-Physical Systems (CPSs) within Critical 

Infrastructure (CI) need to protect their systems from cyber-attacks. When CPSs 

are compromised the operators might be faced with the dilemma of letting the 

systems be compromised to maintain the operation of CPSs or to paralyze the 

CPSs to mitigate the attack. How human operators resolve this dilemma was in-

vestigated through a case study of the Sunburst attack within the electrical power 

and manufacturing CI in Norway. Four actors were interviewed regarding the 

dilemma, including three actors interviewed regarding their handling of the Sun-

burst case. The interviews with additional incident reports from one of the actors 

were analyzed inductively to identify how the human operators made decisions 

in this context. Ten themes were identified and synthesized into a logic model of 

the decision process. The logic model was then compared to existing theoretical 

models of Situation Awareness (SA) to assess if SA theory could explain the 

findings. This study concludes that existing SA models are compatible with the 

findings. Some parts of the logic model based on the findings provide unique 

contributions to the understanding of the decisions. One important finding is that 

the design of the systems related to CPSs must allow adequate mitigation alter-

natives. The study highlights several implications for practice and further re-

search. Although the findings may not be generalizable beyond the setting of the 

case, the study contributes to bridging the recognized research gap of empirical 

studies of the SA of human operators of CPSs. 

Keywords: Cyber-physical systems, Security, Situation Awareness, Sunburst 

attack. 

1 Introduction 

The rise of Information Technology (IT) during the last decades has been characterized 

by the virtualization, digital processing, and efficient transfer of information. This has 

made us associate technological development with systems of the logical domain. Tech-

nology before the rise of IT, was in contrast first and foremost associated with the 

mechanization of physical processes. The industrial revolution created technology for 

mass manufacturing, effective means of transport and enabled societies to rely on large 

scale systems of energy production and consumption. Looking back through history, 
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we can recognize that the industrial revolution introduced technology for the physical 

domain and the IT revolution introduced technology for the logical domain. We are 

now entering a time of two parallel disruptive developments that challenge both of these 

historical technological paradigms. One is the introduction of technology-based judge-

ment and subjecthood i.e., Artificial Intelligence (AI). The second development is the 

merging of technology for the physical domain with technology for the logical domain. 

This last technological amalgamation has been termed Cyber-Physical Systems (CPSs) 

[1]. 

CPSs are characterized by the interaction of cyber and physical components like 

sensors, processors, and actuators in order to adaptively control physical systems 

through logical processing, often with the ambition of creating autonomous systems 

[2]. CPS systems are found within several domains like automated driving, automated 

medical devices, and Critical Infrastructure (CI) like power plants, distribution of elec-

trical power and smart manufacturing [3]. CIs like power plants and industrial manu-

facturing are by definition important for society and must therefore be ensured to work 

as intended. In addition, they can pose serious threats to human safety and to the envi-

ronment if they malfunction [4].  

With the integration of Information Technology (IT) and Operational technology 

(OT) these infrastructures are increasingly becoming CPSs [5]. This poses a new and 

complex layer of risks [6]. Within IT the risks posed to the technology is often con-

nected to cyber security. When IT is integrated into OT, one invites the possibility of 

threats against reliable operation and safety as a consequence of cyber security breaches 

[7]. The research community has pointed out that existing guidelines for cyber security 

are not sufficient to meet these challenges [8]. Mitigation of cyber intrusion often in-

cludes the shutdown or at least logical isolation of IT assets. But when these assets also 

control critical physical processes like dams or smelters, the option of shutting them 

down entails something fundamentally different than unavailable IT services [7]. 

In the crux of this dilemma is the human operator weighing the options and making 

the crucial decisions. These decisions must often be made fast and without sufficient 

information [9]. Such situations challenge the operator’s awareness of the available in-

formation and the suitability of potential actions. When the cyber security suddenly 

fails and there has been a breach in the CPSs, a decision must be made. Should the 

systems be shut down preventing further compromise but leaving the physical pro-

cesses paralyzed? Or should one leave the system compromised and keep physical pro-

cesses operative? This study investigates this posed dilemma. 

Situation awareness (SA) has been a successful theoretical framework within human 

factors and decision making among human operators in several critical domains [10]. 

Situation awareness has also been researched within the field of cyber security [11]. 

Situation awareness is therefore well suited as a theoretical lens for understanding the 

combined challenge of human operators negotiating between cyber security and oper-

ation safety or reliability within CIs. Because little research regarding this challenge 

currently exists, this study will be conducted as a case-study investigating how these 

dilemmas are negotiated in the real world today, combined with an analysis regarding 

how SA can be used as an explanatory model. Based on these goals the following re-

search questions are posed in this study:  
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• Research Question 1 (RQ1): How do human operators of cyber-physical systems in 

critical infrastructure decide between continuing to use or stop using systems that 

might be compromised? 

• Research Question 2 (RQ2): How can these decision processes be explained by ex-

isting theory of cyber-situation awareness? 

The research questions are investigated through a case study of the Sunburst attack 

[12] within electrical power and manufacturing CI in Norway. Several actors involved 

in the decisions regarding continued use of potentially compromised systems within 

CPSs were interviewed. The collected data from the interviews was combined with the 

incident reports from one of the actors. This combined data was used to describe the 

case and how decisions regarding the dilemma were made. The results of this investi-

gation were then compared with existing SA models to analyze if SA is suited as an 

explanatory framework for the human decision making. This study thus contributes to 

a better understanding of the posed dilemma and how human operators resolve it. This 

improved understanding raises important practical implications for decision making in 

this context as well as important implications for further research. 

2 Related work and background 

In this section the concept of CPS is defined and presented in the context of CI. Related 

work regarding CPS security and safety is also presented. Then research works related 

to human factors of CPSs are highlighted. Lastly, in this section the theoretical founda-

tion of SA is presented and linked to the context of this case. 

2.1 CPSs 

The term CPS is attributed to Helen Gill in 2006 and has since been widely adopted. A 

CPS can be defined as: “a system that can effectively integrate cyber and physical com-

ponents using the modern sensor, computing and network technologies” [3]. CPSs are 

quite diverse and found in several domains [2] like industry 4.0 [5], medical CPS de-

vices [13], automated driving [14], and smart grids [15]. It is an important challenge to 

merge the different fields of knowledge and practice stemming from different parts of 

CPSs diverse technological ancestry [1]. One central issue of this discussion is the ne-

gotiation of different principal guidelines regarding security. Some studies highlight 

this negotiation by distinguishing between information security for the IT domain and 

control security for the OT domain [2]. Others point to differences in the security focus 

related to the CIA triad for OT (availability) and IT (confidentiality) [5]. Yet, others 

highlight the need for alignment between security (meaning the protection against ma-

licious actors) and safety (meaning protection against failure of physical systems) [16]. 

There is currently a need for research on how to make decisions for CPSs that in-

volve, at the same time, criteria from different fields of expertise. The common research 

approach is to deal with physical systems security and cyber security separately, and 

there are only a few studies that attempt to reconcile the two [7].  
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One approach to the security of CPSs within CI is the structured approach to design-

ing CPSs provided by the Purdue model [17]. The Purdue model consists of five zones 

and six levels of operations that segment the controls and networks within industrial 

control systems [18]. The Purdue model highlights the need to carefully plan and design 

the connection between IT services and industrial control systems. The Purdue model 

thus contributes to the reconciliation of IT and OT security with guidelines on how to 

design system architecture. The Purdue model is also referenced in several international 

standards [17]. 

In this case study the following perspective on CPS security of CI is used: The threats 

of compromise are posed to the CPS through the IT domain and adversaries can attack 

the systems using known mechanisms researched in the field of cyber security [2]. Such 

cyber threats can manifest throughout the architecture of CPSs from the physical layer 

to the application layer [3]. However, the cyberthreats in this context have an added 

dimension of potential negative consequences related to the physical operations that 

characterize CPSs. A cyber threat thus has the potential to make the physical operations 

malfunction, be unreliable or in a worst-case scenario pose a threat to human or envi-

ronmental safety [15]. The decisions regarding what potential actions might be most 

suitable in response to the threat are further complicated by the fact that the mitigations 

themselves also have potential negative consequences. 

Common mitigation strategies in cyber security are isolation or shutdown of IT-

assets [19]. Within the context of CPSs in CI such mitigations can themselves pose 

threats against reliable operation or safety. This is at the heart of the posed dilemma 

and the topic of this study is thus one example of how CPSs pose new challenges re-

garding the prioritization of different security principles. In existing standards and 

guidelines such dilemmas between principles are mentioned, but there are only general 

guidelines on how to handle the processes of decision. One example is how NIST 

acknowledges the posed dilemma followed by a recommendation of risk assessment as 

the method to decide: “For example, one possible response option is to physically iso-

late the system under attack. However, this may have a negative impact on the OT and 

may not be possible without impacting operational performance or safety. A focused 

risk assessment should be used to determine the response action.” [19]. 

2.2 Human operators in CPSs 

In this study it is assumed that human operators are the actors that make such decisions. 

Based on the descriptions of CPSs in the research literature, this is not a given. The 

definitions of CPSs are agnostic regarding the need for human operators. This issue is 

heatedly debated in many academic circles. Techno-optimists are excited by the utopian 

possibilities of completely autonomous systems, whereas alarmists proclaim the immi-

nent end of our civilization if we give up our human control of CPSs to AI [20]. Within 

the research literature the discussion of the necessity of human operators is often de-

scribed as keeping the human-in-the-loop [21]. When the human is in-the-loop of CPSs 

it entails another layer of complexity regarding how the human interacts with the sys-

tem, and it introduces the risk of human errors [22]. The field of human factors research 

has analyzed these dynamics and identified solutions for improving human 
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performance within such systems [23].  However, when reviewing the existing human 

factors research literature regarding the posed dilemma, there are only a few studies 

that brush the topic [9, 24, 25]. 

2.3 Situation Awareness 

Regarding the human factors of operating critical physical systems, SA is a highly rec-

ognized theoretical framework. SA has investigated human performance of operators 

in several critical sectors like nuclear power plant control, aviation, military operations, 

and surgical practices [26]. The most recognized definition of SA within human factors 

is the following by Endsley: “The perception of the elements in the environment, the 

comprehension of their meaning, and the projection of their status in the near future” 

[27]. 

 

Fig. 1. Endsley's three level SA model [27] 

The theoretical model of SA presented in Fig. 1 is based on cognitive psychology. 

At its core it understands the human operator’s SA as three levels of cognition. The 

three levels are perception, comprehension, and projection. Human operators perceive 

elements of the situation which is cognitively processed to gain comprehension. Then 

the human operators project the situation cognitively into the future to gain awareness. 

The resulting awareness is used to assess the suitability of different actions. The process 

continues with operators making decisions and performing actions. These actions affect 

the environment and provide feedback loops for the operator through perception of the 
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environment. The SA process is influenced by external factors related to the task or 

system as well as individual factors related to the human operator him/herself [28].  

SA has also been used as a theoretical framework within the field of cyber security 

and is then often termed cyber-SA [29]. There is nevertheless a lack of empirical re-

search regarding cyber-SA [11]. The existing research has dominantly been based on 

Endsley’s theory, and this model is thus the de-facto explanatory model within cyber-

SA [9]. 

This study aims to investigate if the existing SA theory might provide a good ex-

planatory framework for how human operators can make well informed decisions re-

garding the posed dilemma of CPS security in CI.  The use of SA as a theoretical lens 

for examining these questions is suggested in existing literature [9, 24]. 

2.4 The Sunburst attack 

In late 2020 it became known that the Texas-based SolarWinds network monitoring 

and management system had been compromised. The attack on SolarWinds dubbed 

Sunburst exploited a vulnerability in the update system of the module called Orion. 

Malicious code embedded in official Orion updates created a backdoor into the system 

used worldwide by public and private organizations [30]. The backdoor was used for 

data extraction and in some cases for inserting additional malware into affected sys-

tems. The attack seemed aimed at exfiltrating confidential and sensitive data aided by 

spyware inserted through the backdoor [31]. The Sunburst attack affected at least 18. 

000 organizations worldwide, but the exploitation of the backdoor seems to be aimed 

at US entities. The attack compromised systems within governmental bodies like the 

Department of Defense, the Department of Commerce, and the Department of Energy, 

including the National Nuclear Security Administration [30]. When the news of the 

vulnerability was made public it soon became known that the backdoor had already 

been present within official update versions of Orion for several months [32]. 

In December 2020 organizations all over the world got notifications from Solar-

Winds regarding the vulnerability of Orion. Organizations operating CPSs within CI 

were suddenly confronted with the possibility of having compromised systems within 

their operation. Research done in a digital infrastructure preparedness organization in 

Norway found that the Sunburst attack exposed a lack of predefined responsibilities in 

such situations [33]. Existing research literature on the Sunburst attack mostly focuses 

on the compromised high-profile US governmental bodies, and that Microsoft had some 

of its source code exfiltrated [30]. Yet, this attack case also provides a specific case of 

the dilemma presented in this paper. 

3 Method 

The defined research questions were examined through a case study following an es-

tablished methodology [34]. The process of defining the case involved specifying the 

relevant criteria for the case. The case had to meet the following criteria: (a) The case 

had to include compromised IT systems in a setting of CPSs within CI; (b) The case 
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had to include human operators faced with the dilemma presented in the research ques-

tions; (c) The human operators had to be in a setting where it would be reasonable to 

compare with the existing SA theory; (d) The case had to be of such a nature that access 

to data and participants was possible. Based on these criteria a preliminary interview 

and an in-depth interview of decision making in such cases were conducted with re-

spondents within Norwegian CI. The preliminary interview included the posing of the 

criteria and the research questions and asking if the respondent knew of such a case. 

The in-depth interview asked about decision making processes in cases following the 

defined criteria. Based on these two interviews the Sunburst attack was chosen as the 

case for further investigation. An overview of the attack is presented in section 2.4. This 

case was chosen because it involved the acknowledged dilemma of continued use of a 

potentially compromised system for monitoring networks throughout several CIs. 

The case study is conducted as a single-case explanatory design, following recom-

mended guidelines [34]. The case was investigated through three in-depth interviews 

with respondents from three different organizations. Three of the interviews examined 

this through the Sunburst case. The interviews were conducted as semi-structured in-

terviews in Norwegian following an interview guide developed based on the research 

questions and the defined case. In addition, the incident reports from respondent 1 (see 

Table 1) related to the case were reviewed as part of the case database. A description 

of all participating actors as well as respondents is presented in Table 1. The actors and 

respondents are anonymized to preserve confidentiality. 

Table 1. Respondents and provided data. 

Respondent 

number 

Actor description Description of respondent Provided data 

1a Security Operations Center 

(SOC) providing services to 

customers in Critical Infra-

structure 

 

SOC Director, over 10 years 

of relevant experience 

Preliminary interview for 

identifying case, incident 

reports on Sunburst case 

1b Part of the SOC incident re-

sponse team, over 10 years 

of relevant experience 

1 in-depth case interview on 

decision making in the Sun-

burst case 

2 Large actor within Norwe-

gian critical infrastructure 

(manufacturing) 

Security executive, over 10 

years of relevant experience 

1 in-depth interview on re-

lated decision making 

3 National security agency 

within Norwegian critical 

infrastructure 

Part of the national incident 

response team. Over 10 

years of relevant experience 

1 in-depth case interview on 

decision making in the Sun-

burst case 

4 Large scale actor within 

Norwegian critical infra-

structure (power sector) 

Security executive, over 10 

years of relevant experience. 

1 in-depth case interview on 

decision making in the Sun-

burst case 

The data analysis for this case study followed a four-step process adhering to rec-

ommended guidelines [34]: (a) The data was gathered and organized into a database for 

the cas, this included the transcription of interviews; (b) dissembling the data by coding 

and categorizing it into meaningful units; (c) reassembling the data, by creating a case 
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description and an inductive explanation of the decision making process of the case; (d) 

interpreting the data, by comparing and contrasting the findings with the existing theo-

retical framework of the SA model presented in Fig. 1. The analysis process also used 

guidelines for the thematic analysis method when coding the meaningful units and ag-

gregating them to themes [35]. In addition, the synthesized results from the inductive 

analysis of the data (a-c) were presented as a logical model of decision making [34]. 

The presented findings from the inductive analysis alongside the logic model, answered 

RQ1. The results from the inductive analysis were then used to investigate RQ2 accord-

ing to guideline (d) analyzing whether existing SA models could explain the findings.  

All respondents participated based on informed consent. As part of the ethical con-

siderations the respondents were asked to approve the information presented about 

them and their organizations in the paper, to ensure that no sensitive information was 

disclosed. The quotes included in the paper were translated from Norwegian to English. 

The respondents were given the opportunity to revise the formulation of their own 

quotes. The quotes where reformulated through written correspondence with the re-

spective respondents when they found the translated quotes misrepresented their in-

tended meaning. 

4 Findings 

Based on the criteria for the case and the preliminary interviews the case of Sunburst 

within Norwegian CI was chosen. This case is presented from the perspective of the 

different actors in the following subsection. Then a thematic description of the decision-

making processes will be given. The themes are then synthesized in a logical model of 

how the human operators decide on actions in response to compromised CPSs. The 

findings and the logical model are then compared with existing SA models. 

4.1 The Sunburst case from the actors’ perspective 

The SOC (Respondents 1) was responsible for SolarWinds systems in several custom-

ers. The SOC registered an advisory bulletin regarding a vulnerability in SolarWinds 

Orion after regular office hours on December 13, 2020. In the early morning before 

office hours of December 14, the SOC receives a mail from SolarWinds warning about 

the Sunburst attack. The SOC does not immediately recognize the severity of the attack, 

but this is gradually understood during the morning of December 14, while the SOC 

also communicates with the national security agency establishing a common under-

standing of the attack. Customers within CI using SolarWinds are notified throughout 

the morning by the SOC, by forwarding the mail from SolarWinds. In the afternoon of 

December 14, the SOC escalates the incident and activates its response team and pro-

cedures to the fullest extent. There were publicly available descriptions of how to verify 

if a system was compromised. SOC operators used these descriptions to verify if cus-

tomers were compromised; meanwhile SOC specialists verified the available descrip-

tion of the malware. Throughout the following days the SOC conducted intense incident 

response activity involving security measures like isolation, patching and 
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communication with stakeholders. This was done as a prioritized effort based on the 

criticality of compromised systems. On December 22 the SOC concludes its incident 

response and only follows up with customers regarding patching and incident evalua-

tions. 

The national security agency (Respondent 3) was made aware of the attack approx-

imately at the same time as Respondent 1. Their first response was to verify the reality 

of the attack. This was done throughout December 14 in close communication with 

Respondent 1, among others. Warnings to CI owners within the power sector were is-

sued, both in written form and in online briefings. The warnings and briefings were 

done iteratively and contained increasing levels of details regarding how to identify 

whether systems were compromised and how to mitigate. When patches from Solar-

Winds were released, Respondent 3 also distributed advisory statements regarding 

patching all relevant systems. In many aspects the role of Respondent 3 throughout the 

attack was to provide all stakeholders within the Norwegian power sector with verified 

and updated information during the attack. They also served as a contact point between 

other stakeholders.  

The owner of CI within the electrical power sector (Respondent 4) received notice 

of the attack on the morning of December 14. They quickly confirmed that their Orion 

systems were affected. Based on log files they recognized that they were affected before 

the message from Respondent 3 arrived. The incident response routines were activated 

throughout the organization. The affected systems were located so that critical CPSs 

could be reached through them. The organization quickly segmented their networks in 

an effort to neutralize the attack. This was based on the information that was publicly 

available. After some time, it was decided to shut the compromised systems off within 

the most critical parts of their infrastructure. This was done after forensic material from 

the systems was secured. The unavailable systems resulted in reduced ability to monitor 

networks within these defined parts of their infrastructure, causing lowered ability to 

proactively operate their networks. When patches were made available, the organiza-

tion decided to not patch existing systems within the most critical parts of the infra-

structure, but to completely replace the affected systems. 

Respondent 2 was not interviewed regarding the Sunburst case. The in-depth inter-

view with Respondent 2 was aimed at decision making processes in related situations. 

4.2 Themes identified in the analysis 

The following is a presentation of all the themes that were identified through the anal-

ysis of the interview transcripts and the incident report. The themes are presented with 

a general description exemplified by respondent quotes. 

Understanding asset topology and functions. Several of the respondents describe 

how important it is that the topology and functions of the CPSs and connected systems 

are documented and well understood: “You need to understand your own infrastruc-

ture. You need to comprehend what you have internally, and you need to take respon-

sibility for it.” Respondent 3. The understanding of the functionality and topology of 
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the assets is a prerequisite for assessing and performing mitigations: “When we have 

insight into how the network is set up, how the infrastructure is, it’s easier for us to 

evaluate quickly. For many of the customers this was the case. For some of the other 

customers we only knew that they had the system, but we didn’t know much about their 

network. In those cases, it was essentially our responsibility just to inform and give 

general guidance to them because we had no insight into their environment.” Respond-

ent 1b. We see how the SOC consider their ability to respond to attacks to be dependent 

on their level of insight into customers systems. 

System design. The theme of system design of CPSs was a common theme throughout 

the interviews. All the respondents highlighted that in order to respond adequately to 

threats and attacks the architecture of the CPSs had to be designed in a manner that 

enabled mitigation alternatives. When asked what design principles they used, the re-

spondents pointed to the Purdue model: “Are you familiar with the Purdue model? It 

involves organizing your architecture into distinct levels. You segment the system into 

smaller closed zones. If any issues have propagated within that closed system and ha-

ven’t extended beyond it, you’ve effectively minimized the extent of potential damage.” 

Respondent 1b. It was further highlighted that this approach to system design was de-

manding to implement in large scale existing infrastructure and that the process is de-

pendent upon the understanding of asset topology and functions: “It demands a great 

deal of transformation technically to do it. I think it’s wise to have an overall plan with 

annual goals. You need an overview of all your assets based on quality documentation. 

It is possible, but it demands a lot to get it done.” Respondent 3. 

Knowledge and skills. The respondents point to the need for a wide range of 

knowledge and skills to respond to attacks aimed at CPSs in CI. They highlight that the 

adequate response often involves a high degree of insight into the physical processes 

that are controlled, alongside expertise knowledge regarding the threat or attack at hand. 

These need to be combined to gain an understanding of the potential impact of the at-

tack: “We had a rather good mix of personnel. Some with security expertise, others 

with networking knowledge, customer insights, and SolarWinds knowledge. In our 

emergency response team, we had a diverse blend of individuals who understood the 

different technology involved in the entire system. This allowed us to engage in mean-

ingful dialogues where experts from their respective fields could assess how the attack 

would impact things from their viewpoint.” Respondent 1b. The knowledge and skills 

available during an incident like the Sunburst attack will also influence how the re-

sponse is organized regarding roles and responsibilities. 

Roles and responsibilities. The respondents highlighted the need for predefined and 

clear roles and responsibilities during incidents like Sunburst. The roles that need to be 

defined include roles connected to IT security, continued operation of industrial sys-

tems and people with defined roles regarding business impact: “It is clear the im-

portance of having both operational representatives and business stakeholders present 

in such discussions or meetings. After all, they are the ones who shoulder the risk.” 
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Respondent 4. Several of the respondents also point out the importance of having one 

responsible leader for incident response with the ability and authority to make difficult 

decisions and maintain control over the other roles: “If you don’t have the authoritarian 

figure who takes responsibility, delegates, and maintains some control, it’s easy for 

things to veer off track. Then some people end up working in parallel and have over-

lapping roles.” Respondent 1b. The respondents did not base the roles on any pre-de-

fined standards; on the other hand, they highlighted that the roles were developed and 

optimized through training and exercises. 

Training and exercises. All respondents pointed to training and exercises as an essen-

tial preparation for mitigating attacks and handling security incidents. They also trained 

specifically for CPS-related scenarios: “This is part of what we do, it’s quite significant. 

The sites have their contingency plans or continuity plans. Naturally, we practice sce-

narios where we have to deactivate parts of the control system. This may be based on 

physical scenarios like floods or fires. And many of the sites naturally have plans to 

staff up, to compensate for the lack of system support.” Respondent 2. Another aspect 

of the training and exercises is that these are used to train on effective communication 

during an incident: “When they have exercises, they practice on organizing the re-

sponse and the chain of command. Because it’s crucial in situations like emergencies 

so you don’t spend a lot of time figuring out who should take responsibility or whom to 

contact. Knowing this is essential.” Respondent 1b. The respondents also talk about the 

importance of training for realistic incidents to be mentally prepared when incidents do 

occur. 

Shared understanding. When asked about what determines the effectiveness of inci-

dent response in CPSs the respondents highlight the importance of gaining a shared 

understanding of the situation. As described, the combination of different expertise and 

roles demands coordination. This coordination is successful when decisions are based 

on the best available information from several perspectives: “If someone provides in-

formation that connects with other information, suddenly you see the bigger picture. It 

is important that people in a response team share information regardless if they think 

it is important or not. Information might prove important when received by someone 

with a different expertise or combined with information from others. We all sat together 

and worked in that way.” Respondent 1b. The sharing of different understandings was 

especially important when assessing the potential impact of incidents. 

Assessing impact. The first thing to assess during an attack is the nature of the attack 

and the potential impact it will have in the infrastructure that is attacked. The respond-

ents explain that the quality of the information regarding an attack is key regarding 

effective mitigation. In the case of the Sunburst attack there was quite detailed infor-

mation available when the attack was made known: “When the news was released, it 

came with a full report on the vulnerability and how you could exploit it. It was a secu-

rity company that had discovered the vulnerability, so you got a very comprehensive 

write-up. That way, you knew if the system was vulnerable and what indicators to look 
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for.” Respondent 1b. In other attacks such information is not available and this adds to 

the complexity of responding.  

Assessing mitigation alternatives. The respondents explained how the assessment of 

different possible mitigations was at the center of the response decisions. These assess-

ments were reliant upon information gathered through the processes described in pre-

viously presented themes. The assessment consists of identifying the potential mitiga-

tions and then assess them regarding their effectiveness and what the mitigations will 

cost in terms of loss of functionality: “One knows that if you take the system offline or 

make any changes to it, it creates significant challenges in terms of operations. From 

a security perspective, one might not fully understand this or have an overview of the 

consequences it will have. So, that is perhaps the difficult part here as well. From the 

security side, this threat is viewed as highly dangerous. However, the operations side 

may not perceive it that way.” Respondent 4. The respondents also highlight that these 

assessments can cause prolonged response times because of uncertainty: “The biggest 

challenge lies in explaining the situation and reaching a decision. Trying to take some 

action based on a concrete picture, so you’re not just standing there waiting. Waiting, 

analyzing, and discussing. That’s the real challenge—to maintain progress in handling 

it.” Respondent 4. The respondents conclude that decisive action is necessary to avoid 

this issue. 

Decisive action. The respondents explain that one will never have met one’s need for 

information before decisions must be made regarding mitigating attacks against CIs. 

This according to the respondents must be met with decisive actions from a leader with 

authority: “What is important, is that you have someone—a leader—who takes clear 

charge and has both the authority and the courage to cut through. They must genuinely 

drive decision-making and accept that decisions made can be wrong. Because you can 

always gather more information, and not be able to move forward—that is maybe the 

worst thing you can do.” Respondent 4. The respondents also made very clear that in 

cases of compromised CPSs in critical infrastructure the decisions are first and foremost 

aimed at the safe operation of infrastructure; IT security is a secondary priority: “The 

ones making the major decisions directly impacting the plant operation must be based 

locally, because you need to fully understand what the consequences are. It is particu-

larly important for the safety of personnel. You cannot have anyone manipulating the 

systems unless those that are responsible for safe operations are fully aware of the 

ramifications.” Respondent 2. This also highlights the importance of communication 

between stakeholders during incidents. 

Communication with stakeholders. One important aspect throughout the case is the 

communication between different stakeholders. All respondents communicated with 

stakeholders throughout the Sunburst attack. The different actors had different roles 

regarding such communication. The SOC focused on communicating the updated in-

formation to their customers: “We had very good and close dialogue with the custom-

ers. For some we provided information about indicators they could look for themselves. 
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Others we assisted in looking for the indicators. The level of assistance was based on 

a prioritization of criticality. Still, we maintained a close dialogue with all the custom-

ers throughout the incident.”  Respondent 1b. The national security agency had a dif-

ferent role: they gave briefings for the whole power industry regarding the situation 

with verified information: “Our first priority is to uncover, what is actually true re-

garding the attack? Does this match? We were in early contact with the local support 

for the software. We tried to coordinate information from briefing to briefing. We an-

swered questions like: when is the next opportunity for updated information, when is 

the briefing; What do we do in the meantime? And we tried to get in contact with the 

supplier, which is not always easy because they’re in a tough spot.” Respondent 3. 

4.3 Logic model of decision making 

The identified themes from the interviews represent issues that the respondents find 

relevant and important regarding how to make decisions between continuing to use or 

stop using potentially compromised systems in CIs. To better explain the process of 

making such decisions, the themes are synthesized into a logical model. The model has 

two major parts; the first is the preparations that are done before an attack (left side) 

and the second is the response to the attack (right side). The preparations are split in 

two types, namely the technical aspects (top) and the human aspects (bottom). Within 

each of the aspect types the respective preparations correspond to the identified themes. 

The different parts of the preparations within each type are dependent upon each other 

in a step-by-step fashion shown by arrows. The two types of preparations affect each 

other. Likewise, the response to an incident is split into the two stages of shared under-

standing (top) and making and communicating decisions (bottom). The two stages con-

sist of respective parts of the response process that corresponds to the identified themes. 

The stage of shared understanding (top, right) also corresponds to an identified theme. 

The dependence between parts of each stage is also shown by arrows. The stages are 

shown to potentially repeat cyclically by the arrows going both ways between them. 

The model also shows with arrows (from left to right) how different parts of the re-

sponse process are dependent upon different parts of the preparations. 
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Fig. 2. Logic model of decision-making in CPSs 

The model shows how decisions are made regarding to use or not to use systems 

that might be compromised. The decisions are based upon a shared understanding of 

the attack, its impact, and an assessment of the available mitigation alternatives. This 

shared understanding is dependent upon the technical understanding of asset topology 

and function, as well as on a system design that allows for adequate mitigation alterna-

tives. The human operators use their combined knowledge to gain a shared understand-

ing during an incident, and this process demands training and exercise to carry out ef-

fectively in collaboration. To implement the decisions, the operators need to take deci-

sive action and communicate it effectively. The decisiveness is dependent on well-de-

fined roles and responsibilities honed through training and exercises. The actions need 

to be communicated to stakeholders and this communication also provides information 

regarding the often-needed iteration of a shared understanding. 

5 Discussion 

The model presented in Fig. 2 presents the findings from the inductive analysis of the 

case material. When we compare this to Endsley’s model of SA [27] in Fig. 1, we see 

some clear similarities. The identified stage of shared understanding consists of three 

parts: understanding the attack, assessing impact, and assessing mitigation alternatives. 

If we compare this to the SA model, we can recognize that the understanding is 

achieved in levels in both models. The three parts of shared understanding in Fig. 2 do 

not completely match the SA model. One could argue that both understanding the attack 

and assessing impact are mostly related to comprehension (level 2) in the SA model. 

Assessing mitigation alternatives is highly related to projection (level 3) in the SA 

model. Level 3 in the SA model may also be overlapping with parts of assessing impact 

in the Logical model. The stage of making and communicating decisions in Fig. 2 over-

laps to a large degree with decision and performance of action in the SA model. The 

similarity is especially clear if we consider the communication with stakeholders as 

overlapping with the feedback loop of the SA model.  

When we consider the preparations, we see a strong similarity with the factors shown 

to influence the SA in Endsley’s model. The technical aspects of the preparations highly 

overlap with the task/system factors in the SA model. The human aspects in Fig. 2 

overlaps with the individual factors of the SA model. We can see that knowledge and 

skills and training and exercises in Fig. 2 are highly similar to abilities, experience, and 

training in Fig. 1. One could further argue that roles and responsibilities in Fig. 2 over-

laps with goals and objectives and preconceptions in Fig. 1. In total the models are 

highly similar; this strengthens the argument that existing SA theory can explain the 

decision-making processes related to the dilemma posed in this study.  

There are nevertheless some differences that are important to highlight. In the Ends-

ley’s SA model there is a clear individual perspective. The model explains how indi-

vidual operators gain and use SA. The logic model presented in this study does not have 

an individual perspective, but rather an organizational perspective on decision making. 
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This can to some extent explain the lack of themes connected to the cognitive processes 

like information processing mechanisms in the individual factors of the SA model. In 

addition, level 1 of the SA model is only partially overlapping with the logic model. 

The last point can arguably be explained by how participants were asked about their 

decisions in the Sunburst case. This might have reduced the respondents’ focus on the 

monitoring of elements in the situation prior to the recognition of the attack.  

One possible alternative explanation from existing SA theory that might resolve 

these discrepancies are SA models for groups [36]. One candidate is the Team SA 

model synthesized by Salmon et. al., [37]. This model for example includes com-

mon/shared picture as part of the SA process. Still, the Team SA model is presented at 

a higher abstraction level, so it only indicates many of the details present in the logic 

model of Fig. 2. Another alternative explanation is the Distributed SA model [38]. This 

model allows for a stronger connection between the technical aspects and shared un-

derstanding in Fig. 2. On the other hand, the Distributed SA model is less specific than 

Endsley’s model regarding the process of decision making and action. Within the re-

search literature investigating cyber-SA, Endsley’s model is almost exclusively refer-

enced regardless of the level of analysis i.e., even group and system level cyber-SA 

research use the individual model of Endsley as explanatory model [9]. There is thus a 

gap regarding theoretical SA models that are developed for explaining the type of de-

cision-making processes investigated in this study. This leaves Endsley’s model as the 

most fitting existing theoretical explanatory model. 

The logic model in Fig. 2 is presenting specific dependencies between preparations 

and incident response regarding the posed dilemma that Endsley’s model is too general 

to encompass. This is a unique contribution regarding understanding of how these di-

lemmas are resolved by the process of decision making. This case study shows how 

specific knowledge and skills are needed to understand attacks against CPSs and to 

assess their potential impacts. The knowledge and skills needed for these tasks are sel-

dom found in individual operators alone. This is because the knowledge of IT-based 

attacks and the functionality of CPSs are two distinct expertise areas. Actors within CI 

should therefore organize and train on the collaboration between experts from these 

different fields of expertise.  

Additionally, the importance of system design is something not captured by existing 

SA models. The respondents clearly stated that the mitigation alternatives one has dur-

ing an attack on CPSs are totally dependent upon the design of one’s systems. If the 

systems are designed in a way that allows for fast and secure segmentation in accord-

ance with the guidelines of the Purdue model [17], the response has a far greater array 

of potential mitigation alternatives. The segregation or segmentation of networks are 

often far less invasive than shutdowns or manual control options. This is one of the 

most important focus areas for the respondents, because existing CI that are gradually 

converted to CPSs are often not adhering to these design principles. This leaves human 

operators with few mitigation alternatives that they know will be effective. The di-

lemma is in these cases very realistic where the decision is between letting the system 

be compromised or paralyzing the system through shutdowns or manual operation. 

When the CPSs are designed properly one can with confidence isolate parts of the sys-

tems and let other parts operate largely unaffected. 
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It is important to recognize that though the findings in this study provide unique 

contributions, these are only based on a quite restrictive case of operators of CPSs in 

CI. The study only investigated the case of the Sunburst attack. Had other attacks or 

cases been investigated, other findings might have resulted. Further the relative low 

number of respondents makes the findings less generalizable. This is made even more 

relevant given that the respondents all came from Norwegian CI actors, which is a spe-

cific context that may have affected the findings [39]. Despite these limitations the 

study presents empirically-based findings within a recognized research gap [40]. There 

are few studies examining incident response from the human operators’ side, and even 

fewer studying the human SA in this setting [11]. This study provides clear recommen-

dations for practice including the need for specific preparations regarding attacks 

against CPSs in CI as well as a more tailored presentation of the decision process itself 

in comparison with existing SA theory. This study also implicates the need for further 

research regarding SA in such settings. A complete Goal-directed Task analysis of SA 

could complement and validate the findings of this study and provide a more general-

izable model of decision making within this setting too [41]. 

6 Conclusion 

This case study investigated the dilemma of human operators of CPSs in CI regarding 

continuing to use or stop using compromised systems to maintain CPS operations. This 

was investigated through a case study of the Sunburst attack [12] in Norwegian CI 

within the electrical power and the manufacturing sectors. An inductive analysis of in-

terviews with four different actors and the incident reports from one of them answered 

the first research question (RQ1): How do human operators of cyber-physical systems 

in critical infrastructure decide between continuing to use or stop using systems that 

might be compromised? The inductive analysis identified ten distinct themes that ex-

plained how such decisions were made in the considered case. The findings were syn-

thesized and presented in Fig. 2 as a logical model of the decision process. A deductive 

comparison of the logical model with existing theoretical SA models answered the sec-

ond research question (RQ2): How can these decision processes be explained by exist-

ing theory of cyber-SA? The analysis compared Endsley’s individual SA model [27] 

with the logical model and found many similarities and some discrepancies. Other ex-

isting models of SA were discussed as alternative explanations, but none of them ex-

plained the logical model better than Endsley’s model. 

The findings provide a unique contribution that explains the decision-making pro-

cess of human operators of CPSs. The study thus contributes to bridging a recognized 

research gap regarding human operators of CPSs within CI. Although the explanations 

provided in this case study have limited generalizability, they provide clear indications 

for further research as well as implications for practice. The study shows how prepara-

tions of technical and human aspects directly affect the operators’ ability to respond 

adequately to attacks against the CPSs. One important example is that the design of the 

systems provides the operator with mitigation alternatives. If the technical systems are 

designed in the right way, the operator may well be able to paralyze only a minor part 
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of the CI to mitigate compromised systems. The possibility to adapt mitigation against 

attacks on CPSs seems like the most promising way forward. Then the potential harm 

of necessary mitigations against attacks will be minimized. This would arguably be 

even more important if we hand the control of CPSs in large scale infrastructure of 

critical importance over to AI in the future. 
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