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Abstract 

Prediction or estimation of the delay of a train is essential to analyze customer behavior. In case of longer delays, there is a high 
probability that the customer will abort their travel or change the mode/time of travel. The delay propagation from previous stations 
to the next station creates a chain of these types of customer reactions. Thus, using delays at the previous station to predict the next 
station's delay is a good approach to align with customer behavior. The present research attempts to predict the delays at a station 
using the delays at previous stations. The previous delays at stations are generated by creating lags in the original delays and 
creating them as one of the prediction features. The present research uses the delay data acquired from Bane NOR from 1 January 
2021 to 28 February 2023. This data contains the scheduled and actual departure and arrival times of different trains between Oslo 
and Trondheim (up and down the line) in the specified period. The machine learning models based on neural networks were used 
on the data in the present research. Different prediction algorithms, i.e., recurrent neural network (RNN), gated recurrent unit 
(GRU), and long short-term memory (LSTM), were used. The prediction results are compared to look at the insights of the train 
delays in the given period. In conclusion, this study highlights how extreme feature engineering can negatively affect the output of 
a model.  
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1. Introduction 

It is well understood from the literature that the data quality is an upper constraint on a machine learning model’s 
performance [1]. Poor data quality can significantly decrease the effectiveness of the related data applications [2]. 
Ensuring good data quality is, therefore, essential. Data can be characterized as physical entities that can be stored, 
retrieved, elaborated upon, and sent through a network [3]. Goverde and Hansen [4] declared that it is possible to 
analyze delay propagation and conflicts using detailed information on event times associated with train services from 
data records of the Dutch train describer TNV-system (Telecommunication Network Voltage). Conte and Schobel [5] 
demonstrated how data-based approaches might be used to conduct an organized analysis of dependencies between 
delays. The study aimed to learn about the relationships between delays to identify their root and describe how they 
spread throughout the system. The research by Olsson and Haugland [6] addresses and discusses the primary causes 
of railway delays and the resulting comparison findings. They highlight crucial factors to consider in advance of 
improving railway punctuality based on empirical findings from Norwegian research. 

According to the literature, managing boarding and alighting passengers is a critical success element for punctuality 
on local and regional trains in congested locations. However, as stated by Sorensen et al. [7], getting actual data on 
train ridership is challenging. Their study investigated how mobile phone data can be used as a different source of 
information to analyze the number of travelers on trains and their travel patterns. Data-driven methods for train delay 
prediction are single-step forecasts that utilize simulation or historical system data to assess the robustness of a 
complex system, often producing deterministic predictions [8]. Adjetey-Bahun et al. [9] suggests a simulation-based 
model that measures passenger delay and passenger load as resilience indicators, allowing us to assess how resilient 
the studied system is relative to a perturbation by considering crisis management procedures. 

Xu et al. [10] showed their method’s effectiveness by examining the link between inherent traits and system 
resilience using historical data. Using data mining and machine learning techniques, they developed an advanced 
business analytical system to proactively predict potential disruptions and assist the operational team in improving 
organizational resilience. Nair et al. [11] paper developed a large-scale, data-driven ensemble forecasting system to 
generate forecasts using a two-stage random forest model to increase the prediction accuracy of train recovery times. 
The ensemble, tested on the Deutsche Bahn, performed overall better than constituent models, giving high-fidelity 
forecasts. To estimate conflict-free running times and dwell times, Kecman and Goverde [12] presents several data-
driven approaches and discovered that decision trees and linear regression models were outperformed by random 
forests, providing the most precise running time predictions. Neural Network models, such as convolutional neural 
networks (CNN) and artificial neural networks (ANN), are among the most widely used data-driven models. Recurrent 
neural networks proposed as a solution to forecasting problems by Connor et al. [13] offered more accurate time-series 
prediction abilities than traditional neural networks. As with other neural network techniques, it was claimed that the 
input configuration is essential to successful prediction performance when using recurrent neural network designs. 
Another pioneering study, in 1996, was by Martinelli and Teng [14] who developed a neural network model to 
optimize solutions for the train formation problem. The study shows how the neural network model effectively 
identified the limitations of the conventional model and its objective functions. Yaghini et al. [15] presented an 
artificial neural network model to predict train delay of passenger trains. 

Various architecture strategies and input approaches were tested, and decision trees and multinomial logistic 
regression models were used to evaluate the quality. The findings demonstrate that the delay prediction model has 
high accuracy and requires little training, making it a valuable tool for railway operators. Oneto et al. [16] developed 
a neural network train delay prediction model for extensive rail networks. The model employs machine learning and 
statistical techniques to use big data analytic methodologies and data processing technologies through its framework. 
Li et al. [17] considers the arrival routes of predicted trains and route conflicts with forward trains at multi-line stations 
when developing a train arrival delay prediction model. While Wen et al. [18] used a Long Short-Term Memory 
(LSTM) train delay prediction model to examine the correlation between different railway system features and train 
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the studied system is relative to a perturbation by considering crisis management procedures. 
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business analytical system to proactively predict potential disruptions and assist the operational team in improving 
organizational resilience. Nair et al. [11] paper developed a large-scale, data-driven ensemble forecasting system to 
generate forecasts using a two-stage random forest model to increase the prediction accuracy of train recovery times. 
The ensemble, tested on the Deutsche Bahn, performed overall better than constituent models, giving high-fidelity 
forecasts. To estimate conflict-free running times and dwell times, Kecman and Goverde [12] presents several data-
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arrival delays. The model outperformed the random forest model and the artificial neural network model in comparison 
to accuracy tests of prediction accuracy. 

A similar type of assignment has been undertaken in the present research. The present study aims to use available 
data and convert actual delays as learning features to analyze their effect on the robustness of the prediction model. 
This research is a part of an EU-funded project “FuTuRe”. The flagship project FP6 – FutuRe ((GA 101101962) [19] 
under Europe’s Rail Joint Undertaking) aims at providing new innovative technical requirements, methods, solutions, 
developments and services based on the latest leading-edge technologies to make regional rail cost-efficient while 
meeting safety standards and improving the reliability, availability and capacity of the railway system. The work 
presented here is related to the FutuRe project area Regional Rail Customer Services, focusing on customer service 
and aiming to develop highly accurate multimodal passenger information on-board and/or at stations for passenger 
and freight management. 

2. Methodology 

The data was acquired from Bane NOR for the actual arrival and scheduled arrival of different trains running on 
the Oslo (OSL)-Trondheim(TND) line. This data contained the records from 1 January 2021 to 28 February 2023. 
The stations covered in this study for the prediction modeling of train delay are Oslo S, Lillestrøm, Gardermoen, 
Hamar, Brumunddal, Moelv, Lillehammer, Ringebu, Vinstra, Kvam, Otta, Dovre, Dombås, Hjerkinn, Kongsvoll, 
Oppdal, Berkåk, Støren, Heimdal, Trondheim S. These stations are in order when a train travels from Oslo S station 
to Trondheim S station. However, the data includes trains running in both directions. 

The Bane NOR delay estimate model uses an event-driven methodology. The model is created upon a system of 
linear equations, with an iterative process and multi-step forecasts, to predict train delays. The estimates are generated 
based on either GPS information from the train every 10 seconds, information from sensor trigger points, or manual 
information registration by the train dispatcher or the train driver. The following stations are automatically updated 
when an estimate at one station is updated, including the run time between stations and dwell time at stations. The 
data also included negative delays. These are the early departure times at non-boarding stations or technical halts. 

The machine learning models based on neural networks were used on the data in the present research to suggest 
improvements in the Bane NOR model. Different prediction algorithms, i.e., recurrent neural network (RNN), gated 
recurrent unit (GRU), and long short-term memory (LSTM), were used. The prediction results are compared to look 
at the insights of the train delays in the given period. Departure delays at a station are predicted based on departure 
delays from the five previous stations. These propagated delays are called lags in the prediction model. 

3. Analysis and results 

The details of prediction models created using RNN, GRU, and LSTM are summarized as losses against epochs in 
Figure 1. The figure shows that LSTM is the best method as the losses converge faster. However, the magnitude of 
losses is the smallest in the RNN. 

 

 

Figure 1. Prediction loss with the progression of training 
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The Pearson correlation coefficient (R2) matrix acquired in the present study is shown in Table 1. R2 value nearer 
to 1 represents a better fit and vice versa. It can be seen that unnecessarily adding features to the prediction model 
leads to lower prediction accuracy. This is evident from the decreasing R2 values by adding lags (previous delays). 
However, the results in the present study are shown for the most conservative approach (five lags). 

Table 1. Summary of performance metrics for LSTM models 

Lags RNN LSTM GRU 

0 0.8057 0.8107 0.8100 

2 0.7559 0.7791 0.7839 

5 0.7617 0.7870 0.7854 

 
The performance matrices in the form of mean absolute error (MAE, in minutes) and root mean square error 

(RMSE, in minutes) of the present study are shown against the studied literature in Table 2. 

Table 2. Overview of literature using MAE and RMSE to evaluate the performance of their proposed model 

Source Model Type MAE (min) RMSE (min) 

 Data-driven all operational trains - 5.52 

Data-driven all urban services - 8.43 

Data-driven all long-distance trains - 13.08 

 RandomForest operational train > 3min 1.708 2.863 

RandomForest operational train <= 3min 0.687 1.681 

ANN operational train > 3min 1.857 3.051 

ANN operational train <=3min 0.788 3.051 

XGBoost operational train > 3min 1.724 - 

XGBoost operational train <= 3min 0.723 - 

 RandomForest operational train 0.82 1.18 

CNN operational train 0.98 1.47 

LSTM operational train 0.66 0.78 

 RandomForest high-speed railway network 1.513 2.4 

RandomForest high-speed railway network, 
route-related variables 

1.223 2.196 

DELM high-speed railway network 2.389 3.842 

DELM high-speed railway network, 
route-related variables 

1.591 2.82 

 RNN one long-distance train 0.7632 1.0182 

LSTM one long-distance train 0.7277 0.9626 

GRU one long-distance train 0.7294 0.9663 

 
The predicted delays from the recurrent neural network (RNN), gated recurrent unit (GRU), and long short-term 

memory (LSTM) are compared with the original (Bane NOR) delays in Figure 2. Due to the scale of plotting, the plot 
is a bit gibberish. However, the limits of the delays can be easily seen, which shows that the predicted values are in a 
smaller range than the actual delays. 
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Data-driven all long-distance trains - 13.08 

 RandomForest operational train > 3min 1.708 2.863 

RandomForest operational train <= 3min 0.687 1.681 

ANN operational train > 3min 1.857 3.051 

ANN operational train <=3min 0.788 3.051 

XGBoost operational train > 3min 1.724 - 

XGBoost operational train <= 3min 0.723 - 

 RandomForest operational train 0.82 1.18 

CNN operational train 0.98 1.47 

LSTM operational train 0.66 0.78 

 RandomForest high-speed railway network 1.513 2.4 

RandomForest high-speed railway network, 
route-related variables 

1.223 2.196 

DELM high-speed railway network 2.389 3.842 

DELM high-speed railway network, 
route-related variables 

1.591 2.82 

 RNN one long-distance train 0.7632 1.0182 

LSTM one long-distance train 0.7277 0.9626 

GRU one long-distance train 0.7294 0.9663 

 
The predicted delays from the recurrent neural network (RNN), gated recurrent unit (GRU), and long short-term 

memory (LSTM) are compared with the original (Bane NOR) delays in Figure 2. Due to the scale of plotting, the plot 
is a bit gibberish. However, the limits of the delays can be easily seen, which shows that the predicted values are in a 
smaller range than the actual delays. 
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Conclusions 

The major conclusion that can be drawn from the study and the literature studied in the present study are: 
• A heavy feature engineering can sometimes harm the prediction model's viability. This generally leads to 

longer prediction time as well. 
• The delay patterns align with customer behavior, as evident in the literature. However, the predicted values 

have a smaller range than the actual delay values. 
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