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Abstract

We show that the Cauchy problem for the Camassa–Holm equation has a unique, global, weak, and dis-
sipative solution for any initial data u0 ∈ H 1(R), such that u0,x is bounded from above almost everywhere. 
In particular, we establish a one-to-one correspondence between the properties specific to the dissipative 
solutions and a solution operator associating to each initial data exactly one solution.
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1. Introduction

The Camassa–Holm (CH) equation, which reads

ut − utxx + 3uux − 2uxuxx − uuxxx = 0, (1.1)
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was first studied in the context of water waves in [5,6]. Since then numerous works have been 
devoted to the study of the CH equation due to its rich mathematical structure and many inter-
esting properties. For example, it has a bi-Hamiltonian structure [12], is formally integrable [9], 
and has infinitely many conserved quantities [21].

One property of solutions to the CH equation has attracted particular attention: wave breaking. 
That is, even for smooth initial data, classical solutions might only exist locally, since ux(t, x)

might become unbounded from below pointwise within finite time. In addition, energy con-
centrates on sets of measure zero. This combination yields that weak solutions in H 1(R) exist 
globally, but might not be unique. If the latter is the case, there exist infinitely many ways of 
prolonging the weak solution beyond wave breaking by considering pairs (u, μ), where u is the 
wave profile, while μ denotes the positive Radon measure describing the energy distribution and 
satisfying dμac = (u2 + u2

x)dx. The two most prominent solution concepts are the conservative 
solutions [3,19,11], which preserve the energy μ(t, R) and the dissipative solutions [4,18,14], 
which lose all the energy which concentrates on sets of measure zero and is described by μsing, 
the singular part of μ. An interpolation between these two is given by the α-dissipative solutions 
with α ∈ [0, 1], where an α part of the concentrated energy is dissipated upon wave breaking 
[15]. In addition, there exist also solutions, which are not covered by the concept of α-dissipative 
solutions like the stumpons, which are traveling wave solutions, but not conservative, see [13].

In this article we focus on studying the uniqueness of weak dissipative solutions to the CH 
equation. The existence of these solutions has been shown, see e.g., [4,18,15], by rewriting the 
CH equation as a system of ordinary differential equations via a generalized method of charac-
teristics. The underlying idea is the following. Applying the inverse Helmholtz operator to (1.1), 
the CH equation rewrites as

ut + uux = −px, (1.2)

where

p(t, x) = 1

4

∫
R

e−|x−y|(2u2 + u2
x)(t, y)dy

and u(t, ·) belongs to H 1(R). Under the assumption that u is a smooth solution in H 1(R), the 
time evolution of (u2 + u2

x)(t, x) is given by

(u2 + u2
x)t + (u(u2 + u2

x))x = (u3 − 2pu)x, (1.3)

and the solution to (1.2) and (1.3) can be computed by the classical method of characteristics and 
is unique. Here, the characteristic y(t, ξ) satisfies the ordinary differential equation

yt (t, ξ) = u(t, y(t, ξ)). (1.4)

In the case of weak solutions to the CH equation, due to wave breaking, u(t, ·) can only be 
expected to be Hölder continuous and hence the above differential equation might not have a 
unique solution. Furthermore, (u2 + u2

x)(t, x) turns into a positive, finite Radon measure dμ, 
with dμac = (u2 + u2

x)dx as wave breaking occurs. In the case of conservative solutions, cf. 
[3,19], this measure would satisfy the transport equation
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μt + (uμ)x = (u3 − 2pu)x,

while in the dissipative case one has

μt + (uμ)x ≤ (u3 − 2pu)x.

However, the latter inequality does not specify how much energy is dissipated upon wave break-
ing and in fact there is no (partial) differential equation known, which μ satisfies. Thus to specify 
how much energy is exactly dissipated upon wave breaking, the equation is reformulated via a 
generalized method of characteristics in Lagrangian coordinates, where it is possible to define 
the dissipative as well as the α-dissipative solution concept for any α ∈ [0, 1], see [15].

For the dissipative solutions, the key idea behind the underlying change of variables is to 
consider triplets (u, μ, ν) = (u, (u2 + u2

x), ν) instead of pairs (u, μ) = (u, (u2 + u2
x)dx), where 

u satisfies (1.2) and ν satisfies the transport equation

νt + (uν)x = (u3 − 2pu)x, (1.5)

together with dνac = (u2 + u2
x)dx. Here, ν(0), the measure at time t = 0, can be any positive, 

finite Radon measure such that dνac(0) = (u2
0 + u2

0,x)dx and hence is not unique. Nevertheless, 
the choice of ν has no influence on the resulting pair (u, μ), cf. Lemma 4.2 and for any t one has 
dνac(t) = (u2 + u2

x)(t)dx. Furthermore, the system of equations (1.2) and (1.5) can be studied 
using a generalized method of characteristics from [15], which we sketch next.

To any triplet (u, μ, ν) we can associate a quadruple of Lagrangian coordinates (y, U, V, H), 
where y(t, ξ) denotes the characteristics, U(t, ξ) = u(t, y(t, ξ)) the solution along the charac-
teristics, Vξ (t, ξ) the energy of the particle ξ at time t and H(t, ξ) is related to ν. Introducing 
in addition, P(t, ξ) = p(t, y(t, ξ)) and Q(t, ξ) = px(t, y(t, ξ)), the time evolution of the La-
grangian variables is then governed by the following system of differential equations

yt (t, ξ) = U(t, ξ), (1.6)

Ut(t, ξ) = −Q(t, ξ), (1.7)

Ht(t, ξ) = (U3 − 2PU)(t, ξ), (1.8)

V (t, ξ) =
ξ∫

−∞
(1 − 1{ξ |τ(ξ)≤t}(η))Hξ (t, η)dη, (1.9)

where

τ(ξ) =
{

0, yξ (0, ξ) = 0,

sup{t ∈R+ | yξ (t
′, ξ) > 0 for all 0 ≤ t ′ < t}, otherwise,

which is uniquely solvable.
The loss of the energy is encoded in the variable Vξ(t, ξ). Indeed, along a characteristic la-

beled with ξ , wave breaking occurs at time τ(ξ), i.e., when yξ (t, ξ) becomes zero. When this 
happens the energy of the particle ξ , given by Vξ(t, ξ), drops to zero and remains zero thereafter. 
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Thus at wave breaking the maximal amount of energy is dissipated, which is why one also char-
acterizes the dissipative solutions as those solutions which dissipate energy at the fastest possible 
rate.

To prove the uniqueness of dissipative solutions the starting points is to identify properties 
and constraints, which are solely satisfied by this class of solutions. Beside of u being a weak 
solution, the two most prominent properties are

• u satisfies a one-sided Lipschitz condition,
• ‖u(t, ·)‖H 1(R) is non-increasing.

In [18, Proposition 6.7] it has been proven that for almost every x and all t ≥ 0

ux(t, x) ≤ 2

t
+ √

2‖u0‖H 1(R) . (1.10)

As a consequence the differential equation (1.4) can be solved uniquely backwards in time. As-
suming that the backwards characteristics satisfy y(T , ξ) = ξ for ξ ∈ R, it cannot be expected 
that

{(t, y(t, ξ)) | (t, ξ) ∈ [0, T ] ×R}

covers all of [0, T ] × R, see e.g. [1, Chapter 4]. This phenomenon is closely related to the loss 
of energy. In particular, following characteristics backward in time has been used in [1] to prove 
the uniqueness of weak solutions to transport equations like (1.5), where u satisfies a one-sided 
Lipschitz condition. A result which also motivates why combining (1.2) and (1.5) and introduc-
ing equivalence classes with respect to ν is favorable. On the other hand, inspired by [10], the 
authors in [20] showed by following dissipative solutions backward along characteristics that 
they coincide with the solutions constructed in [4] and hence they must be unique. The argument 
is solely based on u and (1.2) and does not involve measures ν at all, which complicates the 
proof.

In this work, we again prove the uniqueness of dissipative solutions to the CH equation, but 
our argumentation is not based on following solutions backward along characteristics. Instead, 
we use, inspired by [2,17], a carefully selected change of variables, which forces us to introduce 
equivalence classes with respect to ν, together with a more exhaustive list of constraints, which 
relies on a good understanding of the dissipative solutions constructed in [15], see Section 2. 
While this seems to complicate the proof of the uniqueness of dissipative solutions at first glance, 
the opposite is the case. Since the dissipation is very well encoded in the measure differential 
equation for ν, (1.5), we can immediately define a change of variables, which allows to deduce 
that each dissipative solution must satisfy (1.6), which is uniquely solvable, see Theorem 3.1 in 
Section 3. Thereafter, in Section 4, it is shown that the wave profile u is independent of ν, see 
Lemma 4.2, and hence unique.

Finally, we want to point out that this approach, with slight modifications, can also be used to 
prove the uniqueness of dissipative solutions to the Hunter–Saxton (HS) equation. Another very 
elegant proof for the HS equation, which inspired [20], can be found in [10].
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2. Characterizing dissipative solutions

In this section, we introduce the concept of weak dissipative solutions u for the Camassa–
Holm equation. To be more precise, we will characterize dissipative solutions u with the help of 
equivalence classes for pairs (u, ν). Thereafter, we will show that such pairs (u, ν) exist.

The following set serves as a basis for introducing equivalence classes.

Definition 2.1 (Eulerian coordinates). The space D consists of all pairs (u, ν) such that

• u ∈ H 1
u (R),

• ν ∈M+(R),
• dνac = (u2 + u2

x)dx,

where M+(R) denotes the set of positive, finite Radon measures on R and

H 1
u (R) = {f ∈ H 1(R) | there exists D ∈ R such that f ′(x) ≤ D for a.e. x ∈ R}.

The measure ν is a dummy measure. By this we mean that it contains no additional information 
about the solution u. Therefore the choice of ν should have no influence on the solution u, but 
gives rise to equivalence classes.

Definition 2.2 (Equivalence relation). We say that two elements (u1, ν1) and (u2, ν2) in D belong 
to the same equivalence class if u1 = u2.

As a consequence also the definition of weak dissipative solutions u has to take these equiv-
alence classes into account. We therefore introduce first all constraints, which are necessary and 
sufficient to guarantee the existence of pairs (u, ν), which are weak dissipative solutions to the 
Camassa–Holm equation in the following sense.

Definition 2.3. We say that (u, ν) is a global weak dissipative solution of the Camassa–Holm 
equation with initial data (u(0), ν(0)) ∈D, if

(i) For each fixed t ≥ 0 we have (u(t), ν(t)) ∈ D.
(ii) For any 0 ≤ T1 < T2, the function u : [T1, T2] ×R →R is Hölder continuous with Hölder 

exponent one-half and the map t 
→ u(t, ·) is Lipschitz continuous from [T1, T2] into 
L2(R).

(iii) There exists a constant D > 0 such that for each t ≥ 0

ux(t, x) ≤ D for almost every x ∈R. (2.1)

(iv) The function F(t, x) :R+ ×R → R, given by

F(t, x) =
x∫

−∞
(u2 + u2

x)(t, y)dy, (2.2)

satisfies
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F(s, y) → F(t, x) for all (s, y) → (t, x) such that s ≥ t. (2.3)

(v) The function p(t, x) :R+ ×R → R, given by

p(t, x) = 1

4

∫
R

e−|x−y|(2u2 + u2
x)(t, y)dy, (2.4)

satisfies

p(s, y) → p(t, x) for all (s, y) → (t, x) such that s ≥ t (2.5)

and

px(s, y) → px(t, x) for all (s, y) → (t, x) such that s ≥ t. (2.6)

(vi) For any 0 ≤ T1 < T2, the function p(t, σ(t)), where σ : [T1, T2] → R is Lipschitz contin-
uous with Lipschitz constant L̂, is a function of bounded variation on [T1, T2] and

T .V .(p(t, σ (t))) ≤ B(L̂),

where B(L̂) denotes a constant which is only dependent on L̂.
(vii) For any 0 ≤ T1 < T2, the function u satisfies for any φ ∈ C∞

c ([T1, T2] ×R)

T2∫
T1

∫
R

(
uφt + 1

2
u2φx − pxφ

)
(t, x)dxdt =

∫
R

uφ(T2, x)dx −
∫
R

uφ(T1, x)dx. (2.7)

(viii) For any 0 ≤ T1 < T2, the pair (u, ν) satisfies for any φ ∈ C∞
c ([T1, T2] ×R)

T2∫
T1

∫
R

(φt + uφx)(t, x)dν(t)dt −
T2∫

T1

∫
R

(u3 − 2pu)φx(t, x)dxdt

=
∫
R

φ(T2, x)dν(T2) −
∫
R

φ(T1, x)dν(T1).

(2.8)

(ix) The family of Radon measures {ν(t) | t ∈ R+} depends continuously on time w.r.t. the 
topology of weak convergence of measures.

Note that {ν(t) | t ∈R+} provides a measure valued solution w to the linear transport equation

wt + (uw)x = (u3 − 2pu)x.

Since u(t, ·) and hence also p(t, ·) belong to H 1(R) for all t ≥ 0, one has ν(t, R) = ν(0, R) for 
all t ≥ 0. Furthermore,
479



K. Grunert Journal of Differential Equations 412 (2024) 474–528
‖u(t, ·)‖2∞ ≤
∫
R

(u2 + u2
x)(t, x)dx ≤ ν(t,R) = ν(0,R) (2.9)

and

‖px(t, ·)‖∞ ≤ ‖p(t, ·)‖∞ ≤ ν(t,R) = ν(0,R). (2.10)

In [15], weak dissipative solutions (u, ν) have been constructed. A closer look at the construc-
tion therein reveals that the following theorem holds.

Theorem 2.4. For any initial data (u(0), ν(0)) ∈ D, the Camassa–Holm equation has a global 
weak dissipative solution (u, ν) in the sense of Definition 2.3.

In other words, all the properties stated in Definition 2.3 are satisfied by the dissipative solu-
tions constructed in [15]. However, some of them are better hidden than others. This is especially 
true for Definition 2.3 (iii)–(vi), which we will show at the end of this Section.

Finally, we can define weak dissipative solutions u to the Camassa–Holm equation by using 
the equivalence relation from Definition 2.2.

Definition 2.5. We say that u is a weak dissipative solution of the Camassa–Holm equation with 
initial data u(0) ∈ H 1

u (R) if

(i) u(t, ·) ∈ H 1
u (R) for all t ≥ 0.

(ii) For any (u1(0), ν1(0)) and (u2(0), ν2(0)) in D, such that

u1(0) = u(0) = u2(0),

the corresponding weak solutions (u1, ν1) and (u2, ν2) satisfy

u1(t) = u(t) = u2(t) for all t ≥ 0.

With the definition of a weak dissipative solution u in place, we can turn our attention to 
showing that the dissipative solutions (u, ν) constructed in [15] satisfy Definition 2.3 (iii)–(vi).

We start by outlining the construction of weak dissipative solutions from [15], which is based 
on a generalized method of characteristics and hence involves a change of variables from Eulerian 
coordinates (u, (u2 + u2

x)dx, ν) to Lagrangian coordinates (y, U, V, H).

Definition 2.6 (Lagrangian coordinates). The set F consists of all tuples (y, U, V, H) such that

(i) U ∈ L2(R),
(ii) (y − Id, U, V, H) ∈ [W 1,∞(R)]4,

(iii) (yξ − 1, Uξ , Vξ , Hξ) ∈ [L2(R)]4,
(iv) lim

ξ→−∞V (ξ) = 0 = lim
ξ→−∞H(ξ),

(v) yξ ≥ 0, Hξ ≥ Vξ ≥ 0 a.e.,
(vi) there exists c > 0 such that yξ + Hξ ≥ c > 0 a.e.,

(vii) U2y2 + U2 = yξVξ a.e.,
ξ ξ
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(viii) yξ (ξ) = 0 implies Vξ (ξ) = 0 a.e..

Note that there cannot be a one-to-one correspondence between Eulerian and Lagrangian coor-
dinates, since we have triplets (u, (u2 +u2

x)dx, ν) which are related to quadruplets (y, U, V, H). 
Instead, each element in Eulerian coordinates corresponds to a whole equivalence class of el-
ements in Lagrangian coordinates. These equivalence classes can be identified using so-called 
relabeling functions.

Definition 2.7 (Relabeling functions). We denote by G the group of homeomorphisms f from R
to R such that

f − Id and f −1 − Id both belong to W 1,∞(R),

fξ − 1 belongs to L2(R),

where Id denotes the identity function.

Whether or not a function is a relabeling function can be checked using the following lemma, 
which is taken from [19].

Lemma 2.8 (Identifying relabeling functions). If f is absolutely continuous, f − Id ∈ W 1,∞(R), 
fξ − 1 ∈ L2(R), and there exists c ≥ 1 such that 1

c
≤ fξ ≤ c almost everywhere, then f ∈ G.

Let X1 = (y1, U1, V1, H1) and X2 = (y2, U2, V2, H2) in F . Then X1 and X2 belong to the 
same equivalence class if there exists a relabeling function f ∈ G such that

X1 ◦ f = (y1 ◦ f,U1 ◦ f,V1 ◦ f,H1 ◦ f ) = (y2,U2,V2,H2) = X2.

Furthermore, let

F0 = {(y,U,V,H) ∈ F | y + H = Id}.

Then F0 contains exactly one representative of each equivalence class in F . Moreover, one has 
that if X = (y, U, V, H) ∈ F0 and f ∈ G, then

y ◦ f + H ◦ f = f.

This implies that for each X = (y, U, V, H) ∈ F , one has y + H ∈ G.
In [15], one rewrites the Camassa–Holm equation in Lagrangian coordinates as the following 

semilinear system of differential equations with discontinuous right hand side,

yt (t, ξ) = U(t, ξ), (2.11a)

Ut(t, ξ) = −Q(t, ξ), (2.11b)

Ht(t, ξ) = (U3 − 2PU)(t, ξ), (2.11c)
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V (t, ξ) =
ξ∫

−∞
(1 − 1{ξ |τ(ξ)≤t}(η))Hξ (t, η)dη, (2.11d)

where

τ(ξ) =
{

0, yξ (0, ξ) = 0,

sup{t ∈ R+ | yξ (t
′, ξ) > 0 for all 0 ≤ t ′ < t}, otherwise,

(2.12)

P(t, ξ) = 1

4

∫
R

e−|y(t,ξ)−y(t,η)|(U2yξ + Vξ )(t, η)dη, (2.13)

and

Q(t, ξ) = −1

4

∫
R

sign(ξ − η)e−|y(t,ξ)−y(t,η)|(U2yξ + Vξ )(t, η)dη, (2.14)

respectively.
The function τ(ξ) in the above system associates to each ξ the time at which wave breaking 

occurs along the characteristic y(t, ξ). The function Vξ(t, ξ), on the other hand, corresponds to 
the energy of the particle ξ at time t , which by definition vanishes from the system at time τ(ξ), 
as the differentiated version of (2.11) reveals, i.e.,

yξ,t (t, ξ) = Uξ(t, ξ), (2.15a)

Uξ,t (t, ξ) = 1

2
(Vξ + (U2 − 2P)yξ )(t, ξ), (2.15b)

Hξ,t (t, ξ) = ((3U2 − 2P)Uξ − 2QUyξ )(t, ξ), (2.15c)

Vξ (t, ξ) = (1 − 1{ξ |τ(ξ)≤t}(ξ))Hξ (t, ξ). (2.15d)

That the system (2.11)–(2.15) is uniquely solvable in F has been shown, in [15], by consider-
ing the corresponding system of integral equations. Important properties of the solutions, which 
play a key role for the remainder of this section, are the Lagrangian formulations of (2.9) and 
(2.10), i.e.,

lim
ξ→∞H(t, ξ) = lim

ξ→∞H(0, ξ) = H∞, (2.16)

and there exists a constant C > 0, only dependent on H∞, such that

‖U(t, ·)‖∞ ,‖Q(t, ·)‖∞ ,‖P(t, ·)‖∞ ≤ C for all t ≥ 0. (2.17)

Finally it remains to introduce the mappings between Eulerian and Lagrangian coordinates.
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Definition 2.9. Let the mapping L :D → F0 be defined by L((u, ν)) = (y, U, V, H), where

y(ξ) = sup{x | x + ν((−∞, x)) < ξ},
H(ξ) = ξ − y(ξ),

U(ξ) = u(y(ξ)),

V (ξ) =
y(ξ)∫

−∞
(u2 + u2

x)(z)dz =
ξ∫

−∞
1{ξ |yξ (ξ)�=0}Hξ(η)dη.

Definition 2.10. Let the mapping M : F →D be defined by M((y, U, V, H)) = (u, ν), where

u(x) = U(ξ) for any ξ such that x = y(ξ),

(u2 + u2
x)dx = y#(Vξdξ),

ν = y#(Hξdξ).

Now we are ready to show that the weak dissipative solutions constructed in [15] satisfy 
Definition 2.3 (iii)–(vi).

2.1. ux satisfies Definition 2.3 (iii)

For t ≥ 0 define

B(t) = {ξ ∈R | yξ (t, ξ),Uξ (t, ξ) are differentiable and yξ (t, ξ) > 0}.
Then y(t, B(t)) has full measure and for almost every x ∈ R there exists ξ such that y(t, ξ) =
x, yξ (t, ξ) > 0 and Uξ(t, ξ) = ux(t, y(t, ξ))yξ (t, ξ). Furthermore, a closer look at the system 
(2.15) reveals that yξ (t̃ , ξ) = 0 for some (t̃ , ξ), implies yξ (t, ξ) = Uξ(t, ξ) = Vξ (t, ξ) = 0 and 
Hξ(t, ξ) = Hξ(t̃, ξ) for all t ≥ t̃ . That means, if ξ ∈ B(0), then the function

α(t, ξ) = ux(t, y(t, ξ)) = Uξ(t, ξ)

yξ (t, ξ)

is well-defined for all t such that 0 ≤ t < τ(ξ). In addition, α satisfies the differential equation

αt + 1

2
α2 = (U2 − P), (2.18)

where the right hand side can be uniformly bounded by a constant C > 0, cf. (2.17). Thus

αt ≤ −1

4
α2 + C = (

√
C − 1

2
|α|)(√C + 1

2
|α|),

where the right hand side is negative for |α| > 2
√

C and therefore any solution to (2.18), must 
satisfy

α(t) ≤ max(α(0),2
√

C).
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2.2. F satisfies Definition 2.3 (iv)

By definition F(t, x) satisfies

F(t, y(t, ξ)) = V (t, ξ) =
ξ∫

−∞
Vξ (t, η)dη (2.19)

and by (2.15)

lim
s↓t

Vξ (s, ξ) = Vξ (t, ξ) for a.e. ξ ∈R. (2.20)

Furthermore, it can be established, using Definition 2.6 and (2.15), that there exists a function 
g ∈ L1(R) such that for every l ∈ [t, s]

0 ≤ Vξ (l, ξ) ≤ Hξ(l, ξ) ≤ g(ξ) for almost every ξ ∈R.

Thus the dominated convergence theorem yields

F(s, y(s, ξ)) → F(t, y(t, ξ)) for all s → t such that s ≥ t.

Since F(t, ·) is absolutely continuous for every t and y(t, ξ) is continuous with respect to 
both space and time, (2.3) follows.

2.3. p and px satisfy Definition 2.3 (v)

Comparing (2.4), (2.13), and (2.14), we observe that

p(t, y(t, ξ)) = P(t, ξ) and px(t, y(t, ξ)) = Q(t, ξ), (2.21)

which implies, since y(t, ξ), yξ (t, ξ), and U(t, ξ) are continuous with respect to time and (2.20)
holds, that

p(s, y(s, ξ)) → p(t, y(t, ξ)) and px(s, y(s, ξ)) → px(t, y(t, ξ)) (2.22)

for all s → t such that s ≥ t .
Furthermore, y(t, ξ) is continuous with respect to time and space and hence (2.5) and (2.6)

will be satisfied, if we can show that for each t ≥ 0 the functions p(t, ·) and px(t, ·) are continu-
ous.

The function p(t, ·), given by (2.4), belongs to H 1(R) and hence is continuous. As far as 
px(t, ·) is concerned, observe that u(t, ·) ∈ H 1(R) and (2.3) imply that the function

F̂ (t, x) =
x∫

(2u2 + u2
x)(t, y)dy =

x∫
u2(t, y)dy + F(t, x)
−∞ −∞
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is uniformly bounded and continuous with respect to x for each fixed t ≥ 0. Thus rewriting 
px(t, x) as

px(t, x) = −1

2

x∫
−∞

ey−x(2u2 + u2
x)(t, y)dy + p(t, x)

= −1

2
F̂ (t, x) + 1

2

x∫
−∞

ey−xF̂ (t, y)dy + p(t, x)

finishes the proof of (2.6).

2.4. p satisfies Definition 2.3 (vi)

Given a Lipschitz continuous curve σ : [T1, T2] → R with Lipschitz constant L̂, we must 
show that

T .V .(p(t, σ (t))) := sup
∑

i

|p(ti, σ (ti)) − p(ti−1, σ (ti−1))|,

where the supremum is taken over all finite partitions {ti} of [T1, T2] such that ti < ti+1, is finite.
Let {ti} be a finite partition of [T1, T2]. Then to every i there exists a ξi ∈ R, not necessarily 

unique, such that (ti, σ(ti)) = (ti , y(ti , ξi)) and using the triangle inequality, we have

∑
i

|p(ti, σ (ti)) − p(ti−1, σ (ti−1))| ≤
∑

i

|p(ti , y(ti , ξi)) − p(ti−1, y(ti−1, ξi))|

+
∑

i

|p(ti−1, y(ti−1, ξi)) − p(ti−1, y(ti , ξi))|

+
∑

i

|p(ti−1, σ (ti)) − p(ti−1, σ (ti−1))|

= S1 + S2 + S3.

When deriving next an upper bound for each of the sums S1, S2, and S3, which is independent 
of the partition {ti}, (2.11), (2.15), and (2.17) will play a major role. In addition, we will from 
now on denote by C positive constants, which are independent of t and which might change from 
line to line.

Estimate for S1: We split p(t, y(t, ξ)) as follows

p(t, y(t, ξ)) = 1

4

∫
R

e−|y(t,ξ)−y(t,η)|U2yξ (t, η)dη + 1

4

∫
R

e−|y(t,ξ)−y(t,η)|Vξ (t, η)dη

= P1(t, ξ) + P2(t, ξ).
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To estimate P1, observe that for s ≥ t , by (2.11a) and (2.17),

|y(s, ξ) − y(t, ξ)| ≤
s∫

t

|U(l, ξ)|dl ≤ C|s − t |. (2.23)

Furthermore, Definition 2.6 (vii) combined with (2.15) implies that

(yξ + Hξ)t (t, ξ) ≤ C(yξ + Hξ)(t, ξ),

and, applying Definition 2.6 once more, we have for all s ≥ t

|Uξ(s, ξ)| ≤ (yξ + Vξ )(s, ξ) ≤ (yξ + Hξ)(s, ξ) ≤ eC(s−t)(yξ + Hξ)(t, ξ). (2.24)

Thus, using (2.17) and (2.24),

|U2yξ (s, ξ) − U2yξ (t, ξ)| ≤
s∫

t

| − 2QUyξ + U2Uξ |(l, ξ)dl

≤ C

s∫
t

(yξ + Hξ)(l, ξ)dl

≤ CeC(s−t)(yξ + Hξ)(t, ξ)|s − t |.

Recalling (2.23), we therefore end up with

|P1(s, ξ) − P1(t, ξ)| ≤ 1

4

∫
R

|e−|y(s,ξ)−y(s,η)| − e−|y(t,ξ)−y(t,η)||U2yξ (s, η)dη

+ 1

4

∫
R

e−|y(t,ξ)−y(t,η)||U2yξ (s, η) − U2yξ (t, η)|dη

≤ C

∫
R

U2yξ (s, η)dη|s − t |

+ CeC(T2−T1)

∫
R

e−|y(t,ξ)−y(t,η)|(yξ + Hξ)(t, η)dη|s − t |

≤ CH∞|s − t | + CeC(T2−T1) (1 + H∞) |s − t |
≤ CeC(T2−T1)|s − t |. (2.25)

Here we also used Definition 2.6 (vii) and (2.16).
For P2, the following inequality, which holds for any s ≥ t , plays a key role

|Vξ (t, ξ) − Vξ (s, ξ)| ≤ |Hξ(t, ξ) − Hξ(s, ξ)| + (yξ + Hξ)(s, ξ)1{ξ |t<τ(ξ)≤s}(ξ).
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Combined with (2.15c), (2.17), (2.23), and (2.24), the last inequality implies that

|P2(s, ξ) − P2(t, ξ)| ≤ 1

4

∫
R

|e−|y(s,ξ)−y(s,η)| − e−|y(t,ξ)−y(t,η)||Hξ(s, η)dη

+ 1

4

∫
R

e−|y(t,ξ)−y(t,η)||Hξ(s, η) − Hξ(t, η)|dη

+ 1

4

∫
R

e−|y(t,ξ)−y(t,η)|(yξ + Hξ)(s, η)1{ξ |t<τ(ξ)≤s}(η)dη

≤ C

∫
R

Hξ(s, η)dη|s − t |

+ CeC(s−t)

∫
R

e−|y(t,ξ)−y(t,η)|(yξ + Hξ)(t, η)dη|s − t |

+ eC(t−T1)

∫
R

e−|y(T1,ξ)−y(T1,η)|(yξ + Hξ)(s, η)

× 1{ξ |t<τ(ξ)≤s}(η)dη

≤ CeC(T2−T1)|s − t |

+ eC(T2−T1)

∫
R

e−|y(T1,ξ)−y(T1,η)|(yξ + Hξ)(T1, η)

× 1{ξ |t<τ(ξ)≤s}(η)dη.

Recalling (2.25), we end up with the following upper bound for S1

S1 =
∑

i

|p(ti, y(ti , ξi)) − p(ti−1, y(ti−1, ξi))|

≤
∑

i

|P1(ti , ξi) − P1(ti−1, ξi)| +
∑

i

|P2(ti , ξi) − P2(ti−1, ξi)|

≤ CeC(T2−T1)
∑

i

|ti − ti−1|

+ eC(T2−T1)
∑

i

∫
R

e−|y(T1,ξ)−y(T1,η)|(yξ + Hξ)(T1, η)1{ξ |ti−1<τ(ξ)≤ti }(η)dη

≤ CeC(T2−T1)|T2 − T1|

+ eC(T2−T1)

∫
R

e−|y(T1,ξ)−y(T1,η)|(yξ + Hξ)(T1, η)1{ξ |T1<τ(ξ)≤T2}(η)dη

≤ CeC(T2−T1)(1 + |T2 − T1|).
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Estimate for S2: Observe that

|p(t, y(t, ξ)) − p(t, y(s, ξ))| ≤ ‖Q(t, ·)‖∞ |y(t, ξ) − y(s, ξ)| ≤ C|t − s|,

due to (2.21), (2.17), and (2.23), which implies

S2 =
∑

i

|p(ti−1, y(ti−1, ξi)) − p(ti−1, y(ti , ξi))| ≤ C
∑

i

|ti − ti−1| ≤ C|T2 − T1|.

Estimate for S3: Recall that σ(·) is Lipschitz continuous with Lipschitz constant L̂, i.e.,

|σ(t) − σ(s)| ≤ L̂|t − s| for all s, t ∈ [T1, T2].

Thus following the same lines as for S2 we have

S3 =
∑

i

|p(ti−1, σ (ti)) − p(ti−1, σ (ti−1))| ≤ C
∑

i

|σ(ti) − σ(ti−1)| ≤ CL̂|T2 − T1|.

3. Uniqueness of weak dissipative solutions (u, ν)

A closer look at (2.7) and (2.8) suggests that the most natural approach for computing weak 
solutions (u, ν) is to apply the method of characteristics, which yields a unique solution whenever 
the differential equation for the characteristic is uniquely solvable. In our case, this equation reads

yt (t, ξ) = u(t, y(t, ξ)), (3.1)

which might have more than one solution, since u(t, x) is only Hölder continuous with exponent 
one-half. Nonetheless, we will prove in this section the following result.

Theorem 3.1. For any initial data (u0, ν0) ∈ D the Camassa–Holm equation has a unique global 
weak dissipative solution (u, ν) in the sense of Definition 2.3, which coincides with the dissipative 
solution constructed in [15].

Given a weak, dissipative solution (u, ν), let

ỹ(t, ζ ) = sup{x | x + G(t, x) < ζ }, (3.2)

where G(t, x) = ν(t, (−∞, x)). By construction, ỹ(t, ·) : R → R is non-decreasing and Lip-
schitz continuous with Lipschitz constant at most one, cf. the proof of [19, Theorem 3.8]. 
Furthermore, introduce

H̃ (t, ζ ) = ζ − ỹ(t, ζ ). (3.3)

Since ỹ(t, ·) is non-decreasing and Lipschitz continuous with Lipschitz constant at most one, 
it follows that also H̃ (t, ·) : R → R is non-decreasing and Lipschitz continuous with Lipschitz 
constant at most one. For later use, we define
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Ũ (t, ζ ) = u(t, ỹ(t, ζ )), (3.4)

Ṽ (t, ζ ) = F(t, ỹ(t, ζ )), (3.5)

P̃ (t, ζ ) = p(t, ỹ(t, ζ )), (3.6)

Q̃(t, ζ ) = px(t, ỹ(t, ζ )). (3.7)

Notation: Let T > 0 be a number to be specified at the end of this section. Furthermore, 
we will for the remainder of this section denote by C positive, real constants, which are only 
dependent on T and H∞(0) and which might change from line to line.

3.1. The integral equation for the characteristics

The starting point for deriving (3.1) is the study of the inhomogeneous transport equation 
satisfied by ν, i.e.,

νt + (uν)x = (u3 − 2pu)x.

Clever choices of the test function φ in (2.8), the weak formulation of the above transport equa-
tion, make it possible to prove the following result.

Lemma 3.2. Let

G(t, x) = ν(t, (−∞, x)), (3.8)

then for any s, t ∈ [0, T ] with t ≤ s

G(s, x + u(t, x)(s − t) − M(s − t)3/2) − N(s − t)3/2

≤ G(t, x) +
s∫

t

(u3 − 2pu)(l, x + u(t, x)(l − t))dl

≤ G(s, x + u(t, x)(s − t) + M(s − t)3/2) + N(s − t)3/2,

where M and N denote positive constants which are independent of s and t .

Proof. We will only prove that there exist positive constants M and N such that

G(0, x) ≤ G(t, x + u(0, x)t + Mt3/2) −
t∫

0

(u3 − 2pu)(l, x + u(0, x)l)dl + Nt3/2, (3.9)

since the other inequalities follow using the same argument with slight modifications.
Step 1: Enlarge the set of admissible test functions φ in (2.8). Note that ν(t, R) = D for all 

t ∈ R, since u(t, ·) and p(t, ·) belong to H 1(R). In fact, as we will see next, given ε > 0, there 
exists K > 0 such that
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ν(t, (−K,K)) ≥ D − ε for all t ∈ [0, T ]. (3.10)

Let δ > 0 be a small number specified later, then there exists xδ > 0, such that

|u(t, x)| < δ for all (t, x) ∈ [0, T ] × ((−∞,−xδ) ∪ (xδ,∞)), (3.11)

since u is Hölder continuous and satisfies u(t, ·) ∈ H 1(R) for all t ∈ [0, T ]. Pick ψ ∈ C∞(R)

such that

ψ(−x) = ψ(x), ψ |[0,xδ ]= 1, ψ |[xδ+1,∞)= 0, and ψ ′ |[0,∞)≤ 0.

Then

G(t, xδ) − G(t,−xδ+) ≤
∫
R

ψ(x)dν(t) ≤ G(t, xδ + 1) − G(t,−xδ − 1+),

which, combined with (2.8), yields

G(t, xδ + 1) − G(t,−xδ − 1+) ≥
∫
R

ψ(x)dν(t)

=
∫
R

ψ(x)dν(0) +
t∫

0

∫
R

u(l, x)ψ ′(x)dν(l)dl

−
t∫

0

∫
R

(u3 − 2pu)(l, x)ψ ′(x)dxdl

≥ G(0, xδ) − G(0,−xδ+)

+
t∫

0

∫
R

u(l, x)ψ ′(x)dν(l)dl

−
t∫

0

∫
R

(u3 − 2pu)(l, x)ψ ′(x)dxdl.

Since supp(ψ ′) ⊂ (−1 − xδ, −xδ) ∪ (xδ, xδ + 1), (3.11), (2.9), and (2.10) imply

∣∣∣∣∣∣
t∫

0

∫
R

u(l, x)ψ ′(x)dν(l)dl

∣∣∣∣∣∣ ≤ δT D‖ψ ′‖∞

and
490



K. Grunert Journal of Differential Equations 412 (2024) 474–528
∣∣∣∣∣∣
t∫

0

∫
R

(u3 − 2pu)(l, x)ψ ′(x)dxdl

∣∣∣∣∣∣ ≤ δT (δ2 + D)‖ψ ′‖∞.

Thus, choosing first δ > 0 such that δT (δ2 + 2D)‖ψ ′‖∞ ≤ 1
2ε and thereafter K > xδ + 1 > 0

such that

ν(0, (−(K − 1),K − 1)) = G(0,K − 1) − G(0,−(K − 1)+) ≥ D − 1

2
ε

yields (3.10).
Let ψ ∈ C∞(R) be a monotone increasing function such that ψ ′ ∈ C∞

c (R) and ψ(x) → 0 as 
x → ∞. Furthermore, denote by φ(t, x) ∈ C1([0, T ] × R) the unique solution to φt + gφx = 0
with initial data φ(0, x) = ψ(x) for some given continuous function g(t, x) to be specified later. 
Then, the function φ̂ = φ − φ̃ belongs to C1([0, T ] × R) and φ̂(t, ·), φ̂x(t, ·) ∈ C0(R) for all 
t ≥ 0, if φ̃ ∈ C∞([0, T ] ×R) such that

φ̃x ≥ 0 and φ̃(t, x) =
{

ψ(−∞) for x ≤ −1 − K,

0 for − K ≤ x.

Moreover it can be shown that (2.8) also holds for φ̂, since C∞
c (R) is a dense subset of C0(R), 

and hence∫
R

φ(t, x)dν(t) =
∫
R

φ̃(t, x)dν(t) +
∫
R

φ̂(t, x)dν(t)

=
∫
R

φ̃(t, x)dν(t) +
∫
R

φ̂(0, x)dν(0)

+
t∫

0

∫
R

(φ̂t + uφ̂x)(l, x)dν(l)dl −
t∫

0

∫
R

(u3 − 2pu)φ̂x(l, x)dxdl

=
∫
R

φ̃(t, x)dν(t) −
∫
R

φ̃(0, x)dν(0)

−
t∫

0

∫
R

(φ̃t + uφ̃x)(l, x)dν(l)dl +
t∫

0

∫
R

(u3 − 2pu)φ̃x(l, x)dxdl

+
∫
R

φ(0, x)dν(0)

+
t∫

0

∫
R

(φt + uφx)(l, x)dν(l)dl −
t∫

0

∫
R

(u3 − 2pu)φx(l, x)dxdl.
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By (3.10) and (3.11), the terms depending on φ̃(t, x) can be made arbitrarily small by increasing 
K , so that∫

R

φ(t, x)dν(t) =
∫
R

φ(0, x)dν(0)

+
t∫

0

∫
R

(u − g)φx(l, x)dν(l)dl −
t∫

0

∫
R

(u3 − 2pu)φx(l, x)dxdl, (3.12)

where we also used φt + gφx = 0.
Step 2: Proof of (3.9) Let x̄ ∈ R. Since u is Hölder continuous with exponent one-half, there 

exists a constant D̄ such that

|u(t, x) − u(s, y)| ≤ D̄(|t − s| + |x − y|)1/2 for all (t, x), (s, y) ∈ [0, T ] ×R, (3.13)

and, in particular

u(t, x) ≤ u(0, x̄) + D̄(t + |x − x̄|)1/2 for all (t, x) ∈ [0, T ] ×R.

Choose g(t, x) to be the Hölder continuous function

g(t, x) = u(0, x̄) + D̄(t + |x − x̄|)1/2.

Then g ≥ u on all of [0, T ] ×R and g(0, x̄) = u(0, x̄). Moreover, let ψ ∈ C∞(R) be a monotone 
increasing function such that ψ ′ ∈ C∞

c (R) and ψ(x) → 0 as x → ∞. Then, it has been shown in 
the proof of [17, Lemma 3.3], that φ(t, x), the unique solution to φt + gφx = 0 with initial data 
φ(0, x) = ψ(x), is given implicitly through

φ(t, ξ(t, z)) = φ(0, ξ(0, z)) = ψ(z),

where ξ(t, z) is the unique solution to

ξt = g(t, ξ), ξ(0, z) = z.

In addition, the function ξ(t, ·) is strictly increasing, continuous, and satisfies for t ≥ 0 and z = x̄

x̄ + u(0, x̄)t ≤ ξ(t, x̄) ≤ x̄ + u(0, x̄)t + Mt3/2 (3.14)

for some positive constant M , which does not depend on the particular choice of x̄. Furthermore,

∫
R

φ(t, x)dν(t) = −
∫
R

φx(t, x)G(t, x)dx

= −
∫

φx(t, ξ(t, z))G(t, ξ(t, z))ξz(t, z)dz
R
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= −
∫
R

d

dz
(φ(t, ξ(t, z)))G(t, ξ(t, z))dz

= −
∫
R

d

dz
(φ(0, ξ(0, z)))G(t, ξ(t, z))dz

= −
∫
R

ψ ′(z)G(t, ξ(t, z))dz,

and

t∫
0

∫
R

(u3 − 2pu)φx(l, x)dxdl =
t∫

0

∫
R

(u3 − 2pu)(l, ξ(l, z))ψ ′(z)dz.

In addition, φx(t, x) ≥ 0, which, together with g ≥ u on all of [0, T ] ×R, implies

t∫
0

∫
R

(u − g)φx(l, x)dν(l)dl ≤ 0.

Thus (3.12) turns into

∫
R

(G(0, z) − G(t, ξ(t, z)))ψ ′(z)dz ≤ −
t∫

0

∫
R

(u3 − 2pu)(l, ξ(l, z))ψ ′(z)dzdl.

Since ψ ′ can be any positive function in C∞
c (R), we have

G(0, z±) ≤ G(t, ξ(t, z)±) −
t∫

0

(u3 − 2pu)(l, ξ(l, z))dl,

where the integral on the right hand side is well-defined, since u is Hölder continuous and p is 
a function of bounded variation along the Lipschitz continuous path t 
→ (t, ξ(t, z)) in the sense 
of Definition 2.3 (vi). Choosing z = x̄ and recalling (3.14), we obtain

G(0, x̄) ≤ G(t, x̄ + u(0, x̄)t + Mt3/2) −
t∫

0

(u3 − 2pu)(l, ξ(l, x̄))dl.

Using (2.9), (2.10), (3.13), (3.14), and that p(t, ·) is Lipschitz continuous once more, it follows 
that there exists a constant N > 0, independent of x̄ such that

−
t∫
(u3 − 2pu)(l, ξ(l, x̄))dl ≤ −

t∫
(u3 − 2pu)(l, x̄ + u(0, x̄)l)dl + Nt3/2,
0 0
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and hence

G(0, x̄) ≤ G(t, x̄ + u(0, x̄)t + Mt3/2) −
t∫

0

(u3 − 2pu)(l, x̄ + u(0, x̄)l)dl + Nt3/2. �

Given T > 0, we are now ready to show that Lemma 3.2 implies that ỹ(t, ζ ) is Lipschitz 
continuous on [0, T ] ×R and hence differentiable a.e. on [0, T ] ×R.

Let

I (s, t, x) =
s∫

t

(u3 − 2pu)(l, x + u(t, x)(l − t))dl, (3.15)

which satisfies, cf. (2.9) and (2.10),

|I (s, t, x)| ≤ C|s − t |,
for some C > 0. Furthermore, for any t ≥ 0, introduce the strictly increasing function L(t, ·) :
R →R given by

L(t, x) = x + G(t, x), (3.16)

which satisfies, according to Lemma 3.2

L(s, x + u(t, x)(s − t) − M(s − t)3/2) − N(s − t)3/2

≤ L(t, x) + I (s, t, x) + u(t, x)(s − t)

≤ L(s, x + u(t, x)(s − t) + M(s − t)3/2) + N(s − t)3/2. (3.17)

In addition, by (3.2),

L(t, ỹ(t, ζ )) ≤ ζ ≤ L(t, ỹ(t, ζ )+), for all (t, ζ ) ∈R+ ×R, (3.18)

so that choosing x = ỹ(t, ζ ) in the first inequality in (3.17) and using (3.4) yields

L(s, ỹ(t, ζ ) + Ũ (t, ζ )(s − t) − M(s − t)3/2)

≤ ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t) + N(s − t)3/2

≤ L(s, ỹ(s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t) + N(s − t)3/2)+),

which implies

ỹ(t, ζ ) + Ũ (t, ζ )(s − t) − M(s − t)3/2

≤ ỹ(s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t) + N(s − t)3/2)

≤ ỹ(s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t)) + N(s − t)3/2,
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since L(t, ·) : R → R is strictly increasing and ỹ(t, ·) is Lipschitz continuous with Lipschitz 
constant at most one.

Following the same lines, but using this time the second inequality in (3.17), yields

ỹ(s, ζ + I (s, t, ỹ(t, ζ ))+Ũ (t, ζ )(s − t)) − N(s − t)3/2

≤ ỹ(t, ζ ) + Ũ (t, ζ )(s − t) + M(s − t)3/2.

Thus we have shown that there exists a constant C > 0 such that

|ỹ(t, ζ ) + Ũ (t, ζ )(s − t) − ỹ
(
s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t)

)| ≤ C|s − t |3/2. (3.19)

An immediate consequence of this estimate is that ỹ(t, ζ ) is Lipschitz continuous on [0, T ] ×
R and hence differentiable a.e. on [0, T ] × R. Indeed, using (3.19) together with ỹ(t, ·) being 
Lipschitz continuous with Lipschitz constant at most one, u satisfying (2.9) and (3.4), we have 
that there exists another constant C > 0, such that

|ỹ(t, ζ ) − ỹ(s, η)| ≤ |ỹ(t, ζ ) + Ũ (t, ζ )(s − t) − ỹ
(
s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t)

)|
+ |ỹ(

s, ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t)
) − ỹ(s, η)|

+ |Ũ (t, ζ )(s − t)|
≤ C(|s − t | + |ζ − η|).

Instead of identifying a differential equation for ỹ(t, ζ ), the remainder of this section will be 
devoted to identifying an integral equation of a relabeled version of ỹ(t, ζ ). To be more precise, 
we show that there exists a mapping k(t, ξ) such that

(y,U,V,H)(t, ξ) = (ỹ, Ũ , Ṽ , H̃ )(t, k(t, ξ)) (3.20)

satisfies

y(s, ξ) = y(t, ξ) +
s∫

t

U(l, ξ)dl.

To identify a suitable function k(t, ξ), we have a closer look at (3.19) and in particular, at the 
expression

ζ + I (s, t, ỹ(t, ζ )) + Ũ (t, ζ )(s − t), (3.21)

which is an approximation of the solution to the ordinary differential equation

fl(l, ξ) = (Ũ3 − 2P̃ Ũ + Ũ )(l, f (l, ξ)), l ≥ t

with f (t, ξ) = ξ . Motivated by this observation, we choose k(t, ξ) to be, if it exists, the solution 
to

kt (t, ξ) = (Ũ3 − 2P̃ Ũ + Ũ )(t, k(t, ξ)) with k(0, ξ) = ξ. (3.22)
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Lemma 3.3. The ordinary differential equation (3.22) has a unique solution k(t, ξ) for t ∈ [0, T ]. 
Moreover, the function k(t, ξ) is Lipschitz continuous on [0, T ] × R. In addition, for any t ∈
[0, T ], the function k(t, ·) : R → R is strictly increasing and there exists a constant C > 0 such 
that for any ξ1 < ξ2

e−Ct (ξ2 − ξ1) ≤ k(t, ξ2) − k(t, ξ1) ≤ eCt (ξ2 − ξ1). (3.23)

Proof. Definition 2.3 together with the Lipschitz continuity of ỹ(t, ζ ) guarantees that the as-
sumptions of Carathéodory’s existence theorem, see e.g. [7, Chapter 2, Theorem 1.1], are sat-
isfied and hence, (3.22) has for each fixed ξ ∈ R at least one solution, which is absolutely 
continuous. It therefore remains to show that there exists at most one solution to (3.22). Our 
contradiction argument is based on the fact that for fixed ξ ∈ R solving (3.22) is equivalent to 
solving the integral equation

k(t, ξ) = ξ +
t∫

0

(Ũ3 − 2P̃ Ũ + Ũ )(l, k(l, ξ))dl. (3.24)

Given ξ ∈ R, assume that there exist two solutions k1(t, ξ) and k2(t, ξ) to (3.24) with 
k1(0, ξ) = k2(0, ξ). If we can show that the function

f (t, ζ ) = (Ũ3 − 2P̃ Ũ + Ũ )(t, ζ ) (3.25)

satisfies

|f (t, ζ ) − f (t, η)| ≤ C|ζ − η| for all ζ, η ∈R and t ≥ 0, (3.26)

then we have for fixed ξ ∈ R,

|k2 − k1|(t, ξ) ≤
t∫

0

|f (l, k2(l, ξ)) − f (l, k1(l, ξ))|dl ≤ C

t∫
0

|k2 − k1|(l, ξ)dl,

and using Gronwall’s lemma, we can deduce that k2(t, ξ) = k1(t, ξ) for every t ∈ [0, T ].
Since Ũ and P̃ , given by (3.4) and (3.6), are uniformly bounded due to (2.9) and (2.10), it 

suffices to prove (3.26) for f replaced by Ũ and P̃ . A closer look at (3.2), (3.3), (3.16), and 
(3.18) reveals that

ỹ(t, ζ ) + G(t, ỹ(t, ζ )) ≤ ỹ(t, ζ ) + H̃ (t, ζ ) ≤ ỹ(t, ζ ) + G(t, ỹ(t, ζ )+),

which is equivalent to

G(t, ỹ(t, ζ )) ≤ H̃ (t, ζ ) ≤ G(t, ỹ(t, ζ )+)

and hence

H̃ (t, ζ ) = σG(t, ỹ(t, ζ )) + (1 − σ)G(t, ỹ(t, ζ )+) for some σ ∈ [0,1].
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This means especially, given ζ ∈R there exist ζ− ≤ ζ ≤ ζ+ unique such that

ỹ(t, ζ−) = ỹ(t, ζ ) = ỹ(t, ζ+),

H̃ (t, ζ−) = G(t, ỹ(t, ζ )) and H̃ (t, ζ+) = G(t, ỹ(t, ζ )+).

By the definition of D, we then have for any ζ1 < ζ2 such that ỹ(t, ζ1) �= ỹ(t, ζ2),

|Ũ (t, ζ2) − Ũ(t, ζ1)| = |u(t, ỹ(t, ζ−
2 )) − u(t, ỹ(t, ζ+

1 ))|

≤
√

ỹ(t, ζ−
2 ) − ỹ(t, ζ+

1 )

√√√√√√√
ỹ(t,ζ−

2 )∫
ỹ(t,ζ+

1 )

u2
x(t, z)dz

≤
√

ỹ(t, ζ−
2 ) − ỹ(t, ζ+

1 )

√
G(t, ỹ(t, ζ−

2 )) − G(t, ỹ(t, ζ+
1 ))

≤
√

ỹ(t, ζ−
2 ) − ỹ(t, ζ+

1 )

√
H̃ (t, ζ−

2 ) − H̃ (t, ζ+
1 )

≤ |ζ−
2 − ζ+

1 | ≤ ζ2 − ζ1,

since both ỹ(t, ·) and H̃ (t, ·) are Lipschitz continuous with Lipschitz constant at most one.
For P̃ (t, ·) we can use (3.6) combined with (2.10) as follows

|P̃ (t, ζ2) − P̃ (t, ζ1)| ≤ ‖px(t, ·)‖∞ |ỹ(t, ζ2) − ỹ(t, ζ1)| ≤ C|ζ2 − ζ1|, (3.27)

where C denotes a positive constant. This finishes the proof of (3.26) and hence (3.24) has exactly 
one solution.

Next, note that for any ξ and η ∈R, by (3.26),

|k(t, ξ) − k(t, η)| ≤ |ξ − η| + C

t∫
0

|k(l, ξ) − k(l, η)|dl, (3.28)

and, by Gronwall’s inequality,

|k(t, ξ) − k(t, η)| ≤ eCt |ξ − η| for any t ∈ [0, T ]. (3.29)

Furthermore, P̃ and Ũ are uniformly bounded due to (2.9) and (2.10), and hence there exists a 
constant C such that

|k(t, ξ) − k(s, ξ)| ≤ C|t − s| for all s, t ∈ [0, T ] and ζ ∈R. (3.30)

Thus (3.29) and (3.30) imply that k is Lipschitz continuous and hence differentiable almost 
everywhere on [0, T ] ×R.

We show by contradiction that for each t ∈ [0, T ], the function k(t, ·) is strictly increasing. 
Assume the opposite, i.e., there exists t̂ ∈ [0, T ] and ξ1 < ξ2 such that
497



K. Grunert Journal of Differential Equations 412 (2024) 474–528
k(t, ξ1) < k(t, ξ2) for all t ∈ [0, t̂) and k(t̂, ξ1) = k(t̂, ξ2).

By (3.26),

−C

t̂∫
s

k(l, ξ2) − k(l, ξ1)dl + k(s, ξ2) − k(s, ξ1) ≤ k(t̂, ξ2) − k(t̂, ξ1),

for all 0 ≤ s ≤ t̂ and defining k̃(l, ξ2) = k(t̂ − l, ξ2), it follows that

k̃(s, ξ2) − k̃(s, ξ1) ≤ k̃(0, ξ2) − k̃(0, ξ1) + C

s∫
0

k̃(l, ξ2) − k̃(l, ξ1),

for all 0 ≤ s ≤ t̂ . Applying Gronwalls inequality then yields

ξ2 − ξ1 = k̃(t̂ , ξ2) − k̃(t̂ , ξ1) (3.31)

≤ eCt̂ (k̃(0, ξ2) − k̃(0, ξ1)) = eCt̂ (k(t̂ , ξ2) − k(t̂ , ξ1)) = 0,

which contradicts the assumption ξ1 < ξ2. Thus, for each t ∈ [0, T ], k(t, ·) is a strictly increasing 
function and (3.23) follows from (3.29) and (3.31). �

Thus, we have proven that k(t, ξ) defines a change of variables on [0, T ] × R through the 
mapping

(t, ξ) → (t, ζ ) = (t, k(t, ξ)),

which means that y, U , V , and H given by (3.20) are well-defined. Furthermore, we have, by 
(3.24) and (3.15), for s ≥ t ,

k(t, ξ) + I (s, t, y(t, ξ)) + U(t, ξ)(s − t)

= k(s, ξ) −
s∫

t

(Ũ3 − 2P̃ Ũ + Ũ )(l, k(l, ξ))dl

+
s∫

t

(u3 − 2pu)(l, y(t, ξ) + U(t, ξ)(l − t))dl + U(t, ξ)(s − t)

= k(s, ξ) −
s∫

t

u(l, y(l, ξ)) − u(t, y(t, ξ))dl

−
s∫

t

(u3 − 2pu)(l, y(l, ξ)) − (u3 − 2pu)(l, y(t, ξ) + U(t, ξ)(l − t))dl.
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Recalling (2.9), (2.10), and (3.13) and observing that y(t, ξ) is Lipschitz continuous, since ỹ(t, ζ )

and k(t, ξ) are, we have

|k(t, ξ) − k(s, ξ) + I (s, t, y(t, ξ)) + U(t, ξ)(s − t)| ≤ C|s − t |3/2, (3.32)

where C denotes a positive constant. Keeping (3.32) in mind and recalling (3.19) with ζ = k(t, ξ)

we end up with

|y(s, ξ) − y(t, ξ) −
s∫

t

U(l, ξ)dl|

≤ |y(s, ξ) − y(t, ξ) − U(t, ξ)(s − t)| + |
s∫

t

U(l, ξ) − U(t, ξ)dl|

≤ |ỹ(s, k(s, ξ)) − ỹ(s, k(t, ξ) + I (s, t, y(t, ξ)) + U(t, ξ)(s − t))|
+ |ỹ(s, k(t, ξ) + I (s, t, y(t, ξ)) + U(t, ξ)(s − t)) − y(t, ξ) − U(t, ξ)(s − t)|

+ |
s∫

t

u(l, y(l, ξ)) − u(t, y(t, ξ))dl|

≤ C|s − t |3/2. (3.33)

Thus for any t > 0 such that Nt = s − t , we have, using (3.33),

|y(s, ξ) − y(t, ξ) −
s∫

t

U(l, ξ)dl|

≤
N∑

n=1

|y(t + nt, ξ) − y(t + (n − 1)t, ξ) −
t+nt∫

t+(n−1)t

U(l, ξ)dl|

≤ C

N∑
n=1

t3/2 = CT t1/2.

Since we can choose any t > 0, it follows that

|y(s, ξ) − y(t, ξ) −
s∫

t

U(l, ξ)dl| = 0,

which means that y(t, ξ) satisfies for any ξ ∈R the integral equation

y(s, ξ) = y(t, ξ) +
s∫
U(l, ξ)dl = y(t, ξ) +

s∫
u(l, y(l, ξ))dl. (3.34)
t t
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Here some observations are important. First, y(t, ξ) is Lipschitz continuous and U(t, ξ) is 
Hölder continuous with exponent one-half on [0, T ] ×R. Thus we can write

yt (t, ξ) = U(t, ξ) = u(t, y(t, ξ)),

and in particular, y(t, ξ) is a characteristic.
Second, introduce

P(t, ξ) = P̃ (t, k(t, ξ)), (3.35)

so that k(t, ξ), given by (3.24) reads

k(t, ξ) = ξ +
t∫

0

(U3 − 2PU + U)(l, ξ)dl.

Then we can write, combining (3.3) and (3.20),

y(t, ξ) + H(t, ξ) = k(t, ξ),

which yields, using (3.34) the integral equation,

H(s, ξ) = H(t, ξ) +
s∫

t

(U3 − 2PU)(l, ξ)dl. (3.36)

3.2. The integral equation for U

Introduce

Q(t, ξ) = Q̃(t, k(t, ξ)), (3.37)

where Q̃(t, ζ ) and k(t, ξ) are given by (3.7) and (3.22), respectively. The goal of this section is 
to show that

U(s, ξ) = U(t, ξ) −
s∫

t

Q(l, ξ)dl. (3.38)

According to Definition 2.3 (vii), one has for all φ ∈ C∞
c ([t, s] ×R) with t < s

s∫
t

∫
R

(uφt + 1

2
u2φx − pxφ)(l, x)dxdl =

∫
R

uφ(s, x)dx −
∫
R

uφ(t, x)dx,

but also here the set of admissible test functions can be enlarged. For example, the above equality 
remains valid for
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φε(t, x) = 1

ε
ψ

(
y(t, ξ) − x

ε

)
,

where ε > 0 and ψ is a standard Friedrichs mollifier and hence belongs to C∞
c (R). Furthermore,

lim
ε→0

∫
R

uφε(t, x)dx = u(t, y(t, ξ)) = U(t, ξ),

and hence

U(s, ξ) − U(t, ξ) = lim
ε→0

∫
R

(uφε(s, x) − uφε(t, x))dx

= lim
ε→0

s∫
t

∫
R

(
uφε,t + 1

2
u2φε,x − pxφε

)
(l, x)dxdl, (3.39)

where the above limit can be evaluated using the dominated convergence theorem.
Indeed, given ε > 0, introduce the function Iε : [0, T ] → R given by

Iε(l) =
∫
R

(uφε,t + 1

2
u2φε,x − pxφε)(l, x)dx

=
∫
R

(uφε,t + 1

2
u2φε,x)(l, x)dx +

∫
R

pφε,x(l, x)dx

= Iε,1(l) + Iε,2(l).

Since ψ is a standard Friedrichs mollifier, (3.34) and (2.9) imply that there exists a constant M , 
independent of ε, such that

suppφε(t, ·) ∈ [−M,M] for all t ∈ [0, T ].

Recalling Definition 2.3 (ii), (2.9), and (3.34), we can therefore conclude that Iε,1(t) is continu-
ous and hence measurable.

For Iε,2(t), on the other hand, we will show that it is a function of bounded variation on [0, T ]
and hence measurable. Using Definition 2.3 (vi), (2.10), (2.9), and (3.34), we have for any finite 
partition {ti} of [0, T ] with ti < ti+1,

∑
i

|Iε,2(ti) − Iε,2(ti−1)| ≤
∑

i

|
M∫

−M

(p(ti , x) − p(ti−1, x))φε,x(ti , x)dx|

+
∑

i

|
M∫

p(ti−1, x)(φε,x(ti , x) − φε,x(ti−1, x))dx|

−M
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≤ 2M

ε2

∥∥ψ ′∥∥∞ sup
x∈[−M,M]

T .V .(p(·, x))

+ 2MC

ε3

∥∥ψ ′′∥∥∞
∑

i

|y(ti , ξ) − y(ti−1, ξ)|

≤ C(1 + T ).

Thus, Iε is a measurable function on [0,T].
Next we compute the limit of Iε(l) as ε → 0. Write

Iε(l) =
∫
R

(uφε,t + 1

2
u2φε,x − pxφε)(l, x)dx

= 1

2
u(l, y(l, ξ))2

∫
R

1

ε2 ψ ′
(

y(l, ξ) − x

ε

)
dx

− 1

2

∫
R

(u(l, x) − u(l, y(l, ξ)))2 1

ε2 ψ ′
(

y(l, ξ) − x

ε

)
dx

−
∫
R

(px(l, x) − px(l, y(l, ξ)))
1

ε
ψ

(
y(l, ξ) − x

ε

)
dx

− px(l, y(l, ξ))

= −1

2

∫
R

(u(l, x) − u(l, y(l, ξ)))2 1

ε2 ψ ′
(

y(l, ξ) − x

ε

)
dx

−
∫
R

(px(l, x) − px(l, y(l, ξ)))
1

ε
ψ

(
y(l, ξ) − x

ε

)
dx

− px(l, y(l, ξ)).

For the first integral on the right hand side observe that F(l, ·), given by (2.2), is absolutely 
continuous and satisfies

|u(l, x) − u(l, y)| ≤ |x − y|1/2|F(l, x) − F(l, y)|1/2,

which implies

∣∣∣∣∣∣
∫
R

(u(l, x) − u(l, y(l, ξ)))2 1

ε2 ψ ′
(

y(l, ξ) − x

ε

)
dx

∣∣∣∣∣∣
= 1

ε

∣∣∣∣∣∣
1∫
(u(l, y(l, ξ) − εη) − u(l, y(l, ξ)))2ψ ′(η)dη

∣∣∣∣∣∣
−1
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≤ |F(l, y(l, ξ) + ε) − F(l, y(l, ξ) − ε)|.
Since F(l, ·) is absolutely continuous,

lim
ε→0

∣∣∣∣∣∣
∫
R

(u(l, x) − u(l, y(l, ξ)))2 1

ε2 ψ ′
(

y(l, ξ) − x

ε

)
dx

∣∣∣∣∣∣ = 0.

For the second integral term on the right hand side, we can write∣∣∣∣∣∣
∫
R

(px(l, x) − px(l, y(t, ξ)))
1

ε
ψ

(
y(t, ξ) − x

ε

)
dx

∣∣∣∣∣∣
=

∣∣∣∣∣∣
1∫

−1

(px(l, y(l, ξ) − εη) − px(l, y(l, ξ)))ψ(η)dη

∣∣∣∣∣∣
≤ sup

η∈[−1,1]
|px(l, y(l, ξ) + εη) − px(l, y(l, ξ))|,

and, by (2.6),

lim
ε→0

∣∣∣∣∣∣
∫
R

(px(l, x) − px(l, y(t, ξ)))
1

ε
ψ

(
y(t, ξ) − x

ε

)
dx

∣∣∣∣∣∣ = 0.

Thus, recalling (3.37),

lim
ε→0

Iε(l) = −px(l, y(l, ξ)) = −Q(l, ξ).

A closer look at the above estimates reveals that we have shown in addition, that there exists 
a constant M̃ such that

|Iε(l)| ≤ M̃ for all ε > 0 and l ∈ [0, T ].
Since T is finite, M̃ can be seen as a dominating function and hence all assumptions of the 
dominated convergence theorem are satisfied. Thus, by (3.39),

U(s, ξ) − U(t, ξ) = lim
ε→0

s∫
t

Iε(l)dl = −
s∫

t

Q(l, ξ)dl,

and the function Q(·, ξ) is integrable. Furthermore, we have due to (2.10)

|U(t, ξ) − U(s, ξ)| ≤ C|t − s|,
where C is a positive constant and recalling that Ũ(t, ·) and k(t, ·) are Lipschitz continuous, it 
follows that U(t, ξ) is Lipschitz continuous on [0, T ] ×R.
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3.3. The integral equation for yξ

So far we have shown that y, U , and H are solutions to the following system of integral 
equations

y(t, ξ) = y(0, ξ) +
t∫

0

U(l, ξ)dl, (3.40a)

U(t, ξ) = U(0, ξ) −
t∫

0

Q(l, ξ)dl, (3.40b)

H(t, ξ) = H(0, ξ) +
t∫

0

(U3 − 2PU)(l, ξ)dl. (3.40c)

In addition, we have

y(t, ξ) + H(t, ξ) = k(t, ξ), (3.41)

where k(t, ξ) is the unique solution to (3.22). As we will see next k(t, ξ) does not only define 
a change of variables on [0, T ] × R. In fact, for each t ≥ 0 the function k(t, ·) is a relabeling
function. Recalling Lemma 2.8 and Lemma 3.3 the claim follows if kξ (t, ·) −1 belongs to L2(R)

for all t ∈ [0, T ].
For x = (x1, x2, x3) ∈ R3, denote by ‖·‖ the following norm on R3,

‖x‖ = |x1| + |x2| + |x3|.

Then, the vector Z = (y − Id, U, H) satisfies the following lemma.

Lemma 3.4. Given Z = (y − Id, U, H), ξ < ξ̄ , and 0 ≤ t < s ≤ T , then

‖(Z(s, ξ̄ ) − Z(s, ξ)) − (Z(t, ξ̄ ) − Z(t, ξ))‖
≤ (eC(s−t) − 1)

∥∥Z(t, ξ̄ ) − Z(t, ξ)
∥∥

+ CeC(s−t)

s∫
t

|U(l, ξ)| + max
ξ̂∈[ξ,ξ̄ ]

U2(l, ξ̂ ) + P̂ (l, ξ) + P̂ (l, ξ̄ )dl|ξ̄ − ξ |, (3.42)

where

P̂ (t, ξ) = 1

4

∫
e−|y(t,ξ)−y(t,η)|(U2yξ + Hξ)(t, η)dη. (3.43)
R
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Proof. Writing

Q(t, ξ̄ ) − Q(t, ξ) = −1

4

ξ∫
−∞

(e−y(t,ξ̄ ) − e−y(t,ξ))ey(t,η)(U2yξ + Vξ )(t, η)dη

+ 1

4

∞∫
ξ̄

(ey(t,ξ̄ ) − ey(t,ξ))e−y(t,η)(U2yξ + Vξ )(t, η)dη

− 1

4

ξ̄∫
ξ

(ey(t,η)−y(t,ξ̄ ) + ey(t,ξ)−y(t,η))(U2yξ + Vξ )(t, η)dη,

and applying eb − ea ≤ eb(b − a) for a < b, yields

|Q(t, ξ̄ ) − Q(t, ξ)| ≤ (P (t, ξ) + P(t, ξ̄ ))|y(t, ξ̄ ) − y(t, ξ)|

+ 1

2

(
max

ξ̂∈[ξ,ξ̄ ]
U2(t, ξ̂ )|y(t, ξ̄ ) − y(t, ξ)| + |H(t, ξ̄ ) − H(t, ξ)|

)
.

Furthermore, using (3.35) (3.27), and (3.20), there exists a constant C > 0 such that

|(U3 − 2PU)(t, ξ̄ ) − (U3 − 2PU)(t, ξ)|
≤ C|U(t, ξ)||y(t, ξ̄ ) − y(t, ξ)|
+ (2U2(t, ξ) + 2U2(t, ξ̄ ) + P(t, ξ̄ ))|U(t, ξ̄ ) − U(t, ξ)|
≤ C(|U(t, ξ)||y(t, ξ̄ ) − y(t, ξ)| + |U(t, ξ̄ ) − U(t, ξ)|)

and hence, by (3.40),

∥∥(Z(s, ξ̄ ) − Z(s, ξ)) − (Z(t, ξ̄ ) − Z(t, ξ))
∥∥

≤
s∫

t

|U(l, ξ̄ ) − U(l, ξ)| + |Q(l, ξ̄ ) − Q(l, ξ)|

+ |(U3 − 2PU)(l, ξ̄ ) − (U3 − 2PU)(l, ξ)|dl

≤ C

s∫
t

∥∥Z(l, ξ̄ ) − Z(l, ξ)
∥∥dl

+ C

s∫
t

|U(l, ξ)| + max
ξ̂∈[ξ,ξ̄ ]

U2(l, ξ̂ ) + P(l, ξ) + P(l, ξ̄ )dl|ξ̄ − ξ |

≤ C
∥∥Z(t, ξ̄ ) − Z(t, ξ)

∥∥ (s − t)
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+ C

s∫
t

∥∥(Z(l, ξ̄ ) − Z(l, ξ)) − (Z(t, ξ̄ ) − Z(t, ξ))
∥∥dl

+ C

s∫
t

|U(l, ξ)| + max
ξ̂∈[ξ,ξ̄ ]

U2(l, ξ̂ ) + P̂ (l, ξ) + P̂ (l, ξ̄ )dl|ξ̄ − ξ |,

since

|y(t, ξ̄ ) − y(t, ξ)| ≤ |(y(t, ξ̄ ) − ξ̄ ) − (y(t, ξ) − ξ)| + |ξ̄ − ξ |.

Applying to the above inequality a Gronwall type argument yields (3.42). �
In fact we have shown that each component of Z(s, ·) − Z(t, ·) is Lipschitz continuous, and 

hence we obtain as an immediate consequence the following corollary.

Corollary 3.5. Given Z = (y − Id, U, H) and 0 ≤ t < s ≤ T , then for almost every ξ ∈R,

∥∥Zξ (s, ξ) − Zξ (t, ξ)
∥∥ ≤ (eC(s−t) − 1)

∥∥Zξ (t, ξ)
∥∥

+ CeC(s−t)

s∫
t

|U(l, ξ)| + U2(l, ξ) + 2P̂ (l, ξ)dl,

where P̂ is given by (3.43).

Since the above estimate holds pointwise almost everywhere, we obtain the following norm 
estimates as a consequence.

Lemma 3.6. For p = 2 and p = ∞, 0 ≤ t < s ≤ T , and f equal to yξ − 1, Uξ , or Hξ , there 
exists a constant C > 0 such that

‖f (s, ·) − f (t, ·)‖p ≤ CeC(s−t)(
∥∥yξ (t, ·) − 1

∥∥
p

+ ∥∥Uξ(t, ·)
∥∥

p
+ ∥∥Hξ(t, ·)

∥∥
p

+ 1)(s − t)

and

‖f (t, ·)‖p ≤ C(
∥∥yξ (0, ·) − 1

∥∥
p

+ ∥∥Uξ(0, ·)∥∥
p

+ ∥∥Hξ(0, ·)∥∥
p

+ t).

Proof. Without loss of generality we assume that f = yξ − 1 and t = 0.
Observe that by (3.40c)

lim
ξ→∞H(t, ξ) = lim

ξ→∞H(0, ξ) = ν(0,R), (3.44)

and hence, by (3.41) and (3.24),
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0 ≤ P̂ (t, ξ) ≤ 1

2

∫
R

e−|y(t,ξ)−y(t,η)|Hξ(t, η)dη

≤ e2‖y(t,·)−Id‖∞
∫
R

e−|ξ−η|Hξ(t, η)dη

≤ e2(‖k(t,·)−Id‖+H∞)

∫
R

e−|ξ−η|Hξ(t, η)dη

≤ C

∫
R

e−|ξ−η|Hξ(t, η)dη,

which implies that there exists a constant C > 0 such that∥∥∥P̂ (t, ·)
∥∥∥

p
≤ C, for all t ∈ [0, T ] and p = 2,∞, (3.45)

due to Young’s inequality. For U , (2.9), (3.41), (3.23) and (3.44) imply

‖U(t, ·)‖2
2 ≤ eCt (

∥∥∥U2yξ (t, ·)
∥∥∥

1
+

∥∥∥U2Hξ(t, ·)
∥∥∥

1
) ≤ eCt (1 + ‖u(t, ·)‖2∞)H∞ ≤ C,

so that

‖U(t, ·)‖p ≤ C, for all t ∈ [0, T ] and p = 2,∞. (3.46)

Keeping these estimates in mind, Corollary 3.5 implies

∥∥yξ (s, ·) − 1
∥∥

p
≤ 3eCs(

∥∥yξ (0, ·) − 1
∥∥

p
+ ∥∥Uξ(0, ·)∥∥

p
+ ∥∥Hξ(0, ·)∥∥

p
)

+ CeCs

s∫
0

‖U(l, ·)‖p +
∥∥∥U2(l, ·)

∥∥∥
p

+ 2
∥∥∥P̂ (l, ·)

∥∥∥
p

dl

≤ CeCs(
∥∥yξ (0, ·) − 1

∥∥
p

+ ∥∥Uξ (0, ·)∥∥
p

+ ∥∥Hξ(0, ·)∥∥
p

+ s),

and yξ (s, ·) −1 ∈ L2(R). The other inequality follows now immediately from Corollary 3.5. �
Turning our attention back to k(t, ξ), we have that for t = 0, k(0, ξ) = ξ and kξ (0, ·) − 1, 

yξ (0, ·) −1, Uξ(0, ·) and Hξ(0, ·) belong to L2(R) ∩L∞(R). For t ∈ [0, T ], it now follows, from 
Lemma 3.6 that yξ (t, ·) − 1, Uξ(t, ·), and Hξ(t, ·) belong to L2(R) ∩ L∞(R) and especially

kξ (t, ·) − 1 = yξ (t, ·) + Hξ(t, ·) − 1 ∈ L2(R) ∩ L∞(R) for all t ∈ [0, T ].

Thus for every t ∈ [0, T ], k(t, ·) is a relabeling function and hence (y, U, V, H)(t, ·) belongs 
to F .

Finally, we can turn our attention towards the integral equation for yξ(t, ξ). Since y(t, ξ) is a 
solution to (3.40a), we can write for any t < s and any ξ < ξ̄
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y(s, ξ̄ ) − y(s, ξ) = y(t, ξ̄ ) − y(t, ξ) + (U(t, ξ̄ ) − U(t, ξ))(s − t)

+
s∫

t

(U(l, ξ̄ ) − U(l, ξ)) − (U(t, ξ̄ ) − U(t, ξ))dl,

which yields the following inequality, when applying (3.42), dividing the whole inequality by 
ξ̄ − ξ and taking the limit as ξ̄ → ξ ,

|yξ (s, ξ) − yξ (t, ξ) − Uξ(t, ξ)(s − t)|
≤ eC(s−t)(s − t)2‖Zξ (t, ξ)‖

+ CeC(s−t)(s − t)

s∫
t

|U(l, ξ)| + U2(l, ξ) + 2P̂ (l, ξ)dl,

which is valid for almost every ξ ∈ R. We therefore have, using Minkowski’s inequality for 
integrals, for p = 2 and p = ∞, Lemma 3.6, (3.45), and (3.46),

∥∥yξ (s, ·) − yξ (t, ·) − Uξ(t, ·)(s − t)
∥∥

p
≤ C(s − t)2. (3.47)

Using once more Minkowski’s inequality for integrals, we can also conclude that for any t < s,

yξ (s, ·) − yξ (t, ·) −
s∫

t

Uξ (l, ·)dl ∈ L2(R) ∩ L∞(R).

Thus for any t such that Nt = s − t , we have, by Lemma 3.6 and (3.47),

∥∥∥∥∥∥yξ (s, ·) − yξ (t, ·) −
s∫

t

Uξ (l, ·)dl

∥∥∥∥∥∥
p

≤
N∑

n=1

∥∥∥∥∥∥∥yξ (t + nt, ·) − yξ (t + (n − 1)t, ·) −
nt∫

(n−1)t

Uξ (t + l, ·)dl

∥∥∥∥∥∥∥
p

≤
N∑

n=1

∥∥yξ (t + nt, ·) − yξ (t + (n − 1)t, ·) − tUξ (t + (n − 1)t, ·)∥∥
p

+
N∑

n=1

∥∥∥∥∥∥∥
nt∫

(n−1)t

Uξ (t + l, ·) − Uξ(s + (n − 1)t, ·)dl

∥∥∥∥∥∥∥
p

≤ CT t +
N∑

n=1

nt∫ ∥∥Uξ(t + l, ·) − Uξ(t + (n − 1)t, ·)∥∥
p

dl
(n−1)t
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≤ Ct.

Since we can choose any t > 0, it follows that

∥∥∥∥∥∥yξ (s, ·) − yξ (t, ·) −
s∫

t

Uξ (l, ·)dl

∥∥∥∥∥∥
p

= 0,

which means that yξ (t, ·) − 1 satisfies the following integral equation in L2(R) ∩ L∞(R)

yξ (s, ξ) = yξ (t, ξ) +
s∫

t

Uξ (l, ξ)dl. (3.48)

3.4. The integral equation for Uξ

Since U(t, ξ) is a solution to (3.40b), we can write for any t < s and any ξ < ξ̄ ,

U(s, ξ̄ ) − U(s, ξ) = U(t, ξ̄ ) − U(t, ξ) −
s∫

t

Q(l, ξ̄ ) − Q(l, ξ)dl. (3.49)

Since we want to follow the same lines as for deriving (3.48), we need to have a closer look at 
the integrand. Using integration by parts, Q(t, ξ) can be written as

Q(t, ξ) = −1

2
V (t, ξ) + 1

4

∫
R

e−|y(t,ξ)−y(t,η)|(2UUξ + Vyξ )(t, η)dη

= −1

2
V (t, ξ) + P̌ (t, ξ). (3.50)

We have shown earlier that the functions y, U , and H are Lipschitz continuous on [0, T ] ×R, 
which implies that yξ , Uξ , and Hξ are measurable and belong to L∞([0, T ] ×R). Thus, the set

S = {(t, ξ) ∈ [0, T ] ×R | yξ (t, ξ) = 0}

is Lebesgue measurable, which implies that 1S(t, ξ), the indicator function of S, is measurable. 
Thus also the function

Vξ (t, ξ) = 1SHξ (t, ξ)

is measurable on [0, T ] × R. Moreover, according to Tonelli’s theorem, see e.g. [8, Proposition 
5.2.1], the function

ξ 
→
s∫
Vξ (l, ξ)dl
t
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is measurable and for all ξ ∈R

ξ∫
−∞

s∫
t

Vξ (l, η)dldη =
s∫

t

ξ∫
−∞

Vξ (l, η)dηdl =
s∫

t

V (l, ξ)dl.

Consider now the function

g(ξ) =
ξ∫

−∞

s∫
t

Vξ (l, η)dldη =
s∫

t

V (l, ξ)dl,

which is increasing and Lipschitz continuous, and hence differentiable almost everywhere with 
derivative

gξ (ξ) =
s∫

t

Vξ (l, ξ)dl ∈ L2(R) ∩ L∞(R),

so that we can write

s∫
t

Q(l, ξ̄ ) − Q(l, ξ)dl = −1

2

s∫
t

V (l, ξ̄ ) − V (l, ξ)dl +
s∫

t

P̌ (l, ξ̄ ) − P̌ (l, ξ)dl

= −1

2
(g(ξ̄ ) − g(ξ)) +

s∫
t

P̌ (l, ξ̄ ) − P̌ (l, ξ)dl. (3.51)

For the difference involving P̌ , we use the following splitting

P̌ (l, ξ̄ ) − P̌ (l, ξ) = 1

4
(ey(t,ξ)−y(t,ξ̄ ) − 1)

ξ∫
−∞

ey(l,η)−y(l,ξ)(2UUξ + Vyξ )(l, η)dη

+ 1

4
(ey(t,ξ̄ )−y(t,ξ) − 1)

∞∫
ξ̄

ey(l,ξ)−y(l,η)(2UUξ + Vyξ )(l, η)dη

+ 1

4

ξ̄∫
ξ

(e2y(l,η)−y(l,ξ)−y(l,ξ̄ ) − 1)ey(l,ξ)−y(l,η)(2UUξ + Vyξ )(l, η)dη

+ 1

4

ξ∫
(ey(l,ξ)−y(l,ξ̄ ) − ey(t,ξ)−y(t,ξ̄ ))ey(l,η)−y(l,ξ)(2UUξ + Vyξ )(l, η)dη
−∞
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+ 1

4

∞∫
ξ̄

(ey(l,ξ̄ )−y(l,ξ) − ey(t,ξ̄ )−y(t,ξ))ey(l,ξ)−y(l,η)(2UUξ + Vyξ )(l, η)dη.

(3.52)

Furthermore, for any t ∈ [0, T ], Definition 2.6 (vii) implies

|UUξ(t, ξ)| ≤ Vξ (t, ξ) ≤ Hξ(t, ξ) for almost every ξ ∈ R (3.53)

and hence there exists C > 0 such that

4|P̌ (t, ξ)| ≤
∫
R

e−|y(t,ξ)−y(t,η)|(2Hξ + 2Hyξ )(t, η)dη ≤ C,

so that, by (3.49), (3.51), (3.52), (3.41), (3.23), and (3.42),

∣∣∣(U(s, ξ̄ ) − U(s, ξ)) − (U(t, ξ̄ ) − U(t, ξ)) − 1

2
(g(ξ̄ ) − g(ξ))

+ 1

4
(ey(t,ξ)−y(t,ξ̄ ) − 1)

s∫
t

ξ∫
−∞

ey(l,η)−y(l,ξ)(2UUξ + Vyξ )(l, η)dηdl

+ 1

4
(ey(t,ξ̄ )−y(t,ξ) − 1)

s∫
t

∞∫
ξ̄

ey(l,ξ)−y(l,η)(2UUξ + Vyξ )(l, η)dηdl

∣∣∣

≤ 1

4

s∫
t

ξ̄∫
ξ

|e2y(l,η)−y(l,ξ)−y(l,ξ̄ ) − 1|ey(l,ξ)−y(l,η)(2Vξ + Vyξ )(l, η)dηdl

+ 1

4

s∫
t

ξ∫
−∞

|ey(l,ξ)−y(l,ξ̄ ) − ey(t,ξ)−y(t,ξ̄ )|ey(l,η)−y(l,ξ)(2Hξ + Hyξ )(l, η)dηdl

+ 1

4

s∫
t

∞∫
ξ̄

|ey(l,ξ̄ )−y(l,ξ) − ey(t,ξ̄ )−y(t,ξ)|ey(l,ξ)−y(l,η)(2Hξ + Hyξ )(l, η)dηdl

≤ 1

4

s∫
t

ξ̄∫
ξ

(y(l, ξ̄ ) − y(l, ξ))ey(l,ξ̄ )−y(l,η)(2Vξ + Vyξ )(l, η)dηdl

+ C

s∫
|(y(l, ξ̄ ) − y(l, ξ)) − (y(t, ξ̄ ) − y(t, ξ))|emaxl̄∈[t,s](k(l̄,ξ̄ )−k(l̄,ξ))

dl
t
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≤ C

s∫
t

(k(l, ξ̄ ) − k(l, ξ))ek(l,ξ̄ )−k(l,ξ)dl|ξ̄ − ξ |

+ C(s − t)(eC(s−t) − 1)‖Z(t, ξ̄ ) − Z(t, ξ)‖eC(ξ̄−ξ)

+ C(s − t)eC(s−t)

s∫
t

|U(l, ξ)| + max
ξ̂∈[ξ,ξ̄ ]

U2(l, ξ̂ ) + P̂ (l, ξ) + P̂ (l, ξ̄ )dleC(ξ̄−ξ)|ξ̄ − ξ |.

Dividing now both sides by ξ̄ − ξ and taking the limit as ξ̄ → ξ , we end up with

|Uξ (s, ξ) − Uξ(t, ξ) − 1

2

s∫
t

Vξ (l, ξ)dl

− 1

4

s∫
t

∫
R

sign(ξ − η)e−|y(l,ξ)−y(l,η)|(2UUξ + Vyξ )(l, η)dηdlyξ (t, ξ)|

≤ C(s − t)2eC(s−t)‖Zξ (t, ξ)‖

+ C(s − t)eC(s−t)

s∫
t

|U(l, ξ)| + U2(l, ξ) + 2P̂ (l, ξ)dl.

Furthermore, integration by parts yields

∫
R

sign(ξ − η)e−|y(l,ξ)−y(l,η)|(2UUξ + Vyξ )(l, η)dη = 2(U2 − 2P)(l, ξ),

and we can write

|Uξ(s, ξ) − Uξ (t, ξ) − 1

2

s∫
t

Vξ (l, ξ)dl − 1

2

s∫
t

(U2 − 2P)(l, ξ)dlyξ (t, ξ)|

≤ C(s − t)2eC(s−t)‖Zξ (t, ξ)‖

+ C(s − t)eC(s−t)

s∫
t

|U(l, ξ)| + U2(l, ξ) + 2P̂ (l, ξ)dl.

Taking the Lp norm for p = 2 or p = ∞ on both sides, applying the Minkowski inequality for 
integrals and recalling Lemma 3.6, (3.45), and (3.46), we finally have

∥∥∥∥∥∥Uξ(s, ·) − Uξ(t, ·) − 1

2

s∫
t

Vξ (l, ·)dl − 1

2

s∫
t

(U2 − 2P)(l, ·)dlyξ (t, ·)
∥∥∥∥∥∥

p

≤ C(s − t)2.
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Using once more Minkowski’s inequality for integrals, we can also conclude that for any t < s,

Uξ (s, ·) − Uξ(t, ·) − 1

2

s∫
t

Vξ (l, ·)dl − 1

2

s∫
t

(U2 − 2P)yξ (l, ·)dl ∈ L2(R) ∩ L∞(R).

Thus for any t such that Nt = s − t , we have using Lemma 3.6 once more

∥∥∥∥∥∥Uξ(s, ·) − Uξ(t, ·) − 1

2

s∫
t

Vξ (l, ·)dl − 1

2

s∫
t

(U2 − 2P)yξ (l, ·)dl

∥∥∥∥∥∥
p

≤
N∑

n=1

‖Uξ(t + nt, ·) − Uξ(t + (n − 1)t, ·)

− 1

2

nt∫
(n−1)t

Vξ (t + l, ·)dl − 1

2

nt∫
(n−1)t

(U2 − 2P)yξ (t + l, ·)dl‖p

≤
N∑

n=1

‖Uξ(t + nt, ·) − Uξ(t + (n − 1)t, ·)

− 1

2

nt∫
(n−1)t

Vξ (t + l, ·)dl − 1

2

nt∫
(n−1)t

(U2 − 2P)(t + l, ·)dlyξ (t + (n − 1)t, ·)‖p

+
N∑

n=1

∥∥∥∥∥∥∥
1

2

nt∫
(n−1)t

(U2 − 2P)(t + l, ·)(yξ (t + l, ·) − yξ (t + (n − 1)t, ·))dl

∥∥∥∥∥∥∥
p

≤ CT t + C

N∑
n=1

nt∫
(n−1)t

∥∥yξ (t + l, ·) − yξ (t + (n − 1)t, ·)∥∥
p

dl

≤ Ct.

Since we can choose any t > 0, it follows that

∥∥∥∥∥∥Uξ(s, ·) − Uξ(t, ·) − 1

2

s∫
t

Vξ (l, ·)dl − 1

2

s∫
t

(U2 − 2P)yξ (l, ·)dl

∥∥∥∥∥∥
p

= 0,

which means that Uξ(t, ·) satisfies the following integral equation in L2(R) ∩ L∞(R)

Uξ (s, ξ) = Uξ(t, ξ) + 1

2

s∫
Vξ (l, ξ)dl + 1

2

s∫
(U2 − 2P)yξ (l, ξ)dl.
t t
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3.5. The integral equation for Hξ

Since H(t, ξ) is a solution to (3.40c), we can write for any s < t and any ξ < ξ̄ ,

H(s, ξ̄ ) − H(s, ξ) = H(t, ξ̄ ) − H(t, ξ) +
s∫

t

(U3 − 2PU)(l, ξ̄ ) − (U3 − 2PU)(l, ξ)dl

= H(t, ξ̄ ) − H(t, ξ)

+ (U(t, ξ̄ ) − U(t, ξ))

×
s∫

t

(U2(l, ξ̄ ) + U(l, ξ̄ )U(l, ξ) + U2(l, ξ) − 2P(l, ξ̄ )dl

− 2

s∫
t

(P (l, ξ̄ ) − P(l, ξ))U(l, ξ)dl

+
s∫

t

(U2(l, ξ̄ ) + U(l, ξ̄ )U(l, ξ) + U2(l, ξ) − 2P(l, ξ̄ ))

× ((U(l, ξ̄ ) − U(l, ξ)) − (U(t, ξ̄ ) − U(t, ξ)))dl.

Observing that P and P̌ , given by (3.35) and (3.50), have the same structure, we can use a similar 
splitting to the one for P̌ in (3.52) and obtain, using (2.9), (2.10), Definition 2.6 (vii), (3.23), and 
(3.42),

|(H(s, ξ̄ ) − H(s, ξ)) − (H(t, ξ̄ ) − H(t, ξ))

− (U(t, ξ̄ ) − U(t, ξ))

s∫
t

(U2(l, ξ̄ ) + U(l, ξ̄ )U(l, ξ) + U2(l, ξ) − 2P(l, ξ̄ ))dl

+ 1

2
(ey(t,ξ)−y(t,ξ̄ ) − 1)

s∫
t

U(l, ξ)

ξ∫
−∞

ey(l,η)−y(l,ξ)(U2yξ + Vξ )(l, η)dηdl

+ 1

2
(ey(t,ξ̄ )−y(t,ξ) − 1)

s∫
t

U(l, ξ)

∞∫
ξ̄

ey(l,ξ)−y(l,η)(U2yξ + Vξ )(l, η)dηdl|

≤
s∫

t

2(U2(l, ξ̄ ) + U2(l, ξ) + P(l, ξ̄ ))|(U(l, ξ̄ ) − U(l, ξ)) − (U(t, ξ̄ ) − U(t, ξ))|dl

+ C

s∫
t

ξ̄∫
(y(l, ξ̄ ) − y(l, ξ))ey(l,ξ̄ )−y(l,ξ)(U2yξ + Vξ )(l, η)dηdl
ξ
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+ C

s∫
t

|(y(l, ξ̄ ) − y(l, ξ)) − (y(t, ξ̄ ) − y(t, ξ))|emaxl̄∈[s,t](k(l̄,ξ̄ )−k(l̄,ξ))
dl

≤ C

s∫
t

∥∥(Z(l, ξ̄ ) − Z(l, ξ)) − (Z(t, ξ̄ ) − Z(t, ξ))
∥∥dl

+ C

s∫
t

(k(l, ξ̄ ) − k(l, ξ))

ξ̄∫
ξ

2Vξ (l, η)dηdl

≤ C(eC(s−t) − 1)(s − t)
∥∥Z(t, ξ̄ ) − Z(t, ξ)

∥∥
+ CeC(s−t)(s − t)

s∫
t

|U(l, ξ)| + max
ξ̂∈[ξ,ξ̄ ]

U2(l, ξ̂ ) + P̂ (l, ξ) + P̂ (l, ξ̄ )dl|ξ̄ − ξ |

+ C

s∫
t

(k(l, ξ̄ ) − k(l, ξ))

ξ̄∫
ξ

2Vξ (l, η)dηdl.

Dividing now both sides by ξ̄ − ξ and taking the limit as ξ̄ → ξ , we end up with

|Hξ(s, ξ) − Hξ(t, ξ) −
s∫

t

3U2(l, ξ) − 2P(l, ξ)dlUξ (t, ξ) + 2

s∫
t

QU(l, ξ)dlyξ (t, ξ)|

≤ C(s − t)2
∥∥Zξ (t, ξ)

∥∥
+ CeC(s−t)(s − t)

s∫
t

|U(l, ξ)| + U2(l, ξ) + 2P̂ (l, ξ)dl.

Taking the Lp norm for p = 2 or p = ∞ on both sides, applying the Minkowski’s inequality for 
integrals, recalling Lemma 3.6, (3.45), and (3.46), we finally have

∥∥∥Hξ(s, ξ) − Hξ(t, ξ) −
s∫

t

3U2(l, ξ) − 2P(l, ξ)dlUξ (t, ξ)

+ 2

s∫
t

QU(l, ξ)dlyξ (t, ξ)

∥∥∥
p

≤ C(s − t)2.

Using once more Minkowski’s inequality for integrals, we can also conclude that for any t < s,

Hξ(s, ·) − Hξ(t, ·) −
s∫
(3U2Uξ − 2PUξ − 2QUyξ )(l, ·)dl ∈ L2(R) ∩ L∞(R).
t
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Thus, for any t such that Nt = t − s, we have using Lemma 3.6, (2.9), and (2.10) once more,

∥∥∥∥∥∥Hξ(s, ·) − Hξ(t, ·) −
s∫

t

(3U2Uξ − 2PUξ − 2QUyξ )(l, ·)dl

∥∥∥∥∥∥
p

=
N∑

n=1

‖Hξ(t + nt, ·) − Hξ(t + (n − 1)t, ·)

−
nt∫

(n−1)t

(3U2 − 2P)Uξ (t + l, ·)dl + 2

nt∫
(n−1)t

QUyξ (t + l, ·)dl‖p

≤
N∑

n=1

‖Hξ(t + nt, ·) − Hξ(t + (n − 1)t, ·)

−
nt∫

(n−1)t

(3U2 − 2P)(t + l, ·)dlUξ (t + (n − 1)t, ·)

+ 2

nt∫
(n−1)t

QU(t + l, ·)dlyξ (t + (n − 1)t, ·)‖p

+
N∑

n=1

∥∥∥∥∥∥∥
nt∫

(n−1)t

(3U2 − 2P)(t + l, ·)(Uξ (t + l, ·) − U(t + (n − 1)t, ·))dl

∥∥∥∥∥∥∥
p

+
N∑

n=1

2

∥∥∥∥∥∥∥
nt∫

(n−1)t

QU(t + l, ·)(yξ (t + l, ·) − yξ (t + (n − 1)t, ·))dl

∥∥∥∥∥∥∥
p

≤ CT t + C

N∑
n=1

nt∫
(n−1)t

∥∥yξ (t + l, ·) − y(t + (n − 1)t, ·)∥∥
p

dl

+ C

N∑
n=1

nt∫
(n−1)t

∥∥Uξ(t + l, ·) − U(t + (n − 1)t, ·)∥∥
p

dl

≤ Ct.

Since we can choose any t > 0, it follows that

∥∥∥∥∥∥Hξ(s, ·) − Hξ(t, ·) −
s∫
(3U2Uξ − 2PUξ − 2QUyξ )(l, ·)dl

∥∥∥∥∥∥ = 0, (3.54)
t p
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which means that Hξ(t, ·) satisfies the following integral equation in L2(R) ∩ L∞(R)

Hξ (s, ξ) = Hξ(t, ξ) +
s∫

t

(3U2Uξ − 2PUξ − 2QUyξ )(l, ξ)dl.

3.6. The final step in the proof of Theorem 3.1

So far we have seen that (y, U, V, H) are solutions to the system of integral equations corre-
sponding to (2.11a)–(2.11c), (2.13), (2.14), and (2.15a)–(2.15c) with

V (t, ξ) =
ξ∫

−∞
1{ξ∈R|yξ (t,ξ)�=0}(η)Hξ (t, η)dη.

Thus it remains to show that V (t, ξ) satisfies (2.11d) on [0, T ] ×R, i.e.,

V (t, ξ) =
ξ∫

−∞
(1 − 1{ξ |τ(ξ)≤t}(η))Hξ (t, η)dη. (3.55)

Introduce

�(t) = {ξ ∈ R | yξ (t, ξ) = 0 or y(t, ξ) is not differentiable},
then (3.55) holds if and only if

�(t) = {ξ | τ(ξ) ≤ t or y(t, ξ) is not differentiable} for all t ∈ [0, T ].
Furthermore, by (2.12), it suffices to show that for any s, t ∈ [0, T ] with t < s

ξ ∈ �(s) for almost every ξ ∈ �(t).

The function P̌ (t, ξ), given by (3.50), can be written as p̌(t, y(t, ξ)), where

p̌(t, x) = 1

4

∫
R

e−|x−y|(2uux + F)(t, y)dy,

with derivative

p̌x(t, x) = −1

4

∫
R

sign(x − y)e−|x−y|(2uux + F)(t, y)dy.

Moreover,

∥∥p̌x(t, ·)
∥∥∞ ≤ ν(t,R) ≤ ν(0,R) = C for all t ∈ [0, T ],
517



K. Grunert Journal of Differential Equations 412 (2024) 474–528
which implies that for any ξ < ξ̄

|P̌ (t, ξ̄ ) − P̌ (t, ξ)| = |p̌(t, y(t, ξ̄ )) − p̌(t, y(t, ξ))| ≤ C|y(t, ξ̄ ) − y(t, ξ)|.
Thus, by (3.50)

|Q(t, ξ̄ ) − Q(t, ξ) + 1

2
(V (t, ξ̄ ) − V (t, ξ))| ≤ C|y(t, ξ̄ ) − y(t, ξ)|. (3.56)

Next we establish that for any s > t ,

Uξ (s, ξ) ≥ 0 for almost every ξ ∈ �(t).

Let ξ < ξ̄ and recall the integral equation (3.40b), which combined with (3.56) yields

−(U(s, ξ̄ ) − U(s, ξ)) ≤ −(U(t, ξ̄ ) − U(t, ξ)) − 1

2

s∫
t

V (l, ξ̄ ) − V (l, ξ)dl

+ C

s∫
t

y(l, ξ̄ ) − y(l, ξ)dl, (3.57)

where the first integral on the right hand side is negative.
Using once more (3.40a)–(3.40b) and (3.56), we obtain for any t ≤ l ≤ s

y(l, ξ̄ ) − y(l, ξ) = y(t, ξ̄ ) − y(t, ξ) + (l − t)(U(t, ξ̄ ) − U(t, ξ))

−
l∫

t

m∫
t

Q(n, ξ̄ ) − Q(n, ξ)dndm

≤ y(t, ξ̄ ) − y(t, ξ) + (l − t)(U(t, ξ̄ ) − U(t, ξ))

+ 1

2

l∫
t

m∫
t

V (n, ξ̄ ) − V (n, ξ)dndm

+ C

l∫
t

m∫
t

y(n, ξ̄ ) − y(n, ξ)dndm

≤ y(t, ξ̄ ) − y(t, ξ) + (s − t)|U(t, ξ̄ ) − U(t, ξ)|

+ 1

2
(s − t)

s∫
t

V (n, ξ̄ ) − V (n, ξ)dl

+ C(s − t)

l∫
t

y(n, ξ̄ ) − y(n, ξ)dn,
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which implies, using Gronwall’s inequality,

y(l, ξ̄ ) − y(l, ξ) ≤ eC(s−t)(l−t)
(
y(t, ξ̄ ) − y(t, ξ) + (s − t)|U(t, ξ̄ ) − U(t, ξ)|

+ 1

2
(s − t)

s∫
t

V (n, ξ̄ ) − V (n, ξ)dn
)
.

Plugging now this very last inequality into (3.57), we end up with

−(U(s, ξ̄ ) − U(s, ξ)) ≤ −(U(t, ξ̄ ) − U(t, ξ)) + CeC(s−t)2
(s − t)2|U(t, ξ̄ ) − U(t, ξ)|

+ CeC(s−t)2
(s − t)(y(t, ξ̄ ) − y(t, ξ))

− 1

2
(1 − CeC(s−t)2

(s − t)2)

s∫
t

V (l, ξ̄ ) − V (l, ξ)dl

≤ −(U(t, ξ̄ ) − U(t, ξ)) + CeC(s−t)2
(s − t)2|U(t, ξ̄ ) − U(t, ξ)|

+ CeC(s−t)2
(s − t)(y(t, ξ̄ ) − y(t, ξ)),

if CeC(s−t)2
(s − t)2 < 1. Dividing now both sides by ξ̄ − ξ and taking the limit as ξ̄ → ξ , we 

finally have for almost every ξ ∈R,

−Uξ(s, ξ) ≤ −Uξ(t, ξ) + CeC(s−t)2
(s − t)

(
(s − t)|Uξ(t, ξ)| + yξ (t, ξ)

)
.

For ξ ∈ �(t), the right hand side of the above inequality equals 0, and hence we have shown that

Uξ (s, ξ) ≥ 0 for almost every ξ ∈ �(t). (3.58)

Furthermore, by (3.40a), Definition 2.6 (vii), (3.41), and (3.23),

y(s, ξ̄ ) − y(s, ξ) = y(t, ξ̄ ) − y(t, ξ) +
s∫

t

U(l, ξ̄ ) − U(l, ξ)dl

≤ y(t, ξ̄ ) − y(t, ξ) +
s∫

t

k(l, ξ̄ ) − k(l, ξ)dl

≤ y(t, ξ̄ ) − y(t, ξ) +
s∫

t

eMldl(ξ̄ − ξ)

= y(t, ξ̄ ) − y(t, ξ) + 1

M
(eMs − eMt )(ξ̄ − ξ)

≤ y(t, ξ̄ ) − y(t, ξ) + (s − t)eMT (ξ̄ − ξ).
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Dividing now both sides by ξ̄ − ξ and taking the limit as ξ̄ → ξ , we finally have for almost every 
ξ ∈R,

yξ (s, ξ) ≤ yξ (t, ξ) + (s − t)eMT .

Choosing now ξ ∈ �(t) in the above inequality, we end up with

yξ (s, ξ) ≤ (s − t)eMT for almost every ξ ∈ �(t). (3.59)

Finally, we relate yξ (t, ξ) to the pair (u, ν)(t). Therefore pick a relabeling function g, then 
the mapping Lg : D → F given by

ŷ(ξ) = sup{x | x + ν((−∞, x)) < g(ξ)},
Ĥ (ξ) = g(ξ) − ŷ(ξ),

Û (ξ) = u(ŷ(ξ)),

V̂ (ξ) =
ŷ(ξ)∫

−∞
(u2 + u2

x)(z)dz =
ξ∫

−∞
Ĥξ (η)1{ξ |ŷξ (ξ)�=0}(η)dη

associates to each element (u, ν) a quadruple (ŷ, Û , V̂ , Ĥ ). Furthermore, a closer look at Defi-
nition 2.9 reveals that

Lg((u, ν)) = L((u, ν)) • g,

i.e., L and Lg map to the same equivalence class, but different representatives, in Lagrangian 
coordinates. In addition, most of the properties of L carry over to Lg . In particular, choosing 
g(ξ) = k(t, ξ), we have Lk(t,·)((u(t), ν(t)) = (y, U, V, H)(t). Furthermore, one can establish 
as in the proof of [19, Theorem 3.8] that for almost every ξ either yξ (t, ξ) = Uξ(t, ξ) = 0 and 
y(t, ξ) ∈ supp(νsing(t)) or Uξ(t, ξ) = ux(t, y(t, ξ))yξ (t, ξ) and

(1 + u2
x(t, y(t, ξ)))yξ (t, ξ) = kξ (t, ξ). (3.60)

Moreover, one has for almost every ξ that ux(t, y(t, ξ)) > 0 implies Uξ (t, ξ) ≥ 0, while 
ux(t, y(t, ξ)) < 0 yields Uξ(t, ξ) ≤ 0. Recalling (3.60), Lemma 3.3, and (2.1), it follows that 
if Uξ(t, ξ) ≥ 0, then either

yξ (t, ξ) = 0 or yξ (t, ξ) ≥ e−Mt

1 + D2 > 0. (3.61)

Comparing now (3.59) and (3.58) with (3.61) yields that all of them can only be satisfied if for 
all t ≤ s

yξ (t, ξ) = 0 implies yξ (s, ξ) = 0 for almost every ξ ∈R,

which is equivalent to ξ ∈ �(s) for almost every ξ ∈ �(t).
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To complete the proof of Theorem 3.1 one observation is important. When deriving a lower 
bound on Uξ(t, ξ) in this section, we encountered for the first time a condition on the choice 
of T , namely CT 2eCT 2

< 1, where C = ν(0, R) and hence independent of time. Thus we have 
so far only shown that on a small time interval [0, T ] the solution (u, ν) coincides with the 
dissipative solution constructed in [15] and hence is unique. But the above argument can be 
carried out on any interval [T1, T2], whose length T2 − T1 satisfies C(T2 − T1)

2eC(T2−T1)
2
< 1, 

so that considering the chain of intervals [0, T ], [ 1
2T , 32T ], [T , 2T ], [ 3

2T , 52T ], . . . , finishes the 
proof of Theorem 3.1.

4. Uniqueness of weak dissipative solutions u

The set D of Eulerian coordinates equipped with the equivalence relation given by Defini-
tion 2.2 allows to identify each u ∈ H 1

u (R) with an equivalence class in D. If the solution operator 
from [15], which associates to each pair (u0, ν0) ∈ D the corresponding unique weak dissipative 
solution (u, ν), see Theorem 3.1, respects this equivalence relation, the following result holds.

Theorem 4.1. For any initial data u0 ∈ H 1
u (R) the Camassa–Holm equation has a unique global 

weak dissipative solution u in the sense of Definition 2.5.

It therefore remains to prove the following lemma.

Lemma 4.2. Given two weak dissipative solutions (uA, νA) and (uB, νB) with initial data 
(u0,A, ν0,A) and (u0,B, ν0,B) in the sense of Definition 2.3. If

u0,A = u0,B, (4.1)

then

uA(t) = uB(t) for all t ≥ 0.

Proof. It suffices to prove the claim for dν0,A = (u2
0,A +u2

0,A,x)dx, which we assume from now 
on.

Let L((u0,i , ν0,i )) = (y0,i , U0,i , V0,i , H0,i ) for i = A, B . We claim there exists an increasing 
and Lipschitz continuous function g such that

(y0,A ◦ g,U0,A ◦ g,V0,A ◦ g) = (y0,B,U0,B,V0,B). (4.2)

Since V0,A = H0,A,

y0,A(ξ) + V0,A(ξ) = ξ for all ξ ∈ R.

For V0,B(ξ), on the other hand, we have that

V0,B,ξ (ξ) = 1{ξ |y0,B,ξ (ξ)�=0}(ξ)H0,B,ξ (ξ) for all ξ ∈ R, (4.3)

which implies that
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y0,B(ξ) + V0,B(ξ) = y0,B(ξ) + H0,B(ξ) + V0,B(ξ) − H0,B(ξ)

= ξ −
ξ∫

−∞
(1 − 1{ξ |y0,B,ξ (ξ)�=0}(η))H0,B,ξ (η)dη,

where the function on the right hand side is increasing and Lipschitz continuous with Lipschitz 
constant at most one. Introduce

g(ξ) = ξ −
ξ∫

−∞
(1 − 1{ξ |y0,B,ξ (ξ)�=0}(η))H0,B,ξ (η)dη, (4.4)

then

y0,B(ξ) + V0,B(ξ) = g(ξ) = y0,A(g(ξ)) + V0,A(g(ξ)) for all ξ ∈ R. (4.5)

Having identified a candidate for the function g we are looking for, it remains to show that 
(4.2) holds. If y0,A ◦ g �= y0,B , then there exists a ξ̄ ∈ R such that y0,A(g(ξ̄ )) �= y0,B(ξ̄ ) and 
without loss of generality we assume

y0,A(g(ξ̄ )) < y0,B(ξ̄ ). (4.6)

Definition 2.9 implies that

V0,i (ξ) =
y0,i (ξ)∫
−∞

(u2
0,i + u2

0,i,x)dx for all ξ ∈R and i = A,B,

which combined with (4.1) and (4.5) yields

y0,B (ξ̄ )∫
−∞

(u2
0,A + u2

0,A,x)dx =
y0,B (ξ̄ )∫
−∞

(u2
0,B + u2

0,B,x)dx = V0,B(ξ̄ )

< V0,A(g(ξ̄ )) ≤
y0,A(g(ξ̄ ))∫

−∞
(u2

0,A + u2
0,A,x)dx.

Since the above inequality can only hold if y0,B(ξ̄ ) ≤ y0,A(g(ξ̄ )), we end up with a contradiction 
to (4.6). Thus y0,A ◦ g = y0,B , V0,A ◦ g = V0,B , and, by Definition 2.9,

U0,A ◦ g = u0,A ◦ y0,A ◦ g = u0,A ◦ y0,B = u0,B ◦ y0,B = U0,B,

which finishes the proof of (4.2).
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Next, we show

(yA,UA,VA)(t, g(ξ)) = (yB,UB,VB)(t, ξ) for all ξ ∈R and t ≥ 0. (4.7)

The function g, given by (4.4), is increasing and Lipschitz continuous, and hence differen-
tiable almost everywhere with derivative

gξ (ξ) = 1 + (V0,B,ξ − H0,B,ξ )(ξ) =
{

0, if ξ ∈ Ŝ,

1, otherwise
(4.8)

where

Ŝ = {ξ ∈ R | y0,B,ξ (ξ) = 0}. (4.9)

Furthermore, for every t ≥ 0, the functions (yA(t, ·), UA(t, ·), HA(t, ·)) are Lipschitz continuous, 
which implies that also VA(t, ·) is Lipschitz continuous, since

|VA(t, ξ1) − VA(t, ξ2)| ≤ |HA(t, ξ1) − HA(t, ξ2)| for all ξ1, ξ2 ∈R,

and hence

(yA(t, g(ξ)))ξ = (UA(t, g(ξ)))ξ = (VA(t, g(ξ)))ξ = 0 for almost every ξ ∈ Ŝ.

Finally, by (4.9), (2.15), and Definition 2.6 (vii), we have

(yA(t, g(ξ)))ξ = 0 = yB,ξ (t, ξ),

(UA(t, g(ξ)))ξ = 0 = UB,ξ (t, ξ),

(VA(t, g(ξ)))ξ = 0 = VB,ξ (t, ξ),

for almost every ξ ∈ Ŝ.
Next, introduce the set

Z = Ŝ ∪ {ξ ∈ R | y0,B or g are not differentiable},

which satisfies meas(Z) = meas(Ŝ). Then the definition of Ŝ and the fact that g is Lipschitz 
continuous imply that meas(g(Z)) = 0. Furthermore, y0,A is differentiable almost everywhere 
on g(Z)c and hence

(y0,A(g(ξ)))ξ = y0,A,ξ (g(ξ))gξ (ξ) = y0,B,ξ (ξ) for almost every ξ ∈ Zc.

To finish the proof of (4.7) a generalized relabeling argument as for showing [18, Proposition 
5.4] can be used, which we do not repeat here.

Finally, we can apply the mapping M to go back to Eulerian coordinates as follows. Let 
(t, x) ∈ R+ ×R, then there exists ξ ∈ R such that
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yA(t, g(ξ)) = x = yB(t, ξ),

and hence

uA(t, x) = UA(t, g(ξ)) = UB(t, ξ) = uB(t, x). �
Data availability
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Appendix A. A peakon-antipeakon example

Over the last 20 years the so-called peakon-antipeakon solution has attracted a lot of attention, 
since wave breaking occurs and the weak solution cannot be uniquely continued thereafter, see, 
e.g., [22,15,16]. Moreover, this solution can be computed explicitly and hence is a rich source of 
inspiration when developing analytical methods as well as numerical algorithms.

Given p(0) > 0 and q(0) < 0, let

u(0, x) = p(0)(e−|x−q(0)| − e−|x+q(0)|), (A.1)

and set

D2 = p2(0)(1 − e2q(0)).

Denoting by t∗ > 0 the time when wave breaking occurs, which is given by

t∗ = 1

2D
ln

(
p(0) + D

p(0) − D

)
,

the dissipative peakon-antipeakon solution with initial data (A.1) reads

u(t, x) =
{

p(t)(e−|x−q(t)| − e−|x+q(t)|), (t, x) ∈ [0, t∗) ×R,

0, otherwise,

where p(t) > 0 and q(t) < 0 are given by

p(t) = D
1 + e2D(t−t∗)

1 − e2D(t−t∗) and q(t) = ln

(
2eD(t−t∗)

1 + e2D(t−t∗)

)
.

In particular,

lim
t→t∗

u(t, x) = 0 for all x ∈R

and u(t, x) is continuous on R+ ×R (Fig. 1).
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Fig. 1. Plot of the function u(t, x) for t ∈ [−1, 1.5] with t∗ = 1 and D = 1. Note that the time axis has a different 
orientation than usual.

The function

F(t, x) =
x∫

−∞
(u2 + u2

x)(t, y)dy,

which is given by

F(t, x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

⎧⎪⎨
⎪⎩

D2(1 − e2q(t))e2(x−q(t)), x < q(t),

2D2 + 2p2(t)e2q(t) sinh(2x), q(t) < x < −q(t),

4D2 − D2(1 − e2q(t))e−2(x+q(t)), −q(t) < x,

t ∈ [0, t∗),

0, t ∈ [t∗,∞),

is not continuous, since

lim
t↑t∗

F(t, x) =
{

0, x < 0,

4D2, 0 < x.

A closer look reveals that F(t, x) is continuous on (R+ ×R)\H and F(t, x) has a jump of height 
4D2 when crossing the half line H , which is given by H = {(t∗, x) | x ∈ [0, ∞)}. In addition, 
observe that for each t ∈ R+, the function F(t, ·) is absolutely continuous (Fig. 2).

Also the functions p(t, x) and px(t, x) can be computed explicitly. For any t ∈ [0, t∗), the 
function p(t, x) is given by
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Fig. 2. Plot of the function F(t, x) for t ∈ [−1, 1.5] with t∗ = 1 and D = 1. Note that the time axis has a different 
orientation than usual.

p(t, x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
4

D4

p2(t)
(ex+q(t) − 2e2(x−q(t)) + 3ex−q(t))

− 1
2 (p2(t) − D2)ex(sinh(q(t)) + sinh(3q(t))), x < q(t),

1
4

D4

p2(t)
(eq(t)−x + ex+q(t))

+ 1
2 (p2(t) − D2)

( − 2 cosh(2x) − 2

+ cosh(x)(3e−q(t) + 2eq(t) − e3q(t))
)
, q(t) < x < −q(t),

1
4

D4

p2(t)
(e−x+q(t) − 2e−2(x+q(t)) + 3e−(x+q(t))),

− 1
2 (p2(t) − D2)e−x(sinh(q(t)) + sinh(3q(t))), −q(t) < x,

while

p(t, x) = 0 for all (t, x) ∈ [t∗,∞) ×R.

Furthermore,

lim
t↑t∗

p(t, x) = D2e−|x|,

which implies that p(t, x) is continuous on (R+ × R)\L and has a jump when crossing the 
line L = {(t∗, x) | x ∈ R}. Observe that while F(t, x) only has a jump along the half line H
starting at the point (t∗, 0), p(t, x) has a jump along the line L. Furthermore, for any t ∈ R+, 
the function p(t, ·) is continuous. Moreover, it can be shown that for each Lipschitz continuous 
curve σ(t) : [T1, T2] → R with 0 ≤ T1 < T2 ≤ T , the function g(t) = p(t, σ(t)) has at most one 
jump at t = t∗ and is a function of bounded variation (Fig. 3).
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Fig. 3. Plot of the function p(t, x) for t ∈ [−1, 1.5] with t∗ = 1 and D = 1. Note that the time axis has a different 
orientation than usual.

For any t ∈ [0, t∗), the function px(t, x) is given by

px(t, x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
4

D4

p2(t)
(ex+q(t) − 4e2(x−q(t)) + 3ex−q(t))

− 1
2 (p2(t) − D2)ex(sinh(q(t)) + sinh(3q(t))), x < q(t),

1
4

D4

p2(t)
(−eq(t)−x + ex+q(t))

+ 1
2 (p2(t) − D2)

( − 4 sinh(2x)

+ sinh(x)(3e−q(t) + 2eq(t) − e3q(t))
)
, q(t) < x < −q(t),

1
4

D4

p2(t)
(−e−x+q(t) + 4e−2(x+q(t)) − 3e−(x+q(t))),

+ 1
2 (p2(t) − D2)e−x(sinh(q(t)) + sinh(3q(t))), −q(t) < x,

while

px(t, x) = 0 for all (t, x) ∈ [t∗,∞) ×R.

Furthermore,

lim
t↑t∗

px(t, x) = sign(x)D2e−|x|,

which implies that px(t, x) is continuous on (R+ ×R)\L and has a jump when crossing the line 
L = {(t∗, x) | x ∈ R}. Again, observe that while F(t, x) only has a jump along the half line H
starting at the point (t∗, 0), px(t, x) has a jump along the line L. Furthermore, for any t ∈ R+, 
the function px(t, ·) is continuous.
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