
International Journal of Information Security
https://doi.org/10.1007/s10207-024-00872-6

REGULAR CONTRIBUT ION

The awareness of operators: a goal-directed task analysis in SOCs
for critical infrastructure

Håvard Jakobsen Ofte1

Accepted: 4 June 2024
© The Author(s) 2024

Abstract
Security operation centers (SOCs) are increasingly established tomeet the growing threat against cyber security. The operators
of SOCs respond to complex incidents under time constraints.Within critical infrastructure, the consequences of human error or
low performance in SOCsmay be detrimental. In other domains, situation awareness (SA) has proven useful to understand and
measure how operators use information and decide the correct actions. Until now, SA research in SOCs has been restricted by
a lack of in-depth studies of SAmechanisms. Therefore, this study is the first to conduct a goal-directed task analysis in a SOC
for critical infrastructure. The study was conducted through a targeted series of unstructured and semi-structured interviews
with SOC operators and their leaders complemented by a review of documents, incident reports, and in situ observation of
work within the SOC and real incidents. Among the presented findings is a goal hierarchy alongside a complete overview
of the decisions the operators make during escalated incidents. How the operators gain and use SA in these decisions is
presented as a complete set of SA requirements. The findings are accompanied by an analysis of contextual differences in
how the operators prioritize goals and use information in network incidents and security incidents. This enables a discussion
of what SA processes might be automated and which would benefit from different SA models. The study provides a unique
insight into the SA of SOC operators and is thus a steppingstone for bridging the knowledge gap of Cyber SA.

Keywords Cyber security · Security operations center (SOC) · Critical infrastructure · Incident response · Situation
awareness · Human factors

1 Introduction

Cyber security is of growing concern for society, especially
in relation to critical infrastructures. Critical infrastructure
is defined by the European Union as assets or systems that
are “essential for the maintenance of vital societal func-
tions, health, safety, security, economic or social well-being
of people” [1]. Critical infrastructures are rapidly becoming
industrial cyber-physical systems with the convergence of
information and operational technology [2]. This makes crit-
ical infrastructure increasingly vulnerable to cyber incidents
highlighting the need for improved cyber security and train-
ing across critical sectors [3]. There is meanwhile a growing
realization within research that human factors are essential
aspects of cyber security. This is highlightedby investigations
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into the causes of cyber security incidentswhich estimate that
half of all incidents are in some way caused by human error
[4]. This shows the large potential for improving security
through understanding human performance in this domain. It
is not sufficient to develop and implement technical solutions
to achieve cyber security. We must consider the decisions
and actions of the people responsible for using the tools that
are developed. Situation Awareness (SA) is a large field of
research specifically aimed at investigating the processes that
can lead to human error in contexts of critical importance.
The research on howSAaffects performance spansmany dif-
ferent operational contexts [5]. Some examples include how
SA is essential to preserve power system security [6], how it
predicts surgery performance [7], and how it can explain and
prevent aviation accidents [8]. SA has many definitions, but
can most generally be described as “the process of gathering
information about a situation and converting this informa-
tion into an awareness that can differentiate between the
suitability of potential actions” [9].
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The amount of research on SA within cyber security
is growing, but we do not have sufficient in-depth knowl-
edge of SA processes in this domain. Several reviews have
pointed to a lack of empirical evidence regarding SA in cyber
security [10, 11]. Much of the existing research is aimed
towards developing tools that will improve human perfor-
mance through SA. This research often assumes that such
tools improve SA, although this has largely not been empir-
ically tested [9]. The lack of empirical research leaves a
considerable gap in our knowledge of how SA impacts cyber
security. One recent review concluded that to fill this gap the
research community should “(1) understand what cyber SA
is from the human operators’ perspectives, then (2) measure
it so that (3) the community can learn whether SA makes a
difference in meaningful ways to cybersecurity, and whether
methods, technology, or other solutions would improve SA
and thus, improve those outcomes.” [11]. If we are to close
this gap, we need research that specifically investigates the
mental processes of SA for those working within cyber secu-
rity. Then we can identify what constitutes good SA in this
context, and how we can ensure and improve it.

One of the major challenges for SA research on cyber
security is access to respondents. To investigate SA mecha-
nisms researchers must gain access to operators and their
working environments. There have been relatively few
attempts to directly investigate SAwithin cyber security. Sev-
eral studies report challenges due to the lack of access to
respondents [12–14]. Much of the existing research is con-
ducted in educational settings or exercises as part of public
conventions. One proposition is to investigate SA in defined
groups of cyber security specialists responsible for specific
networks and services [9]. Such groups are often referred to
as security operations centers (SOCs). SOCs within critical
infrastructure have many of the same characteristics as set-
tings where SA has been researched before. In other fields
like aviation, control rooms, andfirst responders, researchhas
resulted in the operationalization of SA mechanisms [15].
This has in turn enabled empirical testing of SA’s impact
on human performance [5]. The results of the SA research
in other fields hold a promise of increased human perfor-
mance, but it is only through an in-depth understanding of
SA mechanisms that such results will be realized. In-depth
understanding can only be achieved with sufficient access to
the human operators and their environment.

The first step for investigating SA in SOCs is an analy-
sis of the goals and decisions that are performed and what
information is required for the operators to gain sufficient SA
during incidents. Methods of task analysis (TA) have been
developed to achieve this first step but have not yet been
rigorously performed within SOCs. When TAs aimed at SA
are conducted in new contexts it is recommended to per-
form a goal-directed task analysis (GDTA) which also maps
and prioritizes the goals and decisions within the specific

context [16]. This study aims to conduct a full-scale GDTA
establishing the requirements for SA in a SOC for critical
infrastructure during incidents. This includes investigating
the goals, the decisions, and the information required by the
SOC operators. In addition, this study investigates different
timelines of decisions and goal completion based on different
types of incidents. The study aims to answer the following
research questions:

• RQ1: What are the goals of the SOC and how are they
prioritized?

• RQ2: What decisions are made by the operators during
incidents and what are the related SA requirements?

• RQ3: How do the prioritization of goals and order of deci-
sions differ between types of incidents?

The performed GDTA answers RQ1 and RQ2. An addi-
tional investigation of incident timelines answers RQ3.

The contributions of this study are as follows:

• It is the first to complete a full GDTA within the context
of SOCs for critical infrastructure.

• It provides empirically based knowledge of the SA require-
ments for SOC operators during incidents. This gives
unique insights into the SA mechanisms of operators
responsible for cyber security within critical infrastruc-
ture.

• It provides maps of the SOC operators’ goals, timelines
of how they handle incidents, and a detailed descrip-
tion of how they gather, process, and utilize information
to gain SA. This is achieved by performing interviews,
reviewing incident reports, and observing SOC operators
in their actual working environment. The gained insight is
discussed and compared with the current theoretical foun-
dations of Cyber SA.

• The results shed light on howdifferent theories andmodels
of Cyber SA can be related to different SA processes rather
than being different explanations of the same phenomena.

The remainder of the paper is structured as follows: Sect. 2
presents the background of the study and related work.
Section 3 describes the research methodology, whilst Sect. 4
presents the results. Section 5 discusses the results and Sect. 6
summarizes the conclusions.

2 Background and related work

In the following, the relevant research related to the study
at hand is presented. First, the concept of SA is presented
in Sect. 2.1. This includes a presentation of the most recog-
nized theoretical model explaining SA as a cognitive process
consisting of 3 levels of human information processing. The
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section also gives a short presentation of how SA has been
conceptualized in groups and at a systemic level. Section 2.2
describes how SA has gained growing interest in cyber secu-
rity research. It further describes how much of the existing
Cyber SA research has been focused on developing tools
that alleviate human operators’ SA processes with a lack of
empirical SA measurements. A short description of recog-
nized methods of measuring SA is also given. In Sect. 2.3 the
existing research on SA in teams of cyber security operators
is presented. It is explained how such groups are compara-
ble to other contexts where SA research has proven useful
before. Lastly, it is explained how a lack of in-depth analy-
ses of SA processes within this context is a major barrier to
empirically investigating the impact of SA, and thus a key
for bridging the recognized research gap this study is aimed
at.

2.1 The concept of SA

SA is a widely researched topic within human factors. The
challenge of gaining and maintaining a good awareness of a
situation is intrinsic inmanydomains. The challengehas been
exacerbated by information technology enabling humans to
monitor and control complex systems. The research on SA
was mainly developed within piloting and airspace control.
The theory and methods of SA have later been adapted to
other domains where human performance is essential, such
as control rooms of nuclear power plants, military command,
and surgery [17].

Themost recognized theory of SAwas developed by End-
sley and is based on cognitive psychology [17]. The theory
focuses on individual information processing and defines SA
as «the perception of the elements in the environment within a
volume of time and space, the comprehension of their mean-
ing, and the projection of their status in the near future» [18].
This definition is based on the recognition of 3 levels of pro-
cessing information namely perception, comprehension, and
projection. Human operators first perceive elements in their
situation which is then comprehended to gain understand-
ing. Then this understanding is used in the projection of the
situation’s future status to assess the suitability of different
actions. This process is influenced by external factors related
to tasks and the systems that are operated alongside individ-
ual factors related to differences in the mental processing of
information. Figure 1 presents Endsley’s model of SA show-
ing how information in the environment is processed in 3
levels leading to decisions and actions which in turn feed
back into the operator’s environment.

Theoretical development within SA research has led to
several models that explain SA at different levels of opera-
tion. The different theories of SA can be categorized into 3
groups based on what level they conceptualize SA [9]. At
the individual level, Endsley’s cognitive model is still the

most recognized and by many regarded as the de-facto stan-
dard. At the group level, Team SA focuses on the aggregate
of individuals’ SA, while Shared SA focuses on the overlap
between individuals’ SA [15]. These group-level SA mod-
els are largely based on Endsley’s individual model but are
extended to explain SA in groups. Distributed SA conceptu-
alizes SA at the systemic level as a product of the interactions
between both human and technical agents [19]. Distributed
SA is a systemic theory and does not adhere to the notion
that SA only resides in the operators as mental processes.
There has been some contention between Distributed SA and
theories based on Endsley’s cognitive model [20].

2.2 SA in cyber security

Improvement of SA has been highlighted as a promising con-
tributing factor to cyber security [21]. Within cyber security,
there is growing interest in SA, but the theoretical founda-
tion of the SA research is sometimes unclear. Most of the
available research refers to Endsley’s theoretical model with
the addition of some more technically based theories of SA
related to data triage [9]. The termCyber SA gained adoption
from 2009 and is defined as a subset of SA relating to opera-
tor tasks aimed at cyber security [22]. A review from 2014 of
Cyber SA [10] showed that the research was mainly aimed at
developing tools that could improve Cyber SA.Nevertheless,
the reviewpointed to a clear lack of empirical research assess-
ing Cyber SA and its impacts. The knowledge gap regarding
an in-depth understanding of Cyber SA processes and their
relation to human performance in this domain was confirmed
in a later paper [11]. Most of the Cyber SA research trends
towards automatingprocesses using technical tools that could
alleviate human operators’ SA-related tasks. Still, systemic
SA theories are rarely used as a basis for this research. This
implies a mismatch between the goals of Cyber SA research
and the theoretical models used [9].

There are many available methods for measuring SA, but
they have not been sufficiently applied in the context of cyber
security. The methods are mostly developed within the theo-
retic framework of Endsley [23]. Measuring SA is a difficult
challenge as it needs to assess the quality of themechanismof
processing information. Direct observations through freeze
probes like SAGAT [24] are one of the most valid types of
measurement for human SA [5]. SAGAT establishes a realis-
tic simulation of tasks that are “frozen” at set intervals where
the participants are probed about their awareness of relevant
aspects of the situation [24]. Observer-rating is an alterna-
tive method where Subject Matter Experts (SMEs) rate the
participants’ SA based on observation during simulation [5].
Self-rating is used where participants rate their own SA, but
this method is criticized based on the prevalence of bias in
the measurements. Proxy measurements like eye-tracking
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Fig. 1 Endsley’s three-level SA model [18]

[23] are sometimes used, but these are dependent on valida-
tion through comparisonwithmore direct SAmeasurements.
Lastly, performancemeasures are often used as a supplement
for SA measurement so that relevant performance data can
be compared with corresponding measurements of SA [23].
Reviews of Cyber SA research show that there is a distinct
lack of empirical testing where SA is measured using recog-
nized methods [10, 11].

2.3 SA in SOCs

Within critical infrastructure, it is the SA of the person-
nel responsible for protecting digital systems that are most
relevant for cyber security [25]. These personnel are often
organized as groups of specialists responsible for the security
of a defined set of networks, services, and equipment. In this
article, such groups are termed SOCs. Within the research on
SOCs, there is a growing realization that the human aspect of
SOCs needs to be better understood. A recent review pointed
out that the interactions between the human operators and the
technology developed for SOCs need to be researched further

to gain the full potential of SOCs [26]. There is likewise a
growing realization that the performance of human operators
is highly reliant on correct mental models and that training
and exercises can benefit the operators in this aspect. The
development of cyber ranges demonstrates this development
[27]. One could argue that SA is a well-suited concept for
investigation in SOCs because this context is highly compa-
rable to other contexts where SA research has proven fruitful
before.

In the same way as for Cyber SA more generally, the SA
research within SOC settings is dominated by tool devel-
opment that promises improved SA. In a recent review, we
found that these promises are mostly based on assumptions.
Very few studies have empirically investigated SA within
SOCs. The studies that do assess SA mostly rely on per-
formance measures or proxy measures [9]. There are few
but noteworthy exceptions where multiple measurements are
used including freeze-probe measurements [28, 29].

The lack of SA measurement in the context of SOCs can
be attributed to missing in-depth analyses of SOC tasks.
In order to perform specific SA measurements like freeze
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probes or observer rating, one must first establish criteria for
what constitutes higher or lower quality of SA. This is highly
context-dependent and calls for an in-depth analysis of the
SAprocesseswithin the specific context of SOCs.Methods of
Task Analysis (TA) have been developed to gain such under-
standing of SA mechanisms within a specific context [30].
TAs are qualitative methods that map relevant tasks, deci-
sions, and SA requirements for human operators. To develop
rigorous measurement of SA in SOCs, such TAs are there-
fore an important first step that is largely missing within this
context.

Research attempting to conduct TAs in SOCenvironments
has been restricted by access to participants and observations
in their working environments. There are several examples
of mapping SOC-related tasks [31–42] but only a few stud-
ies document complete TAs aimed at SA [12, 13, 43–46].
One study from 2005 analyzed cyber defense tasks of infor-
mation assurance analysts across several organizations. The
few more recent studies that have conducted such TAs had
restricted scopes and only analyzed SA in a small set of tasks
or roles. One series of studies investigated the tasks and team
communication of cyber analysts [13, 44], one study inves-
tigated the network defense tasks of cyber analysts [12], and
a series of studies analyzed the tasks of log analysts [45, 46].
Many of the studies report that they had to make compro-
mises regarding the scope and choice of methods because
of restricted access. Several also stated that they would have
conducted GDTAs if they had gained sufficient access to do
so [12, 13]. GDTA is a recognized method for establishing
an in-depth understanding of SA processes in new contexts
[16]. There exists one reference and partial results from an
unpublishedGDTAfor cyber defenders conducted in 2010by
Connors et.al. [47]. Apart from this to the best of the author’s
knowledge, no complete GDTAs that investigate the SA pro-
cesses in SOCs have been published.

3 Methodology

The research setting is described in Sect. 3.1. Further, the
methodology of this study consists of two parts. The first
part of the study is a GDTA conducted according to existing
guidelines described in Sect. 3.2. The second is an additional
analysis of the variation of how goals are achieved by the
SOC during incidents described in Sect. 3.3. The presenta-
tion of the methodology is concluded by the analysis of its
limitations in Sect. 3.4.

3.1 Research setting

This study was conducted over one year in a SOC operat-
ing within Norwegian critical infrastructure. The SOC was
responsible for network management and cyber security

for large customers within the energy and manufacturing
domains. This included tasks of monitoring networks and
security systems as well as responding to incidents on a 24-h
basis. Over 30 operators were employed at the SOC having
varying degrees of experience ranging from 1 to over 15 +
years. Their roles ranged in level of responsibility and content
e.g., security operator, network operator, network technician,
operations coordinator, security executive, technical execu-
tive, and SOC director. Nevertheless, they all were counted
as SOC operators with overlapping tasks regarding incident
response.

The SOC had one main location serving critical infras-
tructures distributed geographically at a national scale. The
main location had one large operations control (OC) room
with 8 workstations each with several monitors and a wall of
largermonitors in view from all workstations. There was also
one smallerOC room similarly configured butwith fewer sta-
tions for operations coordination. The location also consisted
of conference rooms applied with retractable workstations.
These were used for incident response and allowed groups
to discuss incidents while seamlessly continuing their work-
station processes. Apart from this, there were 15 offices with
one or two workstations each. Only the SOC employees and
additional necessary staff had access to the SOC facilities.
Research access to the SOC was ensured by employment
as a researcher in the organization with the necessary secu-
rity clearances to discuss the operators’ work in depth and
observe their work in situ.

All respondents in the study gave informed consent, and
all information revealed in this article was reviewed and risk-
assessed regarding unwanted disclosure by the SOC, before
publication.

3.2 GDTAmethod

The first part of the study was a GDTA conducted following
recognized guidelines [16]. This method can be described
as an extensive qualitative process for establishing an in-
depth understanding of SA processes within a new context
[47]. GDTA method is comprised of a sequential series
of semi-structured interviews with subject matter experts
(SMEs). The process is described as an iterative one where
the results from one interview are implemented into the pre-
liminaryGDTA and used as a base for the next interview. The
GDTA can also be complementedwith reviews of documents
describing routines or documenting previous relevant events
[16]. 8 steps are prescribed in the guidelines for conducting
GDTAs that were followed throughout this first part of the
study [30]. These 8 steps are presented in Fig. 2.

The method of GDTA gains most of its empirical data
from interviews with SMEs. Within the guidelines of the
GDTA method, there are only general descriptions of how
the interviews are to be conducted [16, 30, 48]. In this study,
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Fig. 2 The steps of the GDTA method [30]

the interviews were conducted with aimed methodological
variations as described in Table 1. Empirical data gathered
from the interviews were complemented by reviews of doc-
uments and reports as well as observation of work within the
SOC. Each of the conducted steps of the GDTA is presented
in Table 1, including what questions were asked, the number
of respondents, and what data was collected.

Step 1 was initiated by a review of all relevant work
descriptions and manuals for the SOC operators. This
included role specifications and security guidelines as well
as routines for incident escalation, incident management,
and external communication. Then a series of 3 one-hour
long unstructured interviews were conducted with the SOC’s
director in Step 2. These interviews were not audio-recorded
but notes regarding the preliminary goal hierarchy were
made and discussed during the interviews. Choosing the SOC
director as the respondent in this step was done to gain the
best overview of the SOC’s goals. The SOC director had 15
+ years of experience. In Step 3 observations in the main
OC room of the SOC were conducted. These observations
were not made during the escalated incident response but
during regular monitoring and planned work. This allowed
the observation to consist of informal probing regarding how
the operators worked and the systems they used. The data
gathered in Steps 1–3 was used to develop a preliminary goal
hierarchy. This goal hierarchywas used together with all data

gathered in Steps 1–3 to make a preliminary GDTA in Step
4.

An interview guide was made based on recommended
GDTA guidelines [16] and this was used during the inter-
views in Step 5. Step 5 was conducted as six semi-structured
interviews with SOC operators. The interviews lasted a total
of over 6 h andwere audio-recorded to ensuremaximal infor-
mation retention. Choosing respondents in this stepwas done
to cover a wide array of different expertise areas within the
SOC. The six respondents had different roles in the SOC,
and their experience in their roles ranged from 3 to 10 years.
Three of the respondents worked as network operators, while
the other 3 worked as security operators. The respondents’
responsibilities had some overlap, but they all had different
specialist areas e.g., Intrusion Detection and Prevention Sys-
tems (IDPSs), Security Information and Event Management
Systems (SIEMs), firewalls, network architecture, network
diagnosis, and information securitymanagement.All the par-
ticipants had considerable experiencewith incident response.
The interviewguidewasgradually complementedbyupdated
GDTAs which were used as a starting point for consecu-
tive interviews. After each interview, the GDTAwas updated
based on the new information given by the respondents, as
recommended by existing guidelines [30]. In Step 6 all the
gathered data was reviewed and a revised GDTA was estab-
lished.
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Table 1 Overview of methods used, and data gathered in the GDTA

GDTA step Method used Questions asked Data
sources/respondents

Data volume Retrieved
data/results

1. Review the
Domain

Document review How is the incident
response of the
SOC operators
described?

Internal manuals and
work descriptions for
incident response

Approximately 200
pages of manuals
and work
descriptions

Notes, thought
maps,
descriptions

2. Initial
interviews

Informal interviews What are the goals of
the SOC during
incidents?

SOC-director 3 interviews of
60 min each

List of goals,
notes

3. Develop the
goal hierarchy

Analysis and
observation

How are the goals of
the SOC best
categorized and put
into a hierarchy?

Observation in the
main OC room
including informal
conversations with
present operators

12 h of observation
on 5 different
occasions

Preliminary goal
hierarchy, field
notes

4. Identify
decisions and
SA requirements

Analysis What are the goals,
decisions, and SA
requirements of the
SOC during
incidents?

All data gathered in
steps 1–3

All data gathered in
steps 1–3

Preliminary
GDTA

5. Additional
interviews/SME
review of GDTA

Semi-structured
interviews

What tasks, goals,
and decisions are
involved in
responding to
incidents? What
information is
required to make
the decision? How
do you assess and
use the
information? How
do you assess
potential
outcomes?

a) Network operator b)
Network operator c)
Network operator d)
Security operator e)
Security operator f)
Security operator
(3–10 years of
experience)

a) 75-min interview
b) 70-min interview
c) 40-min interview
d) 60-min interview
e) 80-min interview
f)50-min interview

Interview
recordings,
notes

6. Revise the
GDTA

Analysis of data Does the current
GDTA adequately
represent the
gathered data?

All gathered data from
steps 1–5

All gathered data
from steps 1–5

Revised GDTA

7. Repeat steps 5
and 6

Unstructured
interviews (a-b),
analysis of data (c)

Does the current
GDTA adequately
represent the goals,
decisions, and SA
requirements of the
SOC during
incidents and the
gathered data?

a) Security executive
b) Network executive
c) All gathered data
from steps 1–7

a) 35-min interview
b) 40-min interview
c) All gathered data
from steps 1–7

Interview notes,
revised GDTA

8. Validate the
GDTA

Observation of
real-time incidents
(a) and unstructured
interviews (b–d)

Does the current
GDTA adequately
represent the
incident response
in the SOC?

a) Observation of three
real-time escalated
incidents b) Security
operator c) Security
operator and network
operator d) Security
operator

a) Two
network-related
incidents and one
security-related
incident including
all meetings and
briefings. b)
100-min interview
c) 120-min
interview with two
respondents d)
40-min interview

Field notes,
interview notes,
final GDTA
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Step 7 was conducted as two unstructured interviews with
two of the SOC executives whowere responsible for network
and security operations respectively. The executives both had
15 + years of experience in their roles. Choosing respon-
dents in this step was done to enable a revision of the whole
GDTA based on experience in having an overview of oper-
ations as well as knowing the details involved. Step 7 also
involved a revision of the GDTA based on feedback from
the initial peer review of the reported results. The GDTA
was finally validated in Step 8. This involved the observa-
tion of 3 real-time escalated incidents, two of which were
network-related and one security-related. A comparison of
the observations made and the revised GDTA was enabled
by asking specific questions during the incident evaluation
meetings. This confirmed the match between the established
GDTA and the actual observed incident responses. Finally, a
series of 3 interviews with a total of 4 respondents were con-
ducted to validate the final GDTA. Two of the respondents in
Step 8 had also been respondents in Step 5. In total the final
GDTA was based on the review of 200 pages of documents,
almost 15 h of interviews with 11 different SMEs, and over
25 h of in situ observation and conversations with the SOC
operators.

3.3 Timelinemethod

In addition to the GDTA conducted as presented in Sect. 3.2,
timelines describing variations in the prioritization of goals
were developed. The timelines provide specific examples of
how SA requirements are used to gain SA during incidents.
This additional analysis is an original methodological step
developed specifically for this study.

Using the developed GDTA as a basis, a review of 34 SOC
reports from escalated incidents ranging back at most 3 years
prior to the study was conducted. Different prioritizations of
the goals in the GDTA during incidents were identified. This
review resulted in a goal map that showed different possi-
bilities regarding the order in which goals were performed.
Then the different pathways through the goal map were com-
pared with different types of incidents. The different types
of identified incidents were exemplified by two realistic and
illustrative timelines. This development of the goal map and
timelines was also aided bymany unstructured conversations
with SOC operators throughout the study.

The goal map and the exemplified timelines were verified
alongside the GDTA during Steps 7–8 in the GDTA method
described in Sect. 3.2.

3.4 Methodological limitations

Although the study was performed following the prescribed
method of GDTA [16, 30] still, it has some methodolog-
ical limitations. As in many other studies, the empirical

base could have been stronger if the number of respon-
dents had been larger. In some studies, this is the case [49,
50], yet the empirical base of this study was complemented
by an extensive review of documents and incident reports.
Furthermore, the observation of work within the SOC and
the additional observation during actual escalated incidents
including debriefing, strengthens the findings of the study.
When comparing this to the other available studies that have
performed TAs in SOC environments, this level of access to
participants and their working environment is unique.

The unique access to participants was ensured by the
employment of the author as a researcher by the SOC. This
might be unconventional and asks for some consideration.
One could argue that the author would be biased by the
employment of the SOC when doing research. Yet, it is still
somewhat difficult to argue that employment would sway the
findings of this study in any particular direction. The study
aims to describe the SA processes present in the SOC and
does not make any judgment on quality nor does it promote
a specific approach that benefits the SOC in question. Fur-
ther, employment was the only way to gain access to the
respondents and their environment. This is not only a practi-
cal question but also a legal one. Even though it is important
to consider the potential bias of the connection between the
researcher and respondents, it is equally important to note that
the study would not be possible at all without this connec-
tion. This is confirmed by the previous attempts at conducting
GDTAs in such environments [12, 13].

4 Results

In this section, the results of the study are presented and
connected to the defined research questions. First, the goals
within the SOC are described and presented in a goal
hierarchy; this answers the first research question. Sec-
ond, decisions and SA requirements are described and
presented in tables of decisions with corresponding ideal
SA requirements; this answers the second research question.
Third, variations of goal prioritization and different time-
lines through incidents are described and visually presented;
this answers the third research question. When presenting
the results related to the first two research questions, this is
done according to the guidelines of GDTA [16]. Meanwhile
the goal map and timelines are additional results developed
specifically for explaining SA processes within this context,
so these are presented following the format found most suit-
able. The results including the goal map and timelines are
further used in Sect. 6 for discussing SA theory and levels of
conceptualization within the context of SOCs.
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Fig. 3 Goal hierarchy

4.1 Goals within the SOC

When investigating the goals of the SOC, one main goal
was identified which is accomplished through a set of inter-
connected major goals and subgoals. The goal hierarchy is
rich with partially conflicting subgoals which are negotiated
based on the specifics of the situation. How the goals are
prioritized varies based on the nature of the incidents and is
also sometimes shifted throughout an incident based on the
changing awareness of operators. Still, all the subgoals are
completed before the SOC concludes the management of an
incident. In Fig. 3 the goals are presented and categorized in
the form of a goal hierarchy.

Themain goal of the SOCwas operationalized and accom-
plished through the following 4 major goals:

1. Monitor, detect, and escalate incidents includes monitor-
ing network status and security alerts. Potential incidents
are identified and escalated tomobilize incident response
from the SOC.

2. Mitigate incidents includes subgoals to assess damage
potential and to implement mitigations tominimize dam-
age caused by the incident. Themitigations are temporary
and often adjusted according to the progression of the
incident. The effective communication of mitigation is
an important subgoal to render mitigations effective and
minimize negative consequences.

3. Determine cause of incident includes the localization of
the incident and the assessment of hypotheses regard-
ing its cause. It is also important (subgoals) to verify the

correctness of the identified causes and to communicate
causes both internally in the SOC and to relevant stake-
holders.

4. Re-establish secure system operation includes the imple-
mentation of necessary lasting changes to systems and
communicating these effectively to reduce further vulner-
abilities. Another important subgoal is to communicate
the conclusions from the incident, to prevent future fail-
ures or security incidents.

The goals of the SOC are heavily interconnected, and their
prioritization is situation-specific. Usually, it is the com-
pletion of goal 1.2 Escalate incident and communicate it
effectively that triggers the other goals in the hierarchy. The
mitigation and identification of causes are often intertwined,
and the goals are met through iterative processes where the
partial completion of one goal serves as an SA requirement
for another goal. One example of this is when a preliminary
coarse-grained topological localization of a security breach
triggers the isolation of a large portion of a network as a miti-
gationmeasure. Consecutive fine-grained localizations of the
incident serve as updated SA requirements leading to moder-
ated isolations in the network. Other goals are more loosely
connected. Subgoal 4.3 Communicate incident conclusions
provides information to the decision-making on other goals
in the future. Likewise, the identification of incident causes
might trigger temporary changes to the goals of escalating
incidents by heightened alertness or focusedmonitoring. The
goal hierarchy presented in Fig. 3 is therefore best described
as a general presentation of the SOC’s goals. The specific
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prioritization of goals varies and is better understood when
exemplified by the timelines presented in Sect. 4.3.

4.2 Decisions and SA requirements

The results from the GDTA include a mapping of all deci-
sions related to the goals in the goal hierarchy. For these
decisions, ideal SA requirements were identified and catego-
rized based on their level of SA. The study identified a total
of 15 decisions related to the subgoals of the operator tasks
during incidents. The number of decisions relating to each
subgoal ranged from one decision to at most 3 decisions per
subgoal. Table 2 presents the identified decisions the oper-
ators need to make during the completion of the subgoals
presented in Fig. 3.

Each of the decisions had several SA requirements related
to them, although the number of ideal SA requirements
related to one decision ranged substantially. In total 136
unique SA requirements related to the 15 decisions. Sev-
eral of them are duplicated and serve as requirements for
more than one decision. 83 unique level 1 SA requirements
were identified including 13 groups of information that were
often used together, that are presented as callouts as recom-
mended in GDTA guidelines [16]. One example is the callout
namedNetwork Management System (NMS) alerts consisting
of Alert type, Alert severity, and Node name. Table 3 presents
all the unique level 1 SA requirements, and the grouped
callouts numbered 1–13. Table 3 also presents a thematic
categorization of the type of information the requirements
consisted of.

All the SA requirements were also differentiated into the
3 levels of SA. The requirements on level 1 as presented
in Table 3, provide the perceived information that is further
used to gain comprehension and projection according to the
3-level model of SA [13]. The categorization of requirements
on SA levels is presented in Table 4.

A complete overview of decisions and SA requirements is
presented in Table 5. The table presents all the identified SA
requirements related to each decision. The SA requirements
are also categorized by SA level. Many of the decisions are
interconnected through the SA requirements. In addition, one
decisionmay be dependent on another in unpredictableways.
One example is the connection between the 3 decisions: 3.2.2
What is the verified cause of the incident?, 2.1.1 What is the
damage potential of the network incident?, and 2.2.1 How
should incident be mitigated? In some incidents, one must
first verify the cause of the incident (3.2.2) tomitigate (2.2.1),
and only later recognize the true damage potential (2.1.1). In
other incidents, the damage potential (2.1.1) is assessed first
to determine the mitigation (2.2.1), and the actual cause of
the incident (3.2.2) is only discovered later. Such connec-
tions between decisions and differences between incidents
are investigated further in Sect. 4.3.

Table 2 Goals and decisions for operators during incidents

1. Monitor,
detect, and
escalate
incidents

2. Mitigate
incidents

3. Determine
cause of
incident

4. Re-establish
secure system
operation

1.1 Detect
and
determine
incidents

2.1
Determine
damage
potential

3.1 Localize
incident

4.1 Determine
necessary
changes in
systems

1.1.1 How do
current
events
indicate a
network
incident?

2.1.1 What is
the damage
potential of
the network
incident?

3.1.1 What
are the
location
and extent
of the
incident?

4.1.1 What
system
changes
should be
done?

1.1.2 How do
current
events
indicate a
security
incident?

2.1.2 What is
the damage
potential of
the security
incident?

3.2
Determine
incident
cause

4.2 Determine
incident
conclusions

1.1.3 How
can current
events be
explained as
expected or
benign?

2.2
Determine
mitigation
to minimize
damage

3.2.1 What
are
potential
causes of
the
incident?

4.2.1 What
incident
conclusions
should be
made?

1.2 Escalate
and commu-
nicate
effectively

2.2.1 How
should
incident be
mitigated?

3.2.2 What
is the
verified
cause of
the
incident?

4.3
Communicate
incident
conclusions

1.2.1 How
should
escalation
be commu-
nicated?

2.3 Mitigate
and commu-
nicate
mitigation
effectively

3.3 Commu-
nicate
cause of
incident

4.3.1 How can
the incident
conclusions be
communicated
effectively?

2.3.1 How
should
mitigation
be commu-
nicated?

3.3.1 How
can the
cause be
communi-
cated
effec-
tively?

4.3 Goal map and timelines

The identified decisions and SA requirements demonstrate
the complex nature of SOC operator tasks. This complexity
is partly due to the interconnected nature of goals and conse-
quently, the decisions associated with each goal. In order to
present the complexity identified in the GDTA, an additional
analysis of incident timelines is presented in this section.
Although this is not required in theGDTAmethod, this author
believes that it will provide a more complete understanding
of the SA mechanisms present during incidents in SOCs.
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Table 3 Level 1 SA requirements categorized by type of information
Informa�on from 
sensor/analy�cal technology

Informa�on from documenta�on on 
systems/opera�ons

Logged informa�on 
on 
systems/opera�ons

Informa�on from 
communica�on with 
stakeholders

Informa�on on 
current/future 
opera�ons

Descrip�on of rou�nes or 
requirements

External informa�on

Network Management 
System (NMS) alerts1

Technical documenta�on of affected 
parts of network3

Historian data 
indica�ng recurring 
benign events

Partner/customer 
event updates (calls, 
instant messaging)

Updated Planned 
Ac�vity In Network 
(PAIN) list6

Incident escala�on rou�ne 
descrip�on

Weather forecast

Alert type Node type Event log Internal event updates 
(calls, instant 
messaging)

Planned 
ac�vity 
descrip�on

Service level agreements 
with partner/customer

Common 
Vulnerabili�es and 
Exposures (CVE) 
reports9

Alert severity Connec�on type 
(fiber/wired/wireless/radio)

Partner/customer 
communica�on logs 
(calls, instant 
messaging)

Incoming support 
requests from 
partners/customers

Time of 
planned 
ac�vity

Incident response rou�ne 
descrip�on

Vulnerability 
descrip�on

Node name Power source type and 
redundancy

Partner/customer 
communica�on logs 
(calls, instant 
messaging)

Partner/customer 
incident updates (calls, 
instant messaging)

Expected 
network 
impact of 
planned 
ac�vity

Results from security 
revisions

Severity 
level of 
vulnerability

NMS status of affected parts 
of network2

Technical specifica�ons of 
equipment and so�ware 
(Manufacturer, model, 
patch version, patch date, 
release notes, etc.)

Internal 
communica�on logs 
(calls, instant 
messaging)

Internal incident 
updates (calls, instant 
messaging)

Responsibility 
for planned 
ac�vity

State of the art 
descrip�ons13

Vendor and 
system 
informa�on

Node status Contextual documenta�on of affected 
systems4

Connec�on log10 Communica�on with 
public rela�ons 
responsible

Relevant �ckets for 
requested work in 
network

Governmental 
system 
requirements

Media reports of 
security events

Link status Geographical posi�on (site 
loca�on, asset loca�on on 
site)

Source IP On-site cause 
verifica�on results 
(physical observa�ons, 
user/operator 
statements)

Updated staff roster 
with responsibili�es

Industry 
standard 
requirements

Media reports of 
network or online 
service outages

Network 
conges�on status

Topological architecture 
(network redundancy and 
rerou�ng possibili�es)

Des�na�on 
IP

Feedback from 
customer/partner on 
incident performance

Mi�ga�on requirements 
(staff, equipment, 
system access, etc.)

Recommended 
best prac�ce

External verifica�on of 
cause hypotheses 
(incident statements 
from governmental or 
industry actors) 

Hardware status 
(temperature, 
system resource 
u�liza�on)

Installa�on and 
maintenance logs

Geoloc System change 
requirements (staff, 
equipment, �me, etc.)

Governmental 
requirements for CVE

Table 3 (continued)

Intrusion Detec�on and 
Preven�on System (IDPS) 
alerts7

Connected services documenta�on5 Des�na�on 
Port

. IDPS signature 
match

Descrip�on of connected 
services

Notes from 
determina�on of 
mi�ga�on (see 
subgoal 2.2)

IP address Cri�cality of connected 
services

Notes from 
determina�on of 
cause (see subgoal 
3.2)

Session type 
(TCP/UDP)

Service redundancy Time of first incident 
indica�on

Port Updated partner/customer contact 
database

Time of incident 
escala�on

Data packet 
inspec�on results

System design informa�on11 Escala�on level 
ini�ally and 
throughout incident

Logged preven�on 
system ac�ons

Access informa�on Summary of occurred 
events

Security Informa�on and 
Event Management (SIEM) 
alerts8

Protocols Summary of 
mi�ga�ons

. SIEM signature 
match

Services Summary of incident 
cause

System type (OS 
type and version)

Security design principles 
(zero trust, least privilege)

User ID User privilege escala�on informa�on12

System process 
informa�on

Security group membership

Severity level of 
SIEM alert

Ac�ve directory

Iden�fied 
anomalies based 
on log inspec�on

Config of services

Current power failures in 
electrical grid map

Firewall policy status

Technical cause verifica�on 
results (system tests, 
reboots, equipment 
replacements)

Spare equipment inventory

Results from internal evalua�on of 
incident performance
Incident conclusion results
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Table 4 SA requirements categorized by SA level

Perception (SA level 1) Comprehension (SA level 2) Projection (SA level 3)

NMS alerts1 Assessed impact of network events on
operational status

Predicted impact of network events

NMS status of affected parts of network2 Assessed impact of external factors on
operational status

Predicted impact of security events

Technical documentation of affected parts of
network3

Assessed impact of security events on
operational status

Predicted benign cause of current events

Contextual documentation of affected systems4 Assessed impact of external security
indications on operational status

Projected required escalation
communication

Connected services documentation5 Projected damage potential of network
incident

Partner/customer event updates (calls, instant
messaging)

Assessed impact of benign or expected events
on present incident indications

Projected damage potential of security
incident

Internal event updates (calls, instant messaging) Projected impact of network mitigation

Weather forecast Assessed required incident communication
content

Projected impact of security mitigation

Incoming support requests from
partners/customers

Assessed required incident communication
recipients

Projected required mitigation
communication

Updated PAIN list6 Determined technical impact of network
incident

Projected extent of incident

Relevant tickets for requested work in network Determined contextual impact of network
incident

Predicted cause of incident

IDPS alerts7 Determined impact of external factors Projected required cause
communication

SIEM alerts8 Determined technical impact of security
incident

Projected impact of system changes

CVE reports9 Determined contextual impact of security
incident

Projected improvements in future
incident response

Media reports of security events Determined network mitigation alternatives Projected required incident conclusion
communication

Media reports of network or online service
outages

Assessed impact of network mitigation
alternatives

Current power failures in electrical grid map Determined security mitigation alternatives

Historian data indicating recurring benign events Assessed impact of security mitigation
alternatives

Event log Assessed required mitigation communication
content

Partner/customer communication logs (calls,
instant messaging)

Assessed required mitigation communication
recipients

Internal communication logs (calls, instant
messaging)

Determined geographical location(s) of
incident

Notes from determination of incident (see subgoal
1.1)

Determined topological location(s) of incident

Incident escalation routine description Assessed potential for incident spreading

Updated staff roster with responsibilities Assessed network cause hypotheses

Service level agreements with partner/customer Assessed security cause hypotheses

Updated partner/customer contact database Assessed verification method of incident cause

Partner/customer incident updates (calls, instant
messaging)

Determined verification of cause
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Table 4 (continued)

Perception (SA level 1) Comprehension (SA level 2) Projection (SA level 3)

Internal incident updates (calls, instant
messaging)

Assessed required cause communication
content

Historian data from similar incidents Assessed required cause communication
recipients

Connection log10 Determined system changes

System design information11 Determined incident conclusions

User privilege escalation information12 Determined gap between current incident
response and incident conclusions

Firewall policy status

Mitigation requirements (staff, equipment, system
access, etc.)

Assessed required incident conclusion
communication content

Spare equipment inventory

Notes from determination of mitigation (see
subgoal 2.2)

Incident response routine description

On-site cause verification results (physical
observations, user/operator statements)

Technical cause verification results (system tests,
reboots, equipment replacements)

Communication with public relations responsible

External verification of cause hypotheses
(incident statements from governmental or
industry actors)

Notes from determination of cause (see subgoal
3.2)

Results from security revisions

State of the art descriptions13

System change requirements (staff, equipment,
time, etc.)

Time of first incident indication

Time of incident escalation

Escalation level initially and throughout incident

Summary of occurred events

Summary of mitigations

Summary of incident cause

Results from internal evaluation of incident
performance

Feedback from customer/partner on incident
performance

Incident conclusion results

Governmental requirements for CVE

See Table 3for SA requirement callouts 1–13
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Table 5 Goals, decisions, and SA requirements

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

1.1 Detect and
determine incidents

2.1 Determine damage
potential

3.1 Localize incident 4.1 Determine necessary
changes in systems

1 Network Management
System (NMS) alerts

� Alert type

1.1.1 How do current
events indicate a
network incident?

2.1.1 What is the
damage potential of
the network incident?

3.1.1 What are the location
and extent of the
incident?

4.1.1 What system
changes should be
done?

� Alert severity

� Projection |
– Comprehension |
� Perception

� Projection |
– Comprehension |
� Perception

� Projection |
– Comprehension |
� Perception

� Projection |
– Comprehension |
� Perception

� Node name

� Predicted impact of
network events

� Projected damage
potential of network
incident

� Projected extent of
incident

� Projected impact of
system changes

– Assessed impact of
network events on
operational status

– Determined technical
impact of network
incident

– Determined geographical
location(s) of incident

– Determined system
changes

2 NMS status of affected
parts of network

� NMS alerts1 � NMS alerts1 � NMS alerts1 � Technical
documentation of
affected parts of
network3

� Node status

� NMS status of affected
parts of network2

� NMS status of
affected parts of
network2

� NMS status of affected
parts of network2

� Contextual
documentation of
affected systems4

� Link status

� Technical
documentation of
affected parts of
network3

� Technical
documentation of
affected parts of
network3

� IDPS alerts7 � Connected services
documentation5

� Network congestion status

� Contextual
documentation of
affected systems4

� Partner/customer
incident updates
(calls, instant
messaging)

� SIEM alerts8 � System design
information11

� Hardware status
(temperature, system
resource utilization)

� Connected services
documentation5

� Internal incident
updates (calls, instant
messaging)

� Contextual documentation
of affected systems4

� CVE reports9

� Partner/customer event
updates (calls, instant
messaging)

– Determined
contextual impact of
network incident

� Partner/customer incident
updates (calls, instant
messaging)

� Results from security
revisions

3 Technical documentation
of affected parts of network

� Internal event updates
(calls, instant
messaging)

� Contextual
documentation of
affected systems4

� Internal incident updates
(calls, instant messaging)

� State of the art
descriptions13

� Node type

–Assessed impact of
external factors on
operational status

� Connected services
documentation5

– Determined topological
location(s) of incident

� System change
requirements (staff,
equipment, time, etc.)

� Connection type
(fiber/wired/wireless/radio)

�Weather forecast � Partner/customer
incident updates
(calls, instant
messaging)

� NMS alerts1 � Service level
agreements with
partner/customer

� Power source type and
redundancy

� Incoming support
requests from
partners/customers

� Internal incident
updates (calls, instant
messaging)

� NMS status of affected
parts of network2

� Technical specifications of
equipment and software
(Manufacturer, model,
patch version, patch date,
release notes, etc.)
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Table 5 (continued)

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

� Updated PAIN list6 � Historian data from
similar incidents

� Technical documentation
of affected parts of
network3

4.2 Determine incident
conclusions

� Relevant tickets for
requested work in
network

– Determined impact
of external factors

� IDPS alerts7 4 Contextual documentation
of affected systems

�Weather forecast � SIEM alerts8 4.2.1 What incident
conclusions should be
done?

� Geographical position (site
location, asset location on
site)

1.1.2 How do current
events indicate a
security incident?

� Incoming support
requests from
partners/customers

� System design
information11

� Projection |
– Comprehension |
� Perception

� Topological architecture
(network redundancy and
rerouting possibilities)

� Projection |
– Comprehension |
� Perception

� Updated PAIN list6 � Contextual documentation
of affected systems4

� Projected
improvements in
future incident
response

� Installation and
maintenance logs

� Predicted impact of
security events

� Relevant tickets for
requested work in
network

– Assessed potential for
incident spreading

– Determined incident
conclusions

– Assessed impact of
security events on
operational status

� NMS status of affected
parts of network2

� Time of first incident
indication

5 Connected services
documentation

� IDPS alerts7 2.1.2 What is the
damage potential of
the security incident?

� Technical documentation
of affected parts of
network3

� Time of incident
escalation

� Description of connected
services

� SIEM alerts8 � Projection |
– Comprehension |
� Perception

� Contextual documentation
of affected systems4

� Escalation level
initially and
throughout incident

� Criticality of connected
services

� Contextual
documentation of
affected systems4

� Projected damage
potential of security
incident

� Connected services
documentation5

� Summary of occurred
events

� Service redundancy

� Connected services
documentation5

– Determined technical
impact of security
incident

� System design
information11

� Summary of
mitigations

� Partner/customer event
updates (calls, instant
messaging)

� IDPS alerts7 � User privilege escalation
information12

� Summary of incident
cause

6 Updated Planned Activity
In Network (PAIN) list

� Internal event updates
(calls, instant
messaging)

� SIEM alerts8 � CVE reports9 � Results from internal
evaluation of incident
performance

� Planned activity description

– Assessed impact of
external security
indications on
operational status

� Connection log10 � Partner/customer incident
updates (calls, instant
messaging)

� Feedback from
customer/partner on
incident performance

� Time of planned activity

� CVE reports9 – Determined
contextual impact of
security incident

� Internal incident updates
(calls, instant messaging)

– Determined gap
between current
incident response and
incident conclusions

� Expected network impact
of planned activity

�Media reports of
security events

� System design
information11

� Historian data from
similar incidents

� Incident escalation
routine description

� Responsibility for planned
activity
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Table 5 (continued)

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

� Incoming support
requests from
partners/customers

� User privilege
escalation
information12

�Weather forecast � Incident response
routine description

� Contextual
documentation of
affected systems4

� Incoming support requests
from partners/customers

� Incident conclusion
results

7 Intrusion Detection and
Prevention System (IDPS)
alerts

1.1.3 How can current
events be explained as
expected or benign?

� Connected services
documentation5

� IDPS signature match

� Projection |
– Comprehension |
� Perception

� Firewall policy status 3.2 Determine incident
cause

4.3 Communicate
incident conclusions

� IP address

� Predicted benign
cause of current events

� CVE reports9 � Session type (tcp/udp)

– Assessed impact of
benign or expected
events on present
incident indications

3.2.1 What are potential
causes for the incident?

4.3.1 How can the
incident conclusions
be communicated
effectively?

� Port

� Updated PAIN list6 2.2 Determine
mitigation to
minimize damage

� Projection |
– Comprehension |
� Perception

� Projection |
– Comprehension |
� Perception

� Data packet inspection
results

� Partner/customer event
updates (calls, instant
messaging)

� Predicted cause of
incident

� Projected required
incident conclusion
communication

� Logged prevention system
actions

� Internal event updates
(calls, instant
messaging)

2.2.1 How should
incident be
mitigated?

– Assessed network cause
hypotheses

– Assessed required
incident conclusion
communication
content

�Media reports of
network or online
service outages

� Projection |
– Comprehension |
� Perception

� NMS alerts1 � Incident conclusion
results

8 Security Information and
Event Management (SIEM)
alerts

� Current power failures
in electrical grid map

� Projected impact of
network mitigation

� Event log – Assessed required
incident conclusion
communication
recipients

� SIEM signature match

� Historian data
indicating recurring
benign events

– Determined network
mitigation
alternatives

� NMS status of affected
parts of network2

� Service level
agreements with
partner/customer

� System type (OS type and
version)

� NMS status of
affected parts of
network2

� Technical documentation
of affected parts of
network3

� Communication with
public relations
responsible

� User ID

1.2 Escalate and
communicate
effectively

� Technical
documentation of
affected parts of
network3

� Contextual documentation
of affected systems4

� Governmental
requirements for CVE

� System process information

� Contextual
documentation of
affected systems4

� Partner/customer incident
updates (calls, instant
messaging)

� Severity level of SIEM alert

1.2.1 How should
escalation be
communicated?

�Mitigation
requirements (staff,
equipment, system
access etc.)

� Internal incident updates
(calls, instant messaging)

� Identified anomalies based
on log inspection
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Table 5 (continued)

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

� Projection |
– Comprehension |
� Perception

� Updated staff roster
with responsibilities

� Historian data from
similar incidents

� Projected required
escalation
communication

� Spare equipment
inventory

– Assessed security cause
hypotheses

9 Common Vulnerabilities
and Exposures (CVE)
reports

– Assessed required
incident
communication
content

� Service level
agreements with
partner/customer

� IDPS alerts7 � Vulnerability description

� Event log – Assessed impact of
network mitigation
alternatives

� SIEM alerts8 � Severity level of
vulnerability

� Partner/customer
communication logs
(calls, instant
messaging)

� NMS status of
affected parts of
network2

� Contextual documentation
of affected systems4

� Vendor and system
information

� Internal
communication logs
(calls, instant
messaging)

� Technical
documentation of
affected parts of
network3

� Connected services
documentation5

� Notes from
determination of
incident (see subgoal
1.1)

� Contextual
documentation of
affected systems4

� System design
information11

10 Connection log

� Incident escalation
routine description

� Connected services
documentation5

� User privilege escalation
information12

� Source IP

– Assessed required
incident
communication
recipients

� Partner/customer
incident updates
(calls, instant
messaging)

� CVE reports9 � Destination IP

� Incident escalation
routine description

� Internal incident
updates (calls, instant
messaging)

� Connection log10 � Geoloc

� Updated staff roster
with responsibilities

� Historian data from
similar incidents

� Destination Port

� Service level
agreements with
partner/customer

� Projected impact of
security mitigation

3.2.2 What is the verified
cause of the incident?

� Updated
partner/customer
contact database

– Determined security
mitigation
alternatives

� Projection |
– Comprehension |
� Perception

11 System design
information

� System design
information11

–Assessed verification
method of incident cause

� Access information

� User privilege
escalation
information12

� Technical documentation
of affected parts of
network3

� Protocols

� Firewall policy status � Contextual documentation
of affected systems4

� Services

� CVE reports9 � Historian data from
similar incidents

� Security design principles
(zero trust, least privilege)
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Table 5 (continued)

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

�Mitigation
requirements (staff,
equipment, system
access, etc.)

� Connected services
documentation5

� Updated staff roster
with responsibilities

� System design
information11

12 User privilege escalation
information

� Spare equipment
inventory

� User privilege escalation
information12

� Security group membership

� Service level
agreements with
partner/customer

� CVE reports9 � Active directory

– Assessed impact of
security mitigation
alternatives

� Partner/customer incident
updates (calls, instant
messaging)

� Config of services

� Contextual
documentation of
affected systems4

� Internal incident updates
(calls, instant messaging)

� Connected services
documentation5

� Service level agreements
with partner/customer

13 State of the art
descriptions

� System design
information11

– Determined verification
of cause

� Governmental system
requirements

� User privilege
escalation
information12

� On-site cause verification
results (physical
observations,
user/operator statements)

� Industry standard
requirements

� CVE reports9 � Technical cause
verification results
(system tests, reboots,
equipment replacements)

� Recommended best
practice

� Partner/customer
incident updates
(calls, instant
messaging)

� External verification of
cause hypotheses
(incident statements from
governmental or industry
actors)

� Internal incident
updates (calls, instant
messaging)

3.3 Communicate cause of
incident

2.3 Mitigate and
communicate
mitigation effectively

3.3.1 How can the cause be
communicated
effectively?

2.3.1 How should
mitigation be
communicated?

� Projection |
– Comprehension |
� Perception

� Projection |
– Comprehension |
� Perception

� Projected required cause
communication
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Table 5 (continued)

1. Monitor, detect, and
escalate incidents

2. Mitigate incidents 3. Determine cause of
incident

4. Re-establish secure
system operation

Information Requirement
Callouts

� Projected required
mitigation
communication

– Assessed required cause
communication content

– Assessed required
mitigation
communication
content

� Partner/customer
communication logs
(calls, instant messaging)

� Partner/customer
communication logs
(calls, instant
messaging)

� Internal communication
logs (calls, instant
messaging)

� Internal
communication logs
(calls, instant
messaging)

� Notes from determination
of cause (see subgoal 3.2)

� Notes from
determination of
mitigation (see
subgoal 2.2)

– Assessed required cause
communication recipients

� Incident response
routine description

� Updated staff roster with
responsibilities

– Assessed required
mitigation
communication
recipients

� Service level agreements
with partner/customer

� Updated staff roster
with responsibilities

� Updated partner/customer
contact database

� Service level
agreements with
partner/customer

� Communication with
public relations
responsible

� Updated
partner/customer
contact database

� Communication with
public relations
responsible

� Incident response
routine description

It was pointed out in many of the interviews that the
prioritization of goals was context-dependent. Upon further
questioning regarding the specifics of this variation, the study
sampled different possible paths through the completion of
the 4 identified major goals and their subgoals. The sampled
pathswere then comparedwith the reviewed incident reports.
This confirmed the presence of some assumed paths and
complemented the developedmapwith some additional path-
ways. Finally, a complete map of possible pathways through
the goals was validated. This resulted in the goal map pre-
sented in Fig. 4. The coloring of the goals in Fig. 4 matches
that of Fig. 3, to facilitate comparison.

As the goal map in Fig. 4 shows, there are several pos-
sible paths available for completing the subgoals during an
incident. The incident response is in most cases initiated by
completing the goal of 1. Identify and escalate incidents.
Going forward from this, there are several different possi-
bilities for how to prioritize consecutive goals. 2. Mitigate
incidents and 3. Determine cause of incident is often an effort
done in tandem where loops of iterative goal completion are
necessary. Some clear patterns in the choice of pathways
between different types of incidents were identified in this
study. Although a complete explanation of contextual con-
siderations behind the choice of pathway is beyond the scope
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Fig. 4 Goal map

of this study, some of the identified patterns are described and
presented.

The most prevalent pattern regarding the choice of goal
paths was related to differences between network and secu-
rity incidents.Network incidents are here defined as incidents
causing parts of the network to be unavailable because of
physical, technical, or logical failures. Security incidents are
on the other hand defined as incidents causing confidentiality
or security attributes within the network to be threatened or
compromised. When reviewing the incident reports, it was
identified that in network incidents the identification of cause
was prioritized before mitigation. The interviews revealed
that this was because it often was impossible to perform mit-
igation in network incidents before the cause was identified.
This was not the case in security incidents where mitigation
often was prioritized early in the incident and modified in
tandem with the development of SA regarding the cause.

This main difference in goal paths is further explained by
presenting two different timelines. One timeline presents a
realistic network incident (Fig. 5), and one presents a realistic
security incident (Fig. 6). The timelines show why and how
the completion of goals is prioritized differently and conse-
quently why decisions are made in different orders between

the timelines. Validation of the realism of timelines was
established during Steps 7–8 in the GDTAmethod described
in Sect. 3.2. The timelines were found to be representative of
the two types of incidents by the respondents.

Relations between goals, decisions, and SA requirements
were explained in more detail by the timelines. They show
how not all identified SA requirements for a given deci-
sion are relevant in all incidents. In Table 5 decisions and
SA requirements are presented following existing guidelines
for the GDTA method. Table 5 thus presents the totality of
SA requirements relevant across all types of incidents. In
contrast, the timelines in Fig. 5 and Fig. 6 only present the
relevant SA requirements in the given situations. Therefore,
the timelines give a complementary understanding of how
SA requirements may vary from incident to incident. Spe-
cific SA requirements related to each decision are presented
throughout the exemplified incidents.

To facilitate comparison between figures and tables, the
decisions in the timelines are colored according to the
overview of goals in Fig. 3. Furthermore, the path taken
through the goal map of Fig. 4 is indicated at the top of
each timeline contributing to such comparison.
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Fig. 5 Network incident timeline
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Fig. 5 continued

123



The awareness of operators: a goal-directed task analysis in SOCs…

Fig. 6 Security incident timeline
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Fig. 6 continued
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When analyzing these two timelines we see examples of
reasons why goals are prioritized differently between inci-
dents. We see that in a typical network incident, the partial
assessment of the cause (marked in orange) is prioritized
early in the incident response. In a typical security incident,
themitigation (marked in red) is prioritized earlier and before
this assessment of the cause. There is a simple explanation
for this prioritization: In many network incidents, mitigation
is only possible after the cause is identified. In many security
incidents, it is the other way around i.e., mitigation must be
done early to maintain security attributes, but also because
the investigation of cause only can be performed in a safe
setting. The results are discussed further in Sect. 5.

5 Discussion

As explained in the introduction, a complete GDTA within
SOCs for critical infrastructure has not been conducted
before. It is therefore important to consider if this study
shows that GDTAs are possible and relevant to conduct in
this context. How one can understand the SA from the human
operators’ perspective is still an open question within the
field of Cyber SA [11]. The results of this study show that
the goal hierarchy of SOC incident response is possible to
identify and that it is comparable to goal hierarchies identi-
fied in other fields [48–50]. This points toward asserting that
SOC environments, such as the one studied here, are compa-
rable to environments where SA research has proven useful
before. Furthermore, this points towards the conclusion that
such SOC environments are compatible with the established
methods of assessing SA for human operators.

When we consider the goal hierarchy identified in this
study as presented in Fig. 3, it becomes clear that the opera-
tional scope of the SOC investigated heremight be larger than
the typical internal SOC within an organization or SOC ser-
vices for hire [51]. Other SOCs are often exclusively focused
on the cyber security aspects [52]. The SOC investigated in
this study was responsible for responding to both network
incidents and security incidents. During the interviews, the
respondents clearly stated that the combination of responsi-
bility for both aspects was inherently necessary because the
SOC served critical infrastructure. They argued that if these
two aspects are not considered in tandem, one cannot respond
adequately to incidents within critical infrastructure.

The main goal of the SOC was to “Keep systems opera-
tive and secure”. This two-part goal of keeping the systems
both operative and secure highlights the complicated negoti-
ation of SOC operator goals. These two considerations were
not always aligned. Keeping systems secure will sometimes
demand reducing their operative status and vice versa. For
SOCs in critical infrastructure, the availability of networks
and services can in given circumstances be of the highest

priority. One example is the operation of networks that con-
trol physical processes in critical infrastructures like power
generation or manufacturing. The loss of availability can
potentially be more severe than a security breach leading
to the disclosure of sensitive information. The SOC oper-
ators must therefore constantly negotiate between keeping
the networks operative and secure. Often one aspect is given
priority first and then the other is prioritized at a later point
in time. The tension between these aspects demonstrates the
complexity and time-sensitive nature of SOCoperators’ tasks
within critical infrastructure.

Another interesting aspect of the results was how flex-
ibly the SA requirements were used. As explained in the
results many SA requirements served several decisions, but
in different ways. One example is the SA requirements of the
callout 4 Contextual documentation of affected systems. At
an early stage of an incident, these SA requirements serve to
gain an understanding of how severe the situation is. This
information is crucial for being able to project the situa-
tion into the future in subgoal 2.1 specified by Projected
damage potential of network incident and Projected damage
potential of security incident as level 3 requirements. Mean-
while, when the secure operation of systems is re-established
through changes in the system in subgoal 4.1, this documen-
tation mostly serves SA perception regarding the status quo
of the system. At this stage, it is the requirements in the call-
out 13 State-of-the-art descriptions that aremostly necessary
to project into the future.

The flexibility in the use of SA requirements points toward
another feature of the SOC operator that is not common in
other settings. Throughout the study, it became clear that
SOC operators often tweak and self-develop the interface
of their available information. Many of the operators were
accomplished programmers and several of the tools they
used to gain information were developed in-house or adapted
based on need. One such example was how they used the
Network Management System (NMS). During an observed
incident caused by network overload, the operators quickly
scripted a customized query that identified network patterns
similar to the one at hand. Based on this information they pro-
jected the probable peak of the network load. Based on this
projection they scripted a stepwise and timed denial of speci-
fied network services which would cause minimal disruption
of availability. The available NMS tool was not developed
with this in mind, but the operators extended the potential
use of the tool to meet their SA requirements.

Many of the respondents argued that experience was the
most important factor in handling the task complexity. They
did confirm that the SA requirements at level 1 and 2 were
necessary. But often when discussing level 3 SA they argued
that experienced intuition was the most important require-
ment. One example was the great challenge of triaging the
available information to recognize information of relevance.
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The author’s first assumption was that the benefit of expe-
rience was the ability to filter through a large amount of
information in a short amount of time. Based on the respon-
dents’ answers this was not the case. They argued that
experience helped in knowing where to look for the right
information based on situational context and ignoring large
parts of the total available information. This challenges the
aspect of ideal SA requirements. In one way the ideal SA
requirement across incidents is to have all possible informa-
tion available, but in the specific case, one only wants the
relevant information available. There is an interesting paral-
lel finding in research on human intelligence and cognitive
performance. The neuro efficiency theory shows that higher
intelligence or cognitive performance is not associated with
more activity in the brain, but rather less. This finding is valid
across tasks where training improves performance [53].

When considering the results from the GDTA it is use-
ful to compare the findings to previous research analyzing
tasks in SOC settings. Previous TAs have investigated SA
for operators handling network incidents [12] and security
incidents [13, 43, 45, 46]. Their findings align with the find-
ings of this study in many aspects. Two common findings
are the importance of experience and collaboration between
team members. The respondents in this study all worked in
flexible teams assembled based on the need for expertise in
each specific incident. According to the respondents, this
maximized the positive effect of experience across differ-
ent incidents. In other studies, these flexible roles seem less
common in operation centers that exclusively focus on cyber
security than those responsible for network incidents. If we
take the goal map and timelines into account, we can start to
reflect on why this is the case. In network incidents, the cause
of the incident is of immediate and critical importance. The
response involves a fast generation of cause hypotheses and
consequently pruning of possible causes by targeted informa-
tion gathering. This somewhat creative process can in many
security incidents be done laterwithout strict time constraints
through digital forensics [54]. Such delay of cause verifica-
tion will arguably also allow for more specialized operator
roles. A strong argument against this specialist approach is
pointed out by this study. One cannot always sacrifice avail-
ability for confidentiality or integrity in critical infrastructure.

The two timelines presented in Figs. 5 and 6 highlight
the differences between network incidents and security inci-
dents. The interviews revealed that in many incidents there
were complex combinations of network and security aspects.
One illustrative example was incidents related to firewalls
for critical networks which had some aspects of IDPS as
integrated functions. When the SOC experienced such com-
ponents being unavailable, the situation had characteristics
of both a network incident and a security incident. The
balancing of availability against security aspects was often

highly complex and challenging. A network-focused miti-
gation would be to circumvent the faulty firewall, but this
would compromise the security enabled by the firewall. In
such incidents, the operators had to consider the possibil-
ity of this device being taken down by an adversary with
the goal of a response that would open an unprotected link
into the network in question. The rise of Advanced Persis-
tent Threats [55] including such targeted network attacks is
yet another argument for combining the responsibilities of
both network and security aspects for SOCs in critical infras-
tructure. Recent research has argued that such integration of
network and security operations centers is beneficial [52].

In an earlier review of SA research in SOCs, it is shown
that there is some theoretical mismatch between the goals
of the research and its theoretical underpinnings. Much of
the existing research is aimed at automating SA processes in
SOCswhile the referenced theoretical framework of Endsley
disagrees with this approach [9]. The additional analysis of
SA processes performed in this study, resulting in the goal
mapand timelines,maybeused as a basis for investigating the
compatibility of the different theoretical frameworks for SA
within this context. Furthermore, the goal map and the time-
lines help the understanding of what processes might match
different theories and operationalizations of SA in SOCs. A
complete analysis of the compatibility of different models
of SA with different parts and paths through the goal map is
outside the scope of this article. Still, a preliminary reflection
regarding such an analysis is made here.

1. Monitor, detect, and escalate incidents is marked in blue
in Figs. 4, 5 and 6. One can identify that many of these
SA processes may be good candidates for automation. It
is often the information systems themselves that present
the operator with potential incidents, and the considera-
tion of escalation is to a large degree rule-based. When
considering theoretical models of SA, the dependence
on alerts from systems during this first stage of the inci-
dent response could indicate that the systemic perspective
of Distributed SA would be a good match [19]. This
perspective is also well aligned with the aim of devel-
oping more autonomous systems. The identification of
potential security incidents is often done by systems like
IDPSs which are inherently prone to a large degree of
false positives. A rule-based automation of escalation
therefore requires the integration of the information in
the callouts of 4 Contextual documentation of affected
systems and 5 Connected services documentation. One
could imagine an effective system based on Artificial
Intelligence (AI) that would serve such a function. With
the current technology [56] one would need a large set
of relevant training data. Such a dataset must connect
alerts from existing systems like IDPSs with contextual
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documentation and include verified escalation interpreta-
tions. The lack of availability of such datasets, especially
within critical infrastructure, might prove a significant
barrier against establishing suchAI systems. There is one
notable exception to the match with a systemic approach
to SA regarding the decision 1.2.1 How should escala-
tion be communicated? This decision would arguably
be better approached with the Shared SA perspective at
the group level [9] because it tries to achieve a com-
mon understanding of the specifics of the incident for the
involved parties.

2. Mitigate incidents is marked in red in Figs. 4, 5 and 6.
There seems to be a need for several SAmodels to explain
the processes. 2.1.1 What is the damage potential of the
network incident? and 2.1.2 What is the damage poten-
tial of the security incident? can partially be understood
through Distributed SA [19]. The level 2 requirements
of Determined technical impact of network incident and
Determined technical impact of security incident would
arguably be possible to automate because they mostly
rely on the synthesis of information already present in
the technical systems. Determined contextual impact of
network incident, Determined impact of external factors,
and Determined contextual impact of security incident
require much more human involvement. Here the shared
SA model is not beneficial because different operators
and stakeholders understand different aspects of the con-
textual damage potential. One can therefore argue that
an aggregate approach of individual SA through Team
SA would be most fitting [15]. The same argument can
be made for the two decisions under 2.2 Determine mit-
igation to minimize damage. This subgoal also involves
negotiation between stakeholders regarding the positive
andnegative consequences of themitigations themselves.
Such negotiations demand the consideration of conflict-
ing viewpoints which indicate Team SA as the right
approach. 2.3.1 How should mitigation be communi-
cated? would benefit from the Shared SA perspective
[15] following the same logic as explained regarding
decision 1.2.1.

3. Determine cause of incident is marked in orange in
Figs. 4, 5 and 6. This process also includes a variety
of SA mechanisms best explained by different SA mod-
els. 3.1 Localize incident could be automated to a large
degree and thus benefit from the Distributed SA model
[19]. 3.2.1 What are potential causes of the incident? is
a creative collaborative effort best understood through
the Team SA model [15]. Within decision 3.2.2 What
is the verified cause of the incident?, the level 2 SA
requirement of Assessed verification method of incident
cause entails the goal of a common understanding of
how to verify the cause which points towards the Shared
SA model [15]. Determined verification of cause on the

other hand is in the interviews explained as processes per-
formed individually through prioritized delegation. Here
the classic individual SAmodel of Endsley [18] would be
most fitting. 3.3.1 How can the cause be communicated
effectively? suggests the Shared SA model [15].

4. Re-establish secure system operation marked in green
in Figs. 4, 5 and 6, would probably prove difficult to
automate. Within this part of the goal map, the Shared
SA model seems most appropriate maybe except 4.1.1
What system changes should be done? which could ben-
efit from the more diverse SA approach of Team SA [15].

The reflections regarding the differentiated use of mod-
els for understanding SA processes in SOCs should be
investigated further. Such an investigation should include
measurements of SA within the context of SOCs. This has
until now proven difficult [11], but as this study provides
the necessary in-depth understanding of SA processes in
SOCs, such research will now be possible to conduct. In
further research, one could perform SA measurements of
different parts of the goal map while emphasizing the dif-
ferent approaches of the SA models. If this research shows
that different processes of the goal map benefit measur-
ably by the different SA models this can lead to improved
performance through both automation and human operator
performance. This would also form the basis for a synthesis
of SA approaches in SOC environments and contribute to
bridging the knowledge gap of Cyber SA [11]. If such fur-
ther research is successful, it can ultimately contribute to the
synthesis of opposing SA theories in general [20].

6 Conclusions

This study is the first to conduct a GDTA in SOCs for critical
infrastructure. This was done to gain an in-depth understand-
ing of the SA processes in the SOC throughout incidents.
Following the prescribed methods, the study completed a
GDTA by conducting a targeted set of unstructured and
semi-structured interviews as well as an extensive review
of documents. In addition, the GDTA was aided by in situ
observation of the work within the SOC. This was further
complemented by an analysis of different types of incidents
and how they resulted in different prioritizations of goals and
decisions during the incidents. Different pathways through
the goal hierarchy were identified based on the review of 34
reports of previously escalated incidents and were validated
alongside the GDTA.

The results of the GDTA showed that the goal hierarchy
consisted of 4 major goals and 11 subgoals. The 11 subgoals
consisted of 15 different decisions that had a total of 136
unique ideal SA requirements related to them. A categoriza-
tion of the 89 level 1 SA requirements was also conducted
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based on what types of information they contained like
logged information on systems/operations, information from
sensor/analytical technology, and description of routines or
requirements. All SA requirements were categorized regard-
ing which level of SA they served. A complete overview of
the ideal SA requirements for each of the decisions in the goal
hierarchy was presented. This gives a complete overview of
the SA requirements relevant to incident response in a SOC
for critical infrastructure.

It became clear throughout the study that the SA pro-
cesses during the handling of incidents are complex and
highly dependent on context. Therefore, theGDTAwas com-
plemented by a goal map showing different identified paths
through the goal hierarchy and two exemplified types of inci-
dents. Two main types of incidents were identified, namely
network incidents and security incidents. These had dif-
ferent patterns of moving through the goal hierarchy and
had somewhat different SA requirements associated with
them. The additional analysis gives an even more in-depth
understanding of SA mechanisms within SOCs for critical
infrastructure.

The main contribution of this study is the conducted and
presented GDTA. This is a unique contribution to closing
the knowledge gap regarding Cyber SA [5] and enabling the
direct measurement of SA in SOC environments. Moreover,
the goal map and timelines provide a foundation for fur-
ther research into how different SA processes might best be
understood by different SA models. This study provides a
discussion of how some of the SA processes may be auto-
mated, and which SA processes might best be understood
and facilitated by different existing SA theories and mod-
els. This shows the potential of explaining SOC incident
response through a synthesis of different SA models. Dif-
ferent models can explain SA mechanisms in different parts
of the goal map of SOCs for critical infrastructure. Such
synthesis of SA models could focus research regarding what
processes to automate, and what processes to optimize for
human performance. This study can thus be a steppingstone
in a coordinated effort to improve both human performance
and automated processes within SOCs.
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