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A B S T R A C T   

In this qualitative study, we explore the concept of trust in safety-critical automated shipboard systems and how 
it relates to the professional identity of seafarers. For maritime safety, it is critical that human–automation 
interaction builds on appropriate trust in an automated system. Although there is momentum in researching trust 
in automation, few studies have addressed this topic using qualitative methods and sociocultural approaches. 
This study builds on rich data from interviews and observations of maritime officers on battery-electric domestic 
car ferries with state-of-the-art automation in Norway. The results show how seafarers progressed from initial 
skepticism to trust and sometimes overreliance on the systems. The development of trust was contingent on 
systems behaving according to professional standards rooted in professional identity, such as sailing according to 
good seamanship. This comparison was enabled by individual hands-on experiences. Professional identity 
clarifies the context-specific antecedents of trust exhibited by seafarers when core tasks are automated. Un-
derstanding and, to some degree, aligning systems with professional identity could help achieve trustworthy 
systems with appropriate trust exhibited by users. The safety opportunities and challenges created by the 
interplay between trust and professional identity are discussed.   

1. Introduction 

Maritime transport is a cornerstone of the world economy, with over 
11 billion tons of goods being transported each year (International 
Chamber of Shipping, 2022). A prominent ongoing change is the 
introduction and implementation of maritime autonomous vessels 
(MASS) and shore-based control centers for controlling, maneuvering, 
and monitoring ships. Although higher levels of autonomy are in the 
making, widespread application of new technology on ships is already 
taking place, leading to incrementally “smarter,” or more “intelligent” 
ships (Hult et al., 2019). Such automated systems could improve safety 
but may also introduce new sources of error during operations (Hoem 
et al., 2018), such as mode confusion or automation complacency 
(Wilson et al., 2020). Therefore, scholars have called for the develop-
ment of more human-centric sociotechnical system architectures (Noy 
et al., 2018). Seafarers still play an important role in the monitoring and 
handling of these systems, and researchers have pointed to the need to 
focus on human and organizational perspectives of operating intelligent 
ships (for example (Praetorius et al., 2020)), which could lead to resil-
ient human–machine interaction (Zieba et al., 2010). 

Resilient human–machine interaction depends on professionals’ 
adequate trust in automated technology. Both overly trusting and 
rejecting the use of a trustworthy system may decrease safety potential 
(Lee & See, 2004). Trust in automation is influenced by different char-
acteristics of the operator, technology, and work context as well as by 
experience with the systems in question (Hoff & Bashir, 2015). In this 
paper, we take special consideration to the sharp end operator: 
Regarding the maritime context, and sociocultural approach might of 
special importance for experiences with technology, as the seafaring 
profession is characterized as strong and proud (Hult, 2012) and con-
tains attributes that from a face value might be at odds with trusting 
automation, such as a belief in independence and reliance on practical, 
experience-based knowledge (Aalberg & Bye, 2020). In the analysis, we 
have identified the relevance of professional identity in the development 
of trust in automated systems, a relation only a few studies have pre-
viously addressed. One example was Walsham (1998), who pinpointed a 
general transition in professional identity towards trusting abstract 
systems. 

Empirically, our work is based on qualitative inquiry of car and 
passenger ferries operating with auto-crossing and auto-docking 
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systems. Car and passenger ferries (roll-on roll-off) constitute a critical 
part of the infrastructure in Norway, connecting remote geographical 
areas such as islands to the mainland. Auto-crossing (or auto-transit, 
auto-sail) is a state-of-the-art advanced autopilot system used on 
approximately 30 connections in Norway. The system ensures that the 
ferry stays on a pre-planned route with fixed waypoints and arrives at set 
timestamps by controlling acceleration, retardation, speed, and route. 
The officer in command initiates the system on a touchscreen fitted to 
the bridge. The screen plots the projected path, as well as the current 
position. Auto-docking (or automatic arrival) is a system that also au-
tomates the final part of the journey by automatically arriving and 
pulling the vessel up to the dock, after confirmation by the captain. With 
both systems installed, captains can leave all steering during the journey 
to automation, while themselves being responsible for oversight, 
outlook, and that the system is used within limits. 

In the study, we spent nine days onboard ferries with such systems 
installed, observing practice, and conducting 31 qualitative interviews 
with in total 33 seafarers. Our aim is to explore the following research 
question: What characterizes seafarers’ trust in automated systems? 

From the outset, our study was oriented toward exploratory field-
work to investigate how professional identity relates to ensuring safety 
in the context of the increasing use of new technology in the industry. 
Through abductive analysis (Alvesson, 2018), it became evident that 
trust in automation was a salient topic, and that the development of trust 
was related to potential vulnerabilities rooted in the seafarers’ profes-
sional identity. We argue that aspects of professional identity constitute 
an implicit performance standard to which automated systems are 
compared. This comparison influences the development of trust, and 
consequently, how the systems are used. Such development of trust is 
contingent on the individual hands-on experience of how the system 
performs (trustworthiness), according to professional standards. We 
claim that when automated systems challenge the core aspects of pro-
fessional identity, undesirable distrust and disuse are likely to occur. 
However, if the systems are regarded as an extension of their existing 
professional competence and practice, they are more likely to be trusted 
and properly used but also sometimes misused because of overreliance. 
Furthermore, we argue that the concept of professional identity has the 
potential to clarify more of the context-specific antecedents of trust 
exhibited by a given profession when core tasks are automated. We 
believe that when developing safety–critical automated systems, tap-
ping into and, to some degree, aligning development with seafarers’ 
professional identity could foster appropriate trust. 

In the following section, we introduce the theoretical basis for trust 
in automation and professional identity. Thereafter, a description of the 
method and scientific approach are provided. The findings of the study 
are presented in section four and then discussed in the context of theory 
and previous research, highlighting potential safety challenges and op-
portunities. Section six concludes the paper. 

2. Trust in automation 

Trust is a widely researched topic in various disciplines, including 
psychology, sociology, and economics (Hoff & Bashir, 2015). A common 
feature of the variety of research is the notion that trust can lead to 
positive effects such as cooperation, performance, and effectiveness. 
Trust is not only a characteristic of human relationships, but also human 
relations to technology. In shipping as well as in other contexts, trust can 
be considered to mediate the relationships between humans and orga-
nizations and humans and technology. 

2.1. Trust in technology 

Inspired by interpersonal trust, trust in technology is defined as the 
belief that a specific technology has the attributes necessary to perform, 
as expected, in a given situation in which negative consequences are 
possible (Mayer et al., 1995). However, a slight nuance is the 

consideration of trust as an attitude: ‘the attitude that an agent will help 
achieve an individual’s goals in a situation characterized by uncertainty 
and vulnerability’ (Lee & See, 2004, p. 54). Regardless, risk and 
vulnerability are inherent to technological trust. Trust in technology has 
been found to influence the acceptance and adoption of new techno-
logical solutions (Lankton et al., 2015), which is relevant to our study 
considering auto-crossing and auto-docking. 

The extent to which a given population trusts risk-managing entities, 
such as the government, police, healthcare systems, or businesses, can 
be described as institutional trust (Fjaeran & Aven, 2021; Pidgeon et al., 
2010). When it comes to automated shipboard systems, this applies to 
the degree of trust an operator has in the shipping company, interna-
tional and national governing organizations such as IMO, or other 
businesses or professions that they must interact with in daily work, such 
as vessel traffic services, port service providers, and various technology 
suppliers. According to Luhmann (2018), trust simplifies complexity. 
With sufficient trust in, for example, navigators or automated systems, it 
is not necessary to regularly monitor how the crewmembers or safe-
ty–critical technology performs. Therefore, trust fosters efficiency. 
Pidgeon et al. (2010) found that trust and distrust towards risk man-
aging institutions exists along a continuum ranging from uncritical 
emotional acceptance to complete rejection. They use the term ‘critical 
trust’ to highlight that a healthy kind of distrust can be found some-
where between these two extremes and explain it as a “practical form of 
reliance on a person or an institution combined with a degree of skep-
ticism” (ibid: p. 134). Ashleigh and Stanton (2001) argued that trust is 
likely to move dynamically along a continuum through upward or 
downward spirals. 

McKnight et al. (2011) argued that trust in technology rests on a 
combination of institution-based trust in technology, the propensity to 
trust technology in general, and trust in specific technology. Propensity 
to trust is a generalized trust, independent of the type of technology. It 
therefore signals trust in technology in general, and that the use can 
yield favorable outcomes. Institution-based trust is therefore contingent 
on a propensity to trust. This could involve, a belief in the existence of 
good support, for example, from producers and vendors, but also that 
certain types of technology can be trusted in a specific context. In 
relation to auto-crossing/docking, institution-based trust for example 
might relate to trust in equipment suppliers and the belief that auto-
mated systems are suitable and safe in a maritime setting. 

The trustworthiness of a specific technology is associated with three 
related belief dimensions (Mcknight et al., 2011). Reliability refers to 
technology operating consistently and properly. Functionality refers to 
the extent to which technology can do what is needed, and helpfulness 
concerns the technology’s capabiltiy to bring adequate assistance. This 
specific trust involves confidence in the technology to the extent that the 
user engages in an initial reliance, and explores all its features (“deep 
structure use”). The view of trust in technology involves both personal 
and contextual factors in addition to concrete technology. ‘Propensity’ is 
a personal factor that might vary, but also the consideration of suppliers 
and organizations involved play a role in the development of trust of a 
specific technology, and the actual use of it. 

2.2. Trust in automated technology 

Automation is based on complex technological solutions, and trust in 
automation has become a separate, interdisciplinary stream of research 
(see (Hoff & Bashir, 2015; Lee & See, 2004)). Based on Castaldo et al. 
(2010), we consider trust in automation as the belief from a trustor that 
an automated system will produce positive results in situations of 
perceived risk and vulnerability. 

The safety of an automated ship depends on whether the systems are 
operated appropriately and are not misused or disused. Lee and See 
(2004) referred to calibrated trust as trust that matches the capabilities of 
an automated system, which leads to appropriate use. In contrast, when 
trust exceeds a system’s capabilities, there is a situation of overtrust, 

A.L. Aalberg et al.                                                                                                                                                                                                                              



Safety Science 172 (2024) 106426

3

which might lead to misuse of the system. Misuse indicates an over-
reliance on automation, which may result in a failure to monitor the 
system and decision biases (Parasuraman & Riley, 1997). Distrust in-
volves a trust that falls short of the system’s capabilities, involving disuse 
or not utilizing the system to its full potential (Lee & See, 2004, p. 55). 
Disuse occurs when automation is neglected or underutilized; for 
example, owing to the occurrence of false alarms and omissions (Para-
suraman & Riley, 1997). 

In this way, trust influences when and whether operators rely on 
automation, and therefore influences the efficiency and safety of a sys-
tem (Hoff & Bashir, 2015). Trust influences a person’s willingness to 
believe in information from a system or make use of its capabilities. In 
their review, Hoff and Bashir (2015) that variability of trust in auto-
mation might be distinguished into three layers. First, the dispositional 
trust layer refers to the basic tendency to trust automation in general, 
and involves factors such as culture, age, and personality traits. Second, 
situational trust highlights the specific human-automation interaction 
and the environmental and operator metal context of this interaction. 
These factors include workload, perceived risk, self-confidence, and 
system complexity. Finally, learned trust develops through the experi-
ence of the automated system and involves factors such as the system 
reputation, experience with similar systems, and experience of the sys-
tem design. Thus, trust varies in three dimensions; the operator, the 
automated system, and the environment (ibid.:413). 

In their model, Hoff and Bashir (2015) included self-confidence as a 
factor of internal variability related to situational trust. Wahl, Kongsvik, 
& Antonsen (2020) studied the training of dynamic positioning opera-
tors and found that confidence in oneself as a professional is essential in 
operating automated systems and comes from a certain level of asser-
tiveness and trust in one’s ability to control the system both while 
automated and in cases where the operator must take manual control. 
Hoff and Bashir [7] provided an example of how a high degree of trust in 
automated aid and low self-confidence may lead to the more frequent 
use of automation. They also point to ‘computer self -efficacy’ in their 
study and how the operators’ judgment of own ability to use a computer 
is associated with trust in automation. Prinzel III (2002) explained that 
self-efficacy in general refers to the expectations that people hold about 
their abilities to accomplish certain tasks and reports that over-
confidence among pilots can impair performance in certain situations, 
for example, not using automation because of a high level of trust in 
manual navigation skills. 

2.3. Professional identity and trust 

In their systematic review of the factors influencing trust in auto-
mated systems, Hoff and Bashir (2015) uncovered several areas that 
require further scrutiny. Related to dispositional trust, they mentioned 
culture-based research as particularly scarce. Moreover, Hynnekleiv and 
Lützhöft (2021) recently indicated that aspects such as the skills, values, 
and culture of professionals are possible moderators of the relationship 
between subjective trust and trustworthiness of the automated system. 
Understanding professional culture and identity is important for un-
derstanding informal rules of work practices and decisions (Antonsen & 
Bye, 2015). Seafarers’ professional knowledge is deeply rooted in their 
individual and collective identity as seafarers. This is not related to 
nationality or ethnicity but rather to a professional culture that is dis-
played among its members by the sense of a community and by the 
bonds of a common identity (Helmreich & Merritt, 2019). Although 

strong, knowledge and attitudes are tacit and often taken for granted 
(Wahl, 2020), shaped primarily by belonging to a community of practice 
and situated learning (Lave & Wenger, 1991). What makes identity of 
special importance is its strong relation to behavior (Siebert & Siebert, 
2005). 

Professional identity1 as a term concerns an individual’s self-concept 
of their professional role based on an intertwined whole of experiences, 
attribute and values (Ibarra, 1999; Schein, 1978), constructed in a social 
context as an adaptive process. Generally, professional identity is ori-
ented towards trust in one’s own capabilities (Öhlén & Segesten, 1998), 
which accompanies a belief in professional autonomy. The outward 
expression of professional identity contributes to institutional trust, to 
the trustworthiness of the professionals or the institution to which they 
belong (MacNeil, 2011), and is connected to the concept of profession-
alism. Professionalism can be defined as “shared norms, attitudes, and 
behaviors that members of a professional community express or display, 
which allow others to recognize them as part of that community” 
(Bloom, 2022, p. 1000). 

Research has also to some degree explored what profession members 
trust. Walsham (1998) argued that professional groups have moved to-
wards increased trust in abstract systems instead of embedded social 
relations. Charatsari et al. (2022) found that technology provoked un-
certainties concerning professional experience and personal autonomy. 

We see professional identity as a concept that is both individual and 
collective, as emphasized by Hogg and Abrams, who argue that it”offers 
a shared, or collective, representation of who one is and how one should 
behave” (Hogg & Abrams, 1988, p. 3). A view of identity involving a 
social element with multiple layers is similar to the notions of Wenger’s 
theories on communities of practice (Wenger, 2010), and is also sup-
ported by research connecting maritime professional identity with 
(safety) culture (Antonsen, 2009). 

Professional identity in the maritime industry is inextricably linked 
to the term’ seamanship, which can be defined as “a blend of professional 
knowledge, professional pride, and experience-based common sense” 
(Knudsen, 2009, p. 295). Seamanship represents an idealized standard 
in the maritime profession, how to behave, and what to know. However, 
the term has multiple meanings. Seamanship has been argued to 
represent aspects such as professional competence (Kongsvik et al., 
2020), professional culture (Antonsen, 2009), and widely denoting 
general navigational practices (He et al., 2017). Failing to act in 
accordance with seamanship has been used in juridical contexts in ways 
similar to juridical negligence (Reifner & Lilja, 2017). Seamanship also 
encompasses social dimensions such as taking care of crew members and 
belonging to a community (Aalberg & Bye, 2020). Seafarers have spe-
cifically used seamanship as an opposition to written rules (Bye & Aal-
berg, 2020; Sydnes et al., 2012); however, seamanship is also considered 
a foundation for rules, especially international regulations for safe 
navigation and collision avoidance (Zhou et al., 2020). 

Essentially, trust is highly dependent on the characteristics of the 
user, situational dynamics, and work context. There is a theoretical 
indication that the sociocultural and identity-related aspects of the 
maritime industry are related to how they experience technology. In the 
next section, we provide details of the methods used in the study. 

3. Method 

This work is based on a qualitative study applying ethnographic 
methods such as participant observation and interviews with seafarers. 

1 In the research tradition of professions, the maritime occupation, even of-
ficers, might not be considered as a profession per se, considering the criteria 
proposed by Abbott (1988), especially own jurisdiction. However, the charac-
teristics of a profession asserted by Kerr et al. (1977) are intuitively relevant for 
maritime work: expertise, autonomy, identification, and the ethical and colle-
gial upholding of standards. 
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The research was carried out by four safety researchers with a back-
ground in sociocultural studies of work and technology. 

3.1. Research context 

Three connections operated by two different shipping companies 
were selected based on opportunistic sampling (Johnson & Christensen, 
2019), and we spent time on two different ferries on each connection. All 
connections had considerable experience with the systems, but only one 
had an auto-docking installed. All ferries had the system under opera-
tion, and all were battery-electric, but varied in terms of connection 
time, degree of difficulty in navigation, average traffic complexity, and 
across two different companies. See Table 1 for brief information on 
these connections. Both companies involved in the study explicitly 
stated that the primary reason for implementing automated systems was 
to standardize the energy efficiency performance. On these ferries, 
manning is typically 4–5 persons on watch duty, with two officers on the 
bridge (responsible for operating the automated system), one engine 
chief (responsible for the machinery and maintenance of the automated 
systems), and one able-bodied seafarer (mainly interacting with the 
system implicitly when timing tasks during docking, and some cases 
serve as dedicated outlooks). 

3.2. Data gathering 

The study applied ethnographic tools including unstructured in-
terviews, semi-structured interviews, and onboard observations. Ob-
servations were conducted by two researchers who spent three days at 
each connection and were documented through field notes. Passive 
participant observation (Spradley, 1980) was the primary observation 
technique. We observed activities such as handovers, coffee and lunch 
breaks, crew familiarization training, crossing and docking, cargo and 
passenger handling, guided tours, and technical failures. 

During observations, mostly when spending hours on the bridge, 
unstructured interviews (De Fina, 2019) were conducted, asking the 
informants about their experiences with the automated systems and 
generally how they perceived their work. These interviews were per-
formed without a defined interview guide and were documented 
through extensive field notes. 

The semi-structured interviews were conducted in an office, where 
most were audio recorded and using an interview guide (see Appendix 
A). The themes in the semi-structured interviews were: i) background as 
seafarers, including work practice and roles; ii) how is it to be a seafarer 
today; iii) what systems and technologies are you using; iv) what good 
seamanship is; v) experiences with automated systems; vi) attitudes 
towards autonomous vessels; and (vi) trusting and relying on the auto-
mated system. We strived to distance ourselves from a priori hypotheses, 
theories, and literature to capture the life world of the informant and to 
allow for spontaneous exploration in the field. The length of the in-
terviews ranged from 20 min to 70 min, most around 45 min. In total, 31 
interviews were conducted with in total 33 informants (see Table 2), 
including three group interviews. The primary data used in the analysis 
consisted of interviews with the bridge crews. The distribution of in-
formants across genders reflects the fact that the maritime profession 

consists primarily of males. 
Informed participation was arranged in accordance with the guide-

lines of the governing regulatory instance of the National Centre for 
Research Data AS. 

3.3. Coding and analysis 

Thematic analysis was applied to develop themes through initial 
inductive coding, and then theory was used to cyclically inform the 
empirically driven analysis. As we reinterpreted empirical clues in light 
of theory, the analysis can be denoted as abductive (Alvesson, 2018). In 
the analysis, field notes and observations were combined to better un-
derstand the meaning of statements and actions by adopting an inter-
pretive approach. For this purpose, we adapted the guidelines for 
thematic analysis of Braun and Clarke (2006). Thematic analysis in-
volves coding transcripts into higher-order levels of themes. The coding 
and analysis followed five steps (see Fig. 1): 1) Familiarization: we 
transcribed interviews and read them to gain an overview and immer-
sion. 2) Initial coding: The coding was conducted in Nvivo (release 
1.7.1), primarily by the first author. Initial codes were data-driven 
rather than theory-driven as in vivo and process codes (Saldaña, 
2013), the latter especially concerning observations. 

To prevent the loss of context, coding excerpts contained information 
concerning informant attributes. Excerpts included the surrounding 
text, and we alternated between re-reading the whole interview and 
revising the codes. 3) Searching for themes: This step involved the ag-
gregation, merging, and searching for appropriate thematic categori-
zation of codes, including an analysis workshop with some of the 
authors. 4) Reviewing themes: Here, we cross-checked themes to codes 
and vice versa as well as an developing the initial thematic ‘map.’ During 
Step 4, all co-authors joined for analysis workshops, using the code sheet 
and themes as material. The abductive approach led to a fluctuation 
between the identified empirical themes and theoretical concepts that 
were found to be relevant. The themes (from Step 4) motivated the 
exploration of trust theories. The themes were then revisited and refined 
using new theoretical concepts. For example, this involves the catego-
rization of “vulnerabilities,” which is related to the definition of trust in 
automation. Finally, in step 5) Defining themes and reporting, we 
refined themes and a clear narrative by bringing more relevant literature 
to the analysis and discussion. A guiding quality criterion for emergent 
findings was to strive for consistency within (internal homogeneity) and 
discrimination between (external heterogeneity) themes. 

4. Findings 

Most crew members manifested trust in automated systems through 
positive attitudes, extensive use, sometimes exceeding procedures, and 
developer intentions. Many reported simply that they used it “all the 
time.”. In the following section, the findings from the interviews and 
observations are presented. First, we describe the main mechanisms 
involved in the development of trust and then describe some aspects that 
are negatively related to trust. 

4.1. Developing trust 

Essentially, we found that trust was primarily developed through 
own hands-on testing of system performance, observing its positive ef-
fects, enabled through participation in the development of the systems, 

Table 1 
Characteristics of the three ferry connections visited.  

Connection Traffic 
volume 

Crossing 
time 

Difficulty of 
navigation 

Auto-docking or 
auto-crossing 
installed 

1 Higher Approx. 25 
min 

Medium Both 

2 Lower Approx. 10 
min 

Lower Auto-crossing 

3 Medium Approx. 20 
min 

Higher Auto-crossing  

Table 2 
Characteristics of the 33 informants.  

Category Distribution of informants (33) 

Male / Female / Other 31 / 2 / 0 
Bridge crew / Engine / Deck 19 / 9 / 5 
Age (approximately) up to 40 / 41–60 / 61–75 13 / 14 / 4  
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and their openness to technological change. 

4.1.1. Positive hands-on experience of system performance 
The main element in gaining trust for navigators was hands-on 

experience with the system while sailing, in contrast to theoretical 
courses or formal training. Even hearing their colleagues telling them 
that the system works was not sufficient to gain trust; however, second- 
hand experience encouraged experimentation. Initial skepticism could 
exist for months before the actual hands-on use of the equipment. 

One of the captains we spoke to and observed in his work illustrates 
this process quite well. He explained that he had watched one of the 
other ferries on the connection sailing with an early version of the 
autocrossing system and thought “what kind of nonsense is this?”, refer-
ring to what he considered an unusual sailing pattern. This skepticism 
persisted for months until he had his own hands-on experience with the 
system. From that moment, trust developed quickly, as demonstrated by 
the situation in which we observed him leaving the chair during the 
docking phase. This happened during the shift change just after we came 
on board, where an off-duty captain sat on the PC next to the officer on 
watch (OOW) captain, who was sailing with automatic docking. The off- 
duty captain was confused with something in the Safety Management 
System and discussed with the OOW. To help make sense of the issue, 
the OOW left the chair and went to the PC to read and provide another 
set of eyes to figure it out before returning to the chair. It is not probable 
that this would have happened during manual docking and was a 
violation of safety procedures, thus indicating an overreliance on the 
system. 

The importance of one’s own experience was also apparent by 
comparing seafarers on Connection 1, which exhibited quite high trust 
in both autodocking and autocrossing, with seafarers on ferries with 
only autocrossing installed (Connection 2 and 3). Even though several 
on Connection 2 and 3 quickly gained trust in the autocrossing system, 
they were more skeptical towards autodocking, leaving the system with 
practically no margin of error. The following quote from the captain on 
Connection 3 illustrates this: 

“Well, I guess it is ok to try it. This is highly dependent on the fact that it 
works continuously. Most accidents occur during this phase [docking]. 
One must trust it at a 100 % level. If it is 99 % - one deviation – the whole 
system will be discarded.” 

To experience how the ship behaved in various situations, both vi-
sual confirmation from the screens and holding the thruster handles 
seemed to be important for developing trust. The tacit feeling of how the 
ship moved enabled making sense of the system’s behavior and 
compared to projections of what the system was communicating about 
its planned route on the screen. Informants often noted this, quite 
reductionistic, as “seeing” it work: 

“I felt confident in it [the autocross system] quite fast when I saw that it 
worked.” 

However, the system would not only be assessed by what itself was 
projecting but also implicitly compared to what the navigators them-
selves considered appropriate to do in particular situations. This is 
exemplified by what a captain without experience with autodocking told 
us, contemplating what to do to develop trust: 

“Well, it would be to be present to monitor it over time. To see that it does 
what it is supposed to do - That it does what we would have done.” 

In addition to experiencing the systems’ specific maneuvers, the 
experience of immediate reward in terms of reducing workload and 
ensuring the reliability of transportation increased trust. Several in-
formants noted that using the system was associated with the ability to 
relax slightly more, especially when tired or during simultaneous tasks 
such as answering a phone call while sailing. Such immediate gratifi-
cations led seafarers to rely on the systems to a large degree, especially 
when stressed out or tired, or in need of extra attention capacity for 
outlook, as this quote illustrates: 

“[When] you need a little extra focus, you can use it and all of us [on the 
bridge] have two sets of eyes that we can focus one hundred percent (100 
%) on [watch-keeping], because we know it’s going to sail to where it is 
going unless we have to give way because a boat is coming […]. Therefore, 
the system is absolutely a top notch.” 

We found that it was essential for the crew to perceive automated 
systems as tools that they could choose to apply rather than as an entity 
that has authority over the captain. This aspect involved both the feeling 
of being responsible for what the vessel does and, by extension, the tools 
and systems to apply in various situations. The decision latitude and 
authority of captains are fundamental characteristics of seafaring, and 
increasing automated systems introduce tension towards this ideal. 
Valuing such independence was associated with the development of 
“seamanship” capabilities by experiencing and solving situations that 
occurred at sea on their own. Many of the officers on ferries have pre-
viously sailed abroad in overseas shipping or cruise shipping, and 
several emphasized the physical and psychological capacity to take care 
of themselves and the boat, both in daily operations and in extreme 
situations. One particular aspect was creativity in applying tools that fit 
the situation using practical wisdom. 

An example that demonstrates how seafarers perceive the system as a 
tool rather than a means of control is the use of autocrossing in ways 
contrasting to developers’ intentions; the autocross system was designed 
with a fail-safe mode in case of operators failing to intervene in alarms, 
in which the vessel would stand still just outside the dock (similar to 
more widespread dynamic positioning, DP, systems). In foggy weather, 

Fig. 1. Steps in the coding and analysis.  
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the operators would deliberately let the autocross system enter the fail- 
safe mode by not activating manual maneuvering at the set point. The 
system’s ability (intended as an emergency stop) to stop in a precise pre- 
designated area just outside the docking area enabled the navigator to 
relieve tension and provide time for orientation before commencing the 
docking task. This example simultaneously demonstrates a high level of 
confidence in performance. The informants told us that they had tested 
this ability by simply testing it to see if it worked for themselves. 

The difference between perception as a tool versus a control mech-
anism was even more evident when the informants reflected on auton-
omous or remote-controlled vessels, in contrast to the automated 
system: “Navigator: It is the angle… It is a huge difference from a tool to… 
Just to take over [control]. […] I am sure that most see it as positive if it is a 
tool.”. This quote illustrates that autonomous ships were perceived as 
taking over control, but the automated systems under study were just 
another helpful aid. 

4.1.2. Involvement in software development process 
To obtain software with an adequate standard, tapping into sea-

farers’ expert knowledge in the development phase seemed to be crucial 
for both the trustworthiness of the system and for developers to signal 
good intentions. Only some of the captains in the study were directly 
involved in software development, whereas others indirectly provided 
feedback through those in contact with developers. Several informants 
explained that these processes took a long time with several iterations. 
Typically, a captain was first given a rough sketch of how the software 
was meant to operate, with to 3–4 suggestion on how the automated 
route could be planned. The ordinary way of sailing was then logged, 
both with regard to the route and changes in speed along the route. The 
software was then developed for testing, and developers came onboard 
the ship to log the software in use. After feedback from the captains, the 
software was again “tuned” in several rounds, as this quote illustrates: 
“We sent it back and said “this is not good enough”. ’No, it’s okay’, they said. 
And we said ‘no, it is not. It was a marathon, not a sprint.”. 

Considering that each connection had its own characteristics com-
bined with several variables such as sea and wind conditions, there was a 
need for context-specific fine-tuning. It seems that the navigators 
themselves were often the drivers of the process of making changes in 
the software. The process demanded resources from both developers and 
crew members; however, in the end, it made a crucial difference that 
enabled the trust needed for applying it in operation: 

“When I talked to colleagues, some said ‘no this doesn’t work, can’t be 
bothered to use it.’ You must stick to it to the end and bother to get 
engaged. It did not work on the first attempt; it was more like 2–3-4–5 
attempts. Now it’s almost unthinkable not to have it.” 

Thus, seafarers had a higher threshold for acceptable performance 
than system developers, and incremental changes based on their own 
observations and wishes were crucial for developing a system that they 
could trust, which can be seen as a form of representation of user- 
centered development. 

4.1.3. Openness to technological change 
Younger seafarers seemed to be more positive towards new tech-

nology and technological developments in general, as this quote from a 
young captain illustrates: “Everything new is cool. It is fun. […] We are 
positive towards the technology, you know, to see how far we can go with it.”. 

Although general reluctance was associated with older officers, we 
also interviewed several officers older than 60, who were positive to the 
incremental improvements provided by technology. Several described 
that a fundamental aspect of a good seafarer is to strive for incremental 
development of knowledge and skills. However, when we asked the crew 
members to contemplate their attitude and experience with technology 
in general, a common response was to indicate a generalized lack of 
openness to such change, for example quotes like “one is always skeptical 
towards something new, that’s just how it is,” but also highlighting that 

seafarers tend to be more conservative than others. A tendency toward 
openness to technology change might be considered an element that 
increases the probability of trying the technology, but in our material, it 
was not particularly important for the development of trust itself. 

Informants highlighted the effect of earlier experience with auto-
mation, which acted as a spillover effect on openness towards new 
automated technology. Specifically, several dynamic positioning (DP) 
systems are widely used in petroleum offshore operations. It seemed like 
several bridge crew members with offshore experience described this as 
a difference between how quickly the crew became accustomed to the 
automation: “some find it is less okay to trust. For example, older captains. 
However, I, who am used to trusting DP-systems… [trust it].” The perception 
that trust was generalized from experience with other similar systems 
was shared between those with and without experience with such 
technology. 

In conclusion, openness to technological change and user-centered 
development led seafarers to experiment with technology hands-on. 
During this hands-on experience, they compared the system with their 
implicit professional standards to determine whether it could produce 
positive results. User-centered development increased the system per-
formance, and this comparison led to the development of trust in the 
automated system and its wide use. 

Despite the fact that most navigators often used these systems, there 
were significant variations in their use. Some used it in specific situa-
tions, whereas others sailed with it most of the time, with notable ex-
ceptions. Quite a few informants reported using the system widely but at 
the same time expressed negative attitudes. Moreover, some informants 
did not use the system at all. This variation represents the degree of 
mistrust. In the next section, we describe the main factors that 
contribute negatively to trust. 

4.2. Risks and vulnerabilities negatively related to trust 

Considering our understanding of trust in automation as a belief from 
a trustor that an automated system will produce positive results in sit-
uations of perceived risk and vulnerability, we highlight the elements 
that represent potential risks and vulnerabilities that reduce trust. These 
risks and vulnerabilities were especially pertaining to i) how system 
performance was not good enough, ii) implications for their professional 
competence, and iii) pleasure from working. Some of these issues were 
prevalent in the current versions of autocrossing systems and some were 
problematic in earlier versions. 

4.2.1. System performance is not aligned with good “seamanship” 
Through the implicit comparison of the automated systems to a 

professional standard, navigators sometimes found that the system did 
not produce the expected positive results. These issues especially per-
tained to communication with other vessels and providing service and 
comfort for passengers, aspects that they referred to as “operating ac-
cording to good seamanship.” This was related to a preoccupation with 
avoiding a loss of reputation and perceived professionalism among 
passengers and fellow seafarers. 

To avoid traffic conflicts, displaying predictable and clear behavior 
according to the established navigation practice was considered 
important for safety reasons. Maneuvering according to informal stan-
dards was also considered to demonstrate good navigator navigational 
abilities. Therefore, informants reported disengaging the automated 
systems earlier than necessary due to a wish to act according to “good 
seamanship.”. 

Seamanship here meant to conduct early and clear communicative 
maneuvers to bring adequate solutions to potential vessel conflicts, even 
sometimes in discrepancy with rules. The informants reported that using 
predefined routes and hard-coded rules in auto-crossing could confuse 
other vessel(s). These issues led several informants to contemplate hy-
pothetical scenarios in which they would act upon professional sound 
judgment incorporating elements such as intuition and values in 
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contrast to blindly following hard-coded rules. Specifically, these sce-
narios were associated with the COLREG2’s lee-way rules. They con-
trasted this ability to provide practical solutions to concrete situations at 
hand with automated systems’ capabilities in general, as illustrated in 
the following quote: 

“The big scare is for example large cruise ships into the side [of our boat]. 
In case of conflict, we do not take the chance of going straight to the aft, 
even though we are the stand-on vessel, when we have the opportunity to 
go just behind [the cruise ship]. Is a computer able to make such a 
decision?” 

An underlying concern integrated in the appreciation of seamanship 
was other vessels’ preconceptions of navigators on car ferries as only 
capable of following a “railway track,“ i.e., not having to make any turns 
and just follow a railway track. Therefore, they generally did not like 
that the system did not sail human-like. For example, while using 
autocrossing just outside the quay, a captain stated “see, the boat is 
positioning a bit crooked, I would not do that”. In certain situations, such as 
poor weather conditions, the informants noted that they would pay extra 
attention to such behavior: “I do not sail with the autocross when it is that 
kind of [poor] weather condition. […] I help with both thrusters, so she [the 
ship] does not end up all crooked”. This particular issue also represented a 
safety concern, particularly when navigating shallow and narrow 
waters. 

Navigators were also oriented towards sailing in a way that was 
‘smooth’ for the passengers, and by extension also themselves. This 
motive led to early versions of the autocrossing system being disused 
because of too staccato movements and unwanted vibrations, even 
though the systems worked in an “objective” sense. The navigators 
imagined how the passengers would think of “weird” sailing, such as 
abrupt movements or being close to another object. For example, when 
we observed a captain not using the autocrossing system as he navigated 
through a narrow passage, he stated that if he were to use the auto- 
crossing in this particular situation, the passengers would think, ‘What 
is he doing up there?’. Such experiences led crew members to contemplate 
perceptions and preconceptions of automated systems’ ways of thinking 
and machines in general. Several informants, whether using the system 
or not, exhibited a simplistic understanding of how the automated sys-
tem worked, and were skeptical of the intelligence of future automated 
systems, whereas humans were better at making holistic judgments. 

4.2.2. Worry of reduced navigator skills 
A prominent concern among almost all the participants was the 

short- and long-term effects on skills when automation was widely used. 
In the short term, the lack of manual sailing inevitably led to a dimin-
ished ability to take over manual control. As one informant noted, after 
sailing with autocrossing for some days, he had to “sail a couple of rounds 
before I get the flow back.”. The manual sailing was related to “feeling,” 
which could be regarded as perceived control through hands-on expe-
riences. Even identical ships had different “feel,” some informants 
noted. An experience of reduced ability led to several sporadic disen-
gagements of the system to regain feelings of control. For example, a 
captain’s skepticism towards increased automation was rooted in a 
reduced “feeling”: 

“I am more skeptical of the auto-docking than the auto-crossing. It con-
cerns own senses. […] I usually call it ‘feeling the boat’ in the fist and in 
the fingers, and I will only get it in one way: through sailing and feeling 
manually.” 

In the longer timeframe, informants seemed to factor into a more 
progressive de-skilling issue. The automated system therefore also 
constituted an opportunity to reflect on “old” seamanship and the 

younger generations, including a tendency towards sometimes roman-
ticizing established practice and the “real” seafaring. Seamanship was 
related to the fact that older navigators sailing the “old way” had 
mastered the skill of maneuvering a ship without the assistance of high- 
powered motors and technological aids. In contrast, navigators 
perceived younger generations to not possess the same capabilities and, 
consequently, were more dependent on advanced technology, as illus-
trated in the following quotes: 

“The younger ones now sail sideways3 into the dock […] They have not 
been able to get to the dock with the old boats. That I shall promise you.”. 

Several informants concluded that the issue of younger navigator 
competence explicitly arose in the case of technological breakdown or 
that complex traffic situations invoked a need for the appropriate 
application of professional judgment and other types of experience- 
based skills: “there are too many aids now […] if something happens, you 
cannot read a book”. This was especially described as a problematic 
aspect for the younger generation of seafarers without sufficient manual 
experience: “Auto-docking might do it just as well [as us], but if something 
fails and one have never sailed manually, one does not have the feeling the 
day one has to take over.”. 

However, in contrast, the younger generations were deemed to be 
more effective at mastering technology and operating efficiently in 
terms of energy consumption, indicating computer self-trust and an 
increased tendency to use and experiment with the systems: “It is a game 
to them, and they are the gamer generation.”. 

Thus, the concern for reduced seafarers’ competence led to reduced 
trust in oneself (and colleagues), which can be seen as a negative effect 
of the system, and therefore represents reduced trust in the automated 
systems’ ability to provide positive results. 

4.2.3. Reduced joy due to lack of ship handling 
Some of the informants explicitly stated that the motivation for 

choosing the profession was to sail and maneuver the boat, and that 
increased automation might therefore reduce engagement. For example, 
one of the captains we spoke to was amidst a transition from working at 
sea to onshore, specifically pinpointing this issue: 

“Whether it is a wonderful cloudless sky, a calm day – or if it is a full 
storm – it’s one of the most joyful things I do. And it is clear to me now 
that more and more of it will disappear”. 

Some noted that the shift towards automated systems led to going 
from executing to monitoring, and indicated a fundamental role change 
as a navigator that they did not like, as illustrated by this quote: “Your 
function on the bridge now is to control that the ship does what it has been told 
to do. While earlier, it was I who did that.”. 

Some indicated a negative attitude toward the changed role but used 
the system anyway. For example, a captain emphasized that “it’s modern 
torture to sit and only watch; however, the same captain also reported 
using the system “all the time”, indicating that albeit trusting the system 
in its performance, negative feelings can coexist. 

5. Discussion 

Based on these findings, we will now discuss the characteristics and 
development of trust in automation and argue that trust could be closely 
linked to seafarers’ professional identity. 

2 Convention on the International Regulations for Preventing Collisions at Sea 
(1972). 

3 The thrusters on these ships can turn 360 degrees and equipped with 
enough power, the ship can essentially sail sideways, whereas older ships 
equipped with propellers are more one-directional and therefore allegedly are 
more difficult to maneuver during approach to dock, especially in certain wind 
conditions. 

A.L. Aalberg et al.                                                                                                                                                                                                                              



Safety Science 172 (2024) 106426

8

5.1. What characterizes seafarers’ trust in the automated systems? 

Trust in the automated systems was developed by experiencing an 
adequate system performance. This experience was primarily obtained 
through engaging in own practical testing and experimenting with the 
systems, in which a comparison to some kind of implicit standard was 
made. The intention to try the system was based on openness to tech-
nology and peer encouragement. Adequate system performance ac-
cording to professional standards was heavily dependent on the crew’s 
involvement in fine-tuning the software together with the developers. In 
line with previous research by Hoff and Bashir (2015) and McKnight 
et al. (2011), trust seemed to rely on aspects of the individual, such as 
openness to technological change (dispositional trust), context, such as 
different levels of trust in various positions and weather conditions 
(situational trust), and interaction with systems, for example, the 
importance of hands-on experience (learned trust). Openness to change 
might be related to McKnight et al.’s (2011) use of the propensity to trust 
concept. 

Most officers exhibited a high level of trust in the system, supporting 
the idea that automation is an aid for officers (Chan et al., 2023); 
however, notable variations were observed. This variation ranged from 
the absence of trust and disuse, mistrust and disuse in situations where it 
could have been used, and overtrust and overreliance, for example, not 
adhering to requirements for periods of manual control. The same per-
son was found to trust the system in one situation, such as in good 
weather conditions, but not in others, such as during strong winds. Thus, 
trust is situationally dependent (Hoff & Bashir, 2015). From the outset, 
trust gradually increased through positive interactions. These findings 
are consistent with the understanding that trust is not a fixed category 
but rather a continuum (Pidgeon et al., 2010) and tangent to evolving 
trust in an upward spiral (Ashleigh & Stanton, 2001). Moreover, 
considering the system performance variation according to weather 
conditions, the accompanying variation in trust arguably reflects cali-
brated trust (Lee and See, 2004). 

Regarding the trustworthiness of a system, the three dimensions of 
McKnight et al. (2011) supported the trust that stems from perceiving 
the system as precise in its arrival time is tangent to reliability, thus 
operating consistently. The lack of “seamanship” maneuvers pertains to 
reduced functionality, that is, does what needs to be done. Finally, the 
effect of autocrossing on workload might be considered perceived 
helpfulness, in that it provides adequate and responsive assistance. 
Although most were positive towards using the systems, observations of 
disuse or mistrust were explicitly related to the performance of the 
system, such as the belief that the system did not optimize energy con-
sumption, not sailing the shortest route, and sailing abruptly and not 
human-like. 

Seafarers’ trust was intertwined in a multilateral network of trustors 
and trustees. Their trust in the systems on board was associated with 
institutional trust in the system provider’s reputation, as demonstrated 
by the positive development process. Through conceptions of profes-
sionalism, their attitudes towards the autocrossing system were related 
to their perceived trust from passengers. Considering some of the no-
tions of poor performance, the implementation of such a system might 
also be interpreted as onshore management exhibiting distrust in, or 
devaluing of, seafarers’ own professional competence and work. The use 
of automation seemed also to relate to officers’ trust in oneself (self-ef-
ficacy) in at least two ways; There were indications that especially 
younger navigators had a lower self-efficacy in handling the ship 
manually, that may have contributed to an overreliance on the system. 
Higher self-efficacy in using technology seemed to lead to confidence in 
trying and experiencing how the system might lead to positive effects, 
which is in line with the findings of Wahl et al. (2020). It was also related 
to the disuse of the system due to considering themselves to be superior 
to the automated system, in accordance with the findings of Prinzel III 
(2002). Confidence in oneself as a professional can be considered a 
precondition for appropriate use. However, this can also lead to unsafe 

outcomes through the disuse of a trustworthy system. 
There were some indications of a discrepancy between the trust 

expressed verbally and that represented through practice. For example, 
one of the captains stated, “it is modern torture to sit and only watch” 
indicating a negative attitude towards automated systems. On the other 
hand, he stated that he used the system “all the time,” and subsequent 
observations supported this. Thus, the captain was confident in the 
system performance, but was clearly aware of its potential negative ef-
fects. This acknowledgment of the captain shows a tension between use 
and trust, perhaps in this concrete situation, motivated by the immediate 
gratification of reducing the workload by engaging the system. This 
somewhat paradoxical example shows that one should be careful when 
conjoining concepts to represent the same underlying phenomenon. 
Therefore, there is a notable difference in defining trust as a belief or 
attitude (Castaldo et al., 2010), and between trust and reliance actions 
(Lee & See, 2004). The captain might believe that the system will 
perform as intended but still have some negative attitudes towards it and 
may realize negative effects but overly rely on the system due to, for 
example, immediate benefits in reduced workload. 

5.2. How trust is related to professional identity 

Based on emergent analysis, we argue that norms rooted in profes-
sional identities act as references for system performance (see Fig. 2). 
Professional identity as a term concerns an individual’s self-concept of 
their professional role based on an intertwined whole of experiences, 
attributes, motives, beliefs, and values (Ibarra, 1999; Schein, 1978), 
constructed in a social context as an adaptive process. Professional 
identity as a construct is relevant both for individual and collective 
notions (Hogg & Abrams, 1988), hence both giving the answer to “who 
am I”, “who are we”, and similarly “what we do.” The automated 
steering of a ship to some degree represents a new colleague; therefore, 
implicit performance standards are applied to this system to gain con-
fidence in its abilities. This effect can also be seen in relation to the 
fundamental social nature of human–machine interaction (Degani et al., 
2017). The seafarers relied on the automation to learn “that it does what 
we would have done” and observed positive outcomes, and not hurting 
vulnerabilities, to gain confidence in the systems’ ability to produce 
good results. 

We contend that the potential risks and vulnerabilities of a trustor 
largely reflect professional identity attributes. Recall our understanding 
of trust in automation as “a belief from a trustor that an automated system 
will act to produce positive results in situations of perceived risk and 
vulnerability.” Perceived positive results (based on Castaldo et al. (2010)) 
can be summarized as the seafarers’ experience of i) optimization of 
work-related goals, such as keeping time schedules and energy optimi-
zation, ii) reduced workload, and iv) increased perceived redundancy 
and extended repertoire of tools. Risks and vulnerabilities can be sum-
marized as seafarers’ worrying for or feeling i) loss of reputation and 
perceived professionalism among passengers and fellow seafarers, ii) 
loss of professional competence, iii) loss of professional independence, 
and iv) reduced joy. These vulnerabilities seem to be core aspects of their 
professional identity and will be discussed below. 

Loss of reputation and perceived professionalism. When the seafarer 
disengaged the automatic crossing when navigating in a narrow passage 
(albeit “objectively” safe) due to a wish for keeping passengers’ 
perceived safety high, this is an example that implicitly says that the 
automated systems failed to adhere to a navigation norm. One could 
therefore argue that automated systems that replace the core tasks of the 
maritime profession are trusted, partly based on how the system oper-
ates according to the norms rooted in professional identity attributes, 
just as if they were a new colleague. Moreover, system performance that 
adheres to the norms of “good seamanship” is inextricably linked to 
professional identity. Albeit quite diverse in meanings, “seamanship” 
from a sociocultural perspective represents an idealized standard in the 
maritime profession, how to behave, and what to know. Seamanship 
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essentially relates to all Ibarra’s (1999) dimensions of professional 
identity, experiences (e.g., the emphasis on practical experience at sea to 
form knowledge and practices), motives (e.g., pride in their work), 
values (such as valuing human interaction), attributes (specific skills or 
individual dispositions of the seafarer), and beliefs (e.g., the notion that 
experience-based judgment is superior to following written procedures). 

Loss of professional independence. Professional independence (or au-
tonomy) is also related to trust through the appreciation of the control 
and authority of their work, which can be considered a professional 
attribute in Ibarras (1999). We claim that systems that challenge mari-
time officers’ perceived control and authority can be easily distrusted. In 
our findings, this is showcased by the antagonism exhibited towards 
higher levels of automation, specifically autonomous systems. The 
negative attitude was often followed by indicating the aspect of 
perceiving the autonomous system as in “control” versus automated 
systems as “tools.” This skepticism was strong even before and in the 
absence of interactions with the system performance. 

The reluctance to trust a formal artifact undermining their inde-
pendence bears resemblance to earlier findings related to the proce-
duralisation of maritime work and identity discrepancy. The 
introduction of the ISM code initiated elevated bureaucracy through 
safety management systems (Størkersen, 2018). Both Anand (2011) and 
Knudsen (Knudsen, 2009) in their research found experiences of the 
shipmaster transitioning from primarily maneuvering ships to being a 
“clerk,“ indicating a clear shift and tension in their professional identity. 
Considering this identity discrepancy, seafarers are hesitant to trust 
formal artifacts that challenge their professional autonomy, such as 
procedures or ICT-enabled monitoring (Bye & Aalberg, 2020; Knudsen, 
2009; Sampson et al., 2019). Moreover, Sampson et al. (2019) argued 
that the accompanying monitoring enabled by ICT manifests a lack of 
trust exhibited by land-based organizations. In other words, we can 
conclude that seafarers’ trust in automated systems is contingent on 
perceiving technology as a resource for action, as opposed to means of 
control (Dekker, 2003). 

Loss of professional competence. Navigational competence was 
another professional identity attribute that influenced trust. Seafarers 
contemplated their own professional competence in their beliefs about 
automated systems, specifically worrying about their effects on navi-
gation skills. Both in the short- and long-term, such worry pertained to 
considerations on what competent seafarers should know, for example, 
the appreciation of tacit feelings with the boat, and the capability of 
situated practical wisdom in decision-making. 

Reduced joy from ship handling. For centuries, in the long-lasting 
history of seafaring, navigators and captains have steered ships as a 

main task, both symbolic and action-wise, and the future of automation 
was seen as discrepant to this fundamental idea. As the strong statement 
from one of the captains clearly illustrates (“it is one of the most joyful 
things I do”), ship handling could be a primary motivation for work. 
Feelings of losing one of the core tasks inherent to the occupation is 
intuitively related to professional identity motives (Ibarra, 1999). 

In addition to specific vulnerabilities acting as system performance 
references, professional identity may help explain why trust in auto-
mated systems is highly dependent on hands-on testing. There are 
several other possible explanations for this finding, which we will turn to 
first. While it was expected that personal experiences would be more 
influential than second-hand experiences, it was remarkable just how 
important the hands-on experiences were. The relevance of physical 
experience is tangent to the findings of Rae et al. (2013), who found that 
interactions through the physical embodiment of an artifact increased 
trust in a robot, whereas remote control did not. The embodied learning 
framework (Stolz, 2015) posits that it is not possible to segregate the 
body and mind from the world, and that learning occurs through all 
entities, which might help explain the significance of bodily experiences 
in learning to trust. The process by which professional experimentation 
with automation embodies change might also be a form of what Vik-
torelius and Sellberg (2022) label as bodily-awareness-in-reflection, 
which they apply to simulation-based training. 

In Ibarra’s (1999) model of professional identity, experiences is a 
dimension that concerns the background and occurrences that influence 
professionals’ thinking and reflections on their practice and role (Provan 
et al., 2018). Several informants believed that it was their own experi-
ence, in contrast to formal education, which forms a good seafarer and 
develops seamanship capabilities. This finding is in line with earlier 
research on seamanship (for example Bye & Aalberg, 2020). Scholars 
have also posited that it is through embodiment the professional is 
experimenting with future professional selves in their professional 
identity adaptation process is through using your body (Stolz, 2015). In 
this sense, their physical interaction with the new automated system 
creates a situation in which the operator might experience and reflect on 
the potential future professional self. Finally, an underpinning theoret-
ical notion in professional identity development is that it culminates in 
professional independence (Bloom, 2022). Therefore, one could assume 
that the higher the independence, the higher the trust yourself and ob-
servations. The impendence of maritime officers might therefore 
represent a dispositional factor for (mis)trust: for professionals exhibit-
ing “strong” professional identities, their own experiences are more 
important, relatively speaking. 

Fig. 2. How professional identity relates to trust development through an implicit performance standard.  
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5.3. Safety implications 

Increased automation is expected to reduce risk by reducing human 
errors and increasing redundancy (Hoem et al., 2018). However, these 
effects are founded on the alignment of the high trustworthiness of a 
system and subjective trust. Understanding seafarers’ professional 
identity attributes could help designers develop automated systems with 
higher trustworthiness and resolve potential conflicts with identity to 
increase trust. 

By exploring professional identity when developing automation, one 
can tap into more informal aspects of work rather than purely “objec-
tive” measurement, leading to a better understanding of work-as-done 
(Hollnagel, 2015). The implicit comparison of a maritime officer with 
a system is something other than formal testing using objective criteria. 
It taps into the tacit knowledge of seafaring, perceived professionalism, 
and qualitative “good seamanship.” Particularly in the conceptual 
phases of new automated projects, one should emphasize an under-
standing of the potential tension with identity to avoid persistent 
distrust in the absence of physical artifacts for the seafarer to experiment 
with. 

This research calls for a user-centered approach to the design and 
implementation of such systems. Incorporating an understanding of 
professional identity in the development of new automated technology 
in the maritime domain is an approach that not only contributes to 
increasing the trust that maritime officers have in the system, but also to 
ensuring the trust passengers have in automation, considering the offi-
cers’ preoccupation with a mental model of passengers in their inter-
action with such systems. Thus, we believe that tapping into a 
professional identity in the development process can increase the 
trustworthiness of the system by improving it, thereby reducing the risk 
of lower professionalism perceived by passengers and society. 

6. Conclusions 

Seafarers exhibited a high level of trust in autocrossing and auto-
docking, sometimes relying excessively on the systems. This trust partly 
depended on the system’s alignment with the norms inherent in pro-
fessional identity, as revealed by testing and experimenting with the 
system. The dynamic and prolonged development phase of the systems 
enabled a system that eventually satisfied the minimum requirements in 
terms of this professional standard. Our study contributes to the litera-
ture by demonstrating that professional identity is relevant to under-
standing the context-specific nature of trust when automating the core 
tasks of a profession. These findings are likely to be relevant to other 
industries in which automated and autonomous systems are imple-
mented, especially within occupations with a “strong” identity. 

Our study has some limitations considering the trustworthiness of 
qualitative research (Guba, 1981). First, regarding transferability, it is 
worth noting that ferries are quite special compared with other types of 
transportation. In terms of trust, Norwegian society might be charac-
terized by a relatively high degree of institutional and interpersonal 
trust. A limitation concerning the credibility of our findings is that we 
did not follow the process of developing trust over time. The researchers 
are safety researchers with an interest in the sociocultural and socio-
technical aspects of work, which might, to some degree, influence what 
has been regarded as interesting findings. 

The future of sociotechnical maritime transportation systems will 
become increasingly complex with the need to compensate for adaptive 
capacity (Woods, 2015) to ensure resilience. To increase this capacity, 
the interface between professionals and technology will be a crucial 
element by uniting the situated decision-making capabilities of humans 
with the processual power of automated technology. Future autonomous 
systems should be compatible with professional operators such that 
calibrated trust can be achieved. Future research should be directed to 
find strategies to avoid de-skilling professional competence and to 
ensure an adequate level of maritime professionals’ independence. More 

research should be directed towards understanding the relationship 
between trust in automated systems and professional identity through 
other research methods. 
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Appendix A. Interview guide  

(1) INTRODUCTION  
• Briefly inform about the project, background, and how the 

information will be processed according to the information 
letter. Voluntary participation, can withdraw consent. Ano-
nymity. Audio recording. 
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(2) Can you tell us a bit about your background as a maritime 
professional?  
• Facts: Education, years in the profession, various positions, 

different types of vessels.  
• Why do you work on a boat? What aspects of working on a boat 

do you value the most?  
(3) What are you proud of or happy to have achieved in your 

career?  
• Do you have any experiences that have shaped you as a 

seafarer?  
• What do you consider good seamanship?  
• Is this a profession you plan to continue in the future/in the 

coming years? (Why or why not)  
(4) Can you tell us a bit about the role you have in your work 

today?  
• Walk us through a typical day! What does a regular shift look 

like for you?  
• Can you tell us about the cooperation on board?  

(5) How has your profession changed since you started?  
• Adjust for the informant’s age/experience/role.  
• Changes in systems/technology used – changes/developments?  

(6) What is most important for you to do to avoid accidents in 
your workday/your role?  
• What dangerous situations can arise in your job? Can you tell us 

about a situation that has occurred? What did you do, and why?  
• What is important to do to avoid dangerous situations, e.g., 

collisions, personal injuries, engine room fires, grounding?  
(7) Can you tell us a bit about which systems and technologies 

you use in your work and how you use them?  
• Which systems do you particularly like/rely on or dislike/don’t 

rely on at all? (Why, why not) – experiences with systems not 
working as intended?  

• Is it easy to ask for help if something doesn’t work or is difficult 
to understand? Whom can you ask?  

• What experiences have you had with auto-docking, auto- 
crossing?  

• Can you start from the beginning of the project?  
• Can you describe how the system works?  
• How often/much is ad/ac used, advantages/disadvantages.  
• Easy/difficult to operate, what competence is needed?  
• Safety aspects, are there new risks?  
• Have you experienced any errors/dangerous situations with 

the system? What happened? Why?  
• What did you do?  
• Have you had to override the system in some situations?  

• What does it take for you to trust a system? How did you learn 
it?  

(8) How does automation affect how you do your job?  
• Does automation make your job easier or more difficult?  
• Does automation affect the operation of the ferry service?  
• Does automation affect passengers in any way?  
• Does automation affect well-being, working environment, and 

team cohesion in the crew?  
(9) Attitudes toward autonomy  

• What do you think about ferries that can drive themselves? 
Different degrees of autonomy.  

• Where have you heard about it?  
• Why positive/negative  
• Is it discussed on the ferry?  
• What can be dangerous/challenging (in terms of safety)?  
• Imagine that you are starting to work on a self-driving vessel 

tomorrow.  
• On the boat  
• Surveillance  

(10) In conclusion:  

• Is there something on your mind that you haven’t had a chance 
to say?  

• Would you like to highlight any key messages for our future 
work?  

(11) Thank you for taking the time to speak with us! 
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Hult, C., 2012. Sjömän och Sjömansyrke 2010 [Seafarers and the seafaring occupation 
2010]. Kalmar Maritime Academy, Linnaeus University, p. 203. 
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