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Abstract
Batteries are crucial to manage the rising share of intermittent energy sources

and variability in demand. Most technoeconomic models in the literature over-
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simplify battery degradation representation. Accounting properly for battery
degradation allows for better cost tradeoffs and optimal battery usage, espe-
cially in dynamic settings. We propose a highly accurate and scalable formula-
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tion for battery degradation that considers the combined impact of cycle depth
(CD) and state of charge on calendar and cycle aging. This includes a novel
way to track charge-discharge cycles. We test the consequences of battery deg-
radation in a stylized price arbitrage model on battery operation and solution
times. When ignoring battery degradation, ex post calculations reveal hidden
degradation costs that exceed revenues and hence turn seemingly profitable
trades into losing trades. Considering battery degradation leads to smaller CDs
and lower average states of charge. Overall, we show that a much-improved
representation of battery degradation is possible at modest computational cost,
allowing better decisions and higher profits.
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1 | INTRODUCTION forgoing opportunities to charge very cheaply. Arbitrag-

ing price differences can allow for steep financial gains;

Batteries have favorable characteristics such as high
power and energy density, flexibility in spatial placement
and sizing, and fast response times. These characteristics
allow a multitude of applications ranging from economic
energy arbitrage to systemic benefits like voltage regula-
tion and optimal renewable energy allocation.'” Inten-
sive use of batteries accelerates their aging due to
physical and chemical stresses, leading to reduced perfor-
mance and reduced safety.*” Batteries are expensive, and
their degradation should be minimized to maximize their
lifetime. However, in settings with very high and low
electricity prices, minimizing battery degradation may
mean charging or discharging at unfavorable prices and

however, at the expense of increased battery degradation.
Models for smart grids and other dispatch models should
explicitly trade off profit opportunities with the added
battery stress and battery life reduction.

This paper addresses two questions: How do different
battery degradation mechanisms affect battery operation in
an economic dispatch setting?, and How can we balance
accurate battery degradation formulations with model
scalability?

In the following, we discuss battery structure and
aging mechanisms, and their relevance in economic dis-
patch modeling. We formulate an economic dispatch
model for price arbitrage with adequate, scalable
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functional forms for three main battery degradation
mechanisms: Cycle Depth (CD), average cycle state of
charge (SOC), and SOC-based calendar aging. We also
contribute a new cycle counting formulation, and per-
form a sensitivity analysis on battery replacement costs.

We assess the impact of the degradation on optimal
battery dispatch, capturing over 95% of battery degrada-
tion and solution times short enough for practical
applications.

2 | LITERATURE

Lithium-ion batteries consist of a carbonaceous anode, a
metal oxide cathode, a lithium salt electrolyte, and a sep-
arator. Each of these four components experiences degra-
dation, causing decreasing power output and reducing
the maximum stored energy, thus affecting overall bat-
tery lifetime. Battery lifetime is related to a battery's pur-
pose. Typically, end of life means that the battery's
capacity is reduced so much that it can no longer ade-
quately perform its intended purposes.

Battery life has two components: calendar life, and
cycle life, which are additive, so we minimize both.®’
Calendar life corresponds to the time before the battery
reaches a purpose-specific capacity threshold (eg, for
electric vehicles [EVs] this is often considered to be 80%).
Cycle life is connected to the number of charge and dis-
charge cycles a battery can experience before the battery
reaches its end of life. In frequently used batteries, the
cycle life is the decisive component of lifetime.® Station-
ary, grid-connected, batteries are often used frequently;
hence, for these, cycle life tends to be decisive for their
life. In contrast, EV batteries are typically idle most of the
time, with few charge cycles. For EVs calendar aging is
very often the main factor impacting battery life.

2.1 | Calendar degradation mechanisms
Calendar aging is mostly driven by time, ambient temper-
ature, and the SOC. Time, and, often, ambient tempera-
ture, are uncontrollable, external parameters, while the
SOC is affected by operational decisions.*'® Prolonged,
high SOC levels are devastating to batteries.”"'

Most batteries operate optimally at a cell temperature
of approximately 25°C.* While cell temperature has a
very significant impact, with about doubled battery aging
for every 10°C to 15°C increase, it is an easily controllable
parameter in stationary conditions. Furthermore, it is dif-
ficult to assess the influence of the ambient temperature
on cell temperature, especially for actively used batteries
in low ambient temperature conditions. Therefore,

temperature is often not considered in (technoeconomic)
optimization models.>'*** Finally, while low ambient
temperatures are beneficial for the calendar lifetime, they
can be harmful to the cycle lifetime."”

2.2 | Cycle degradation mechanisms
Besides the intended exchange of electrons, battery
charging and discharging causes side reactions that pro-
mote battery degradation by increasing the internal resis-
tance and reducing the storage capacity. Physical aging
refers to the loss of active material (eg, lithium oxide) in
the electrodes, and is affected by operating decisions CD
and SOC. In contrast, chemical aging refers to the loss of
material for transport between electrodes (eg, lithium
inventory), and is affected by calendar time, cell tempera-
tures, and current rate (C-rate) when charging and
discharging.*®

Battery cycling induces physical stresses in the form
of volume changes through the intercalation and deinter-
calation of lithium ions in the anode and the cathode.
These volume changes lead to particle fractures at the
electrodes, thereby exposing additional electrode surface
to the electrolyte, which leads to a growth of the solid-
electrolyte interphase (SEI) layer. This in turn results in a
permanent drop in cell capacity and thus overall battery
capacity."!

The four main cycling-related degradation drivers are:
CD, C-rate, temperature, and SOC.

Deeper discharge cycles result in faster battery
aging.'®'® In the literature, depth of discharge (DOD) is
used for both the absolute discharge level of the battery
(such that SOC + DOD = 100%), and for the depth of a
discharge compared to a starting SOC that may be differ-
ent from 100%. We rather use CD for the latter meaning.

Operating a battery with 10% CD compared to 100%
CD allows 100 times more cycles and 10 times larger total
energy throughput.'” The pronounced nonlinear relation
between CD and aging of Li-ion batteries is typically not
accounted for in economic dispatch models.

The second important cycling-related aging driver is
the C-rate. It is defined as the (dis)charging current
divided by the rated battery storage capacity. Lower
C-rates tends to result in lower battery aging.® In grid
applications, the (dis)charge voltage is considered con-
stant; hence, we express the C-rate relative to a full (dis)
charge in 1 h.?

Batteries have three degradation phases. A new bat-
tery experiences rapid aging due to the initial formation
of the SEI layer, resulting in up to 5% capacity loss. In the
second phase, the battery is more stable and ages at a
slower rate than in the other phases. Batteries spend most
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cycles in this stage. After approximately 12% capacity loss
(including phase 1) phase 3 follows with accelerated
degradation.’

While low C-rate are generally good for battery lon-
gevity, in low-temperature conditions the discharge effi-
ciency is worse with low discharge rates. This is due to a
lower solid-state diffusivity of the Li ions, low ionic con-
ductivity of the electrolyte and much higher interfacial
charge transfer resistance.'®

Regardless of the battery type, C-rates below 1C have
modest impact on battery capacity,>'® for lithium iron
phosphate (LFP) batteries this continues even up to 4C.
For EVs battery management systems prevent the occur-
rence of damaging high C-rates.”® For batteries in grid
applications, the power ratings are usually lower than the
energy rating, which prevents C-rates >1C from happen-
ing. Consequently, degradation due to C-rate can often
be ignored, except in high-power applications such as fre-
quency regulation.’

The third important cycling-related aging driver is
cell temperature. High cell temperatures accelerate
chemical reactions and thus harmful side reactions. Com-
pared to the ambient temperature, the temperature gradi-
ent in the battery depends primarily on the C-rate: high
C-rate will result in a high cell temperature. It is difficult
to separate cell temperature impact from the C-rate
stress, and at room temperature the C-rate is the main
driver, therefore cell temperature effects can be captured
by a C-rate degradation mechanism.

The fourth driver, SOC, is often considered for calen-
dar aging, but it affects cycle aging too. The optimal aver-
age SOC for battery cycling is 50%: cycles passing
symmetrically through SOC = 50% cause the least

3 | BATTERY DEGRADATION

Battery degradation mechanisms have complex non-
convex behavior. This complexity makes integrating
battery degradation in economic dispatch models diffi-
cult because of numerical tractability. Electrochemical
models are the most accurate, but are highly non-
convex and need much data.*” They do not scale to the
longer time horizons considered in economic dispatch
models. Many technoeconomic studies consider battery
degradation only through fixed upper and lower bounds
for SOC and a limit on C-rate.**** From a financial-
economic perspective such limits unnecessarily disallow
potentially profitable operations. Ignoring other degra-
dation mechanisms, typically leads to high resting SOC
level and deep cycles, which are both harmful to bat-
tery life.””> We desire a degradation model usable in
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economic dispatch optimization that considers factors
affected by operational decisions SOC, CD, and C-rate.
Hence, we formulate degradation based on measure-
ments of a specific battery cell.?*® Total battery degra-
dation equals the sum of calendar and cycle
aging8’27: Q= QFAL 1 Q°P,

3.1 | Calendar degradation

Arrhenius law is the basis for electrochemical calendar
aging models, wherein temperature is the main driver.*®
As we lack data to apply Arrhenius law and rather avoid
representing temperature, we opt for an empirically
based expression wherein calendar aging increases when
longer time is spent at high SOC levels. Several polyno-
mial curve fits have been used to define this aging rela-
tionship for battery types LFP*® and nickel managanese
cobalt (NMC).* Linear fits are imprecise as they disre-
gard aging plateaus.” Higher order polynomial functions
are more accurate, and these can be represented using
piecewise linear functions.

3.2 | Cycle degradation

To represent CD-induced degradation the rainflow algo-
rithm is commonly used to count the occurring cycles.
The nonlinear nature of the algorithm requires either a
preprocessing strategy” or a widely used piecewise linear
approach in the modeling.”*'*° The latter allows the
penalization of discharges more than proportional to
the CD. The basis is the material stress function, which
determines capacity loss per cycle as a function of the
CD. Two approaches to this stress function exist. First, it
can be based on the Arrhenius equation, but this results,
however, in a concave stress function,>? so we disregard
this option. Second, it can be based on an amplitude
function for physical stress (eg, Equation 1).”'® Parame-
ter a displays the maximum capacity loss per cycle, while
m is the fatigue strength exponent.

Q°°(CD) =aP x CDx. (1)

This stress function is the input for the segmented
cost function Equation (2), wherein r is the battery
replacement cost (€/kWh), eRAT battery capacity, and N
the number of virtual battery segments.” Since it more
easily allows implementation of other aging mechanisms
compared to other alternatives in the literature, we base

Equation (2) for CD-based damage in virtual segment j
On33,34,
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Naturally, there is a tradeoff in the number and sizes
of the segments, and thereby the accuracy of a piecewise
linear approximation and the complexity of the resulting
model. For the battery type used in our case study, with
16 segments the relative error is approximately 2% only
for an NMC battery cell.” We try to minimize this error
further by considering a nonuniform segmentation in
Section 5.2.

4 | MODEL FORMULATION

The model is set up to determine the maximum profit
obtainable from charging and discharging the
battery, given hourly varying prices, while considering
battery degradation costs. We list variable names in
Table 1. Parameter values related to the battery can
be found in Tables 2 and 3 in Section 5. For refer-
ence, we provide sets, variables and parameter names
in Tables 6-8 in Nomenclature at the end of the
paper.

Equation (3) minimizes the battery degradation cost
K over all time steps. We treat the arbitrage profit from
charges C;;, (purchases) and discharges D;; (sales) as
negative costs, both multiplied by the hourly electricity
price, parameter pj,.

MIN: Y~ <Kh_ (ph x> (i —Cj,h)>>- (3)

We include constraints for operation and for
degradation.

4.1 | Battery operation constraints

As indicated previously, we propose a nonuniform virtual
battery segmentation. Equation (4) computes the storage
level in a segment at the start of a time step as the previ-
ous storage level modified by loss-corrected charges or
discharges in the previous time step. Equation (5)
restricts stored energy in each segment. Equations (6)
and (7) restrict charges and discharges to their maximum
values.

Djp1
WD

Sin=Sjn1+V % Cip1— Vj,h, (4)

TABLE 1 Variable names.

Variable Description

ALYC Deviation from 50% SOC

B§ Binary for charging mode

B Binary for discharging mode

BPND Binary for end point of a charging cycle

B Binary for stationary mode

BT Binary for starting point of a charging cycle

Cin Charge volume

Djp Discharge volume

Ky Hourly battery degradation costs

Q<P CD degradation function
D Degradation due to cycle depth

Qec Degradation due to average cycling SOC
CAL Calendar based degradation due to SOC levels

Sin Storage level

Qoc SOC level at the end of hour

Note: Subscripts j and h in various variables indicate virtual battery segment

and hour, respectively.

TABLE 2 Battery input parameters.
Par. Description Value(s) (unit)
a Maximum capacity loss per cycle 0.04519%/cycle
@ Rated (charge) power 60 kW
AMAX Rated (discharge) power 60 kW
eRAT Rated energy 100 kWh
f Fitting parameter SOC stress 0.0085%/cycle
m Fatigue strength exponent 0.4926
ojCAL Calendar aging breakpoint value In table
o]cD SOC breakpoint value In table
r Replacement cost 150 €/kWh
Ve Charge efficiency 95%
vP Discharge efficiency 95%
Y Calendar aging breakpoint value In table
Sjn <efAT x (ojCJrDl - ojCD) Vj,h, (5)
ch’h < MAX x BY Vj,h’ (6)
J
ZDM <d"xBY Vjh (7)

J
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TABLE 3 Break point calendar aging values (1077).
Parameter Values
oAt 0% 30%  60% 70% 100%
Y 3.75 8.76 10.01 18.41 22.34
S .
By>1-Y (Djn+Cin) Vjih, (8)
J
C D S
B, +B,+B,=1 Vh. (9)

Equations (8) and (9) compute binary variables for
the mutually exclusive battery modes charging, dischar-
ging and steady state, which are used to count cycles and
determine battery degradation. The reader may notice
that Equation (8) enforces a minimum charge or dis-
charge of 1. The scaling of the data is such that this is
never binding. It is computationally cheaper to use con-
tinues variables in the right-hand side of Equation (8),
however, a more general formulation would use a bigM.

4.2 | Battery degradation constraints
We adopt the widely used rainflow algorithm-based
model for CD. In addition, we consider the influence of
the SOC on both calendar and cycle aging. Thus, the
model considers three aging factors: CD, average cycling
SOC and SOC-based calendar aging.

The degradation costs K consist of the sum of three
individual capacity losses Q (%) multiplied by the replace-
ment cost ¥ in €/kWh and e*AT in kWh.

Kp=rx e x (QFP + QP + Q) Vh. (10)

42.1 | CD-based degradation

To reflect the nonuniform virtual segmentation for the
Q“P, in Equation (11) we multiply the rated energy e®*"
with the length of each segment. Here, ojCD is the SOC
value at the segment breakpoint.

To measure CD degradation, we keep track of accu-
mulative discharges in consecutive time periods, not
interrupted by periods with charges or without activity.
Equation (11) computes the (accumulative) CD-based
capacity loss after each discharging time period. To do so,
the first term locates all segments that the discharge in
the current time step passes through and how much of
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each segment is discharged. The second term is the deg-
radation value of specific segments computed with piece-
wise linear function Q°P(-).

D;p
Vh,‘] . QISD _ E J>
T\ eRAT x (ojcﬁ_D1 — oj-CD)

(11)
) - (5)

422 | Average cycle SOC degradation

We introduce auxiliary variables to track battery cycles
and SOC levels to compute the average cycle SOC degra-
dation at the end of each discharge cycle. First,
Equation (12) computes the SOC at the end of
every hour.

> ij,h

S0CH =25

Vh. (12)

Equations (13)-(15) and Equations (16)-(18) compute
start and end points of individual discharging cycles
respectively.

B'>Bp —BY | Vh, (13)
B'<1-B) , Vh, (14)
B'<BY Vh, (15)
BINP >BP | —B) Vh, (16)
BN <Bp | Vh, (17)
BNP <1 BP Vh. (18)

Equation (19) uses B! to save the SOC at the start of
a cycle in auxiliary variable AST. In the following time-
steps, as long as the cycle continues, the first term
becomes zero and the second term copies the value of the
previous timestep. One time step after the cycle end, AST
becomes zero due to BfND.

Equations (20) and (21) compute the deviation
between the average SOC and 50%.
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SOC,+A5T 1

ASYC > —5 VR (20)

- 2
.1 80C, + AT

- . 21
2> S Vh (21)

CcYc
Ah

Finally, Equation (22) computes the cycle degrada-
tion, at the end of each cycle.

QX =f x ALY x BNP V. (22)

Note that Equations (19) and (22) are bilinear con-
straints. The Gurobi solver can handle such constraints
efficiently.

4.2.3 | Calendar degradation

To calculate the calendar life loss Q“A" we use SOS2 vari-
ables via Equations (23)-(25). Equation (26) selects the
appropriate segment and computes weighting factors Z;,.
Equation (27) determines the calendar aging.

Z Zin=1 Vih (23)
i
BEAL 4 BEAL <1 Wi, i > i+1,h, (24)
Zi,h SBS},‘?L Vi’hs (25)
S0C,= (0P ) Vi g
i b
QA= (i X Zin) Vih (27)

5 | CASESTUDY

We apply our model to assess the impact of the three con-
sidered degradation mechanisms and conduct a sensitiv-
ity analysis on battery replacement costs. The
optimization is implemented in Pyomo, using Gurobi
solver 9.1.2 on an Intel Core i5-6200U CPU @ 2.30 GHz,
8 GB RAM. Solution times for specific instances vary
from a few seconds to about an hour.

51 | Input parameters

The data that support the findings of this study are
openly available in Zenodo at https://zenodo.org/doi/10.
5281/zeno0do.10255080.7 We consider a 2-day period,

22 to 24 April 2019 with hourly German spot prices,*® to
which we add a grid fee of 7.39 ct* and 19% value-added
tax. Any negative hourly prices based on this are replaced
by the value 0.1 ct/kWh. We fix the start and end SOC
level to zero. We consider an NMC battery, values ares
given in Table 2. The maximum C-rate, or power to
energy ratio, is 0.6. Values for a, m, f are estimated based
on Laresgoiti et al'® (c.f. Figure 1).

In contrast to Laresgoiti et al,'® we disregard the posi-
tive constant (the function value at 50% SOC) for parame-
ter f as it is CD damage and we reflect that mechanisms
separately. Also, we scale the value by the maximum
deviation of 50%.

For the calendar degradation, we compute hourly
degradation values from the 10-month NMC data at 25°C
from the piecewise linear curves with plateaus in the
study of Keil et al.” As several studies give significantly
lower annual calendar degradation values at full SOC
than 8%, we divide the values by 4. Accordingly, a perma-
nent 100% SOC then causes 2% capacity loss per year.
Table 3 shows the five chosen breakpoints, and Figure 2
presents the piecewise linear function.

We parameterize the model with values for hourly
prices and battery degradation mechanisms. We perform
several analyses to validate the model and to analyze the
impacts of different types of battery degradation on bat-
tery charging and discharging behavior, and profitability
of price arbitrage.

5.2 | Model calibration and validation

We verify model outcomes for degradation with this for-
mula: Relative error = (model value/measured value) — 1,
wherein measured value may be an interpolation between
two actual measurement points from a literature source.
For convex functions, piecewise linear segments are always
above the curve, and Relative error >0.

First, we compare a uniform segmentation and a non-
uniform segmentation optimized for minimal average
distance between segments and the original curve
(c.f. Imamoto and Tang*®). The segment breakpoint loca-
tions turn out to be very similar. In the nonuniform
approach, the breakpoints shift somewhat toward the
steeper upper end of the stress function, making that part
more accurate, and the lower segments are larger and
slightly less accurate. We perform a model run consider-
ing QP only, and find that the battery cycles most often
in the lower segments, which are better represented in
the uniform segmentation. The nonuniform segmenta-
tion performs slightly worse. However, the difference in
relative error is small: 5.000% for uniform segmentation
and 5.007% for the nonuniform. We continue the ana-
lyses using a uniform segmentation.
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FIGURE 1 Data points, piecewise linear and quadratic curve
fit for cycle aging.
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FIGURE 2 Piecewise linear approximation of calendar aging.

The red line is with a sixth breakpoint at 90% SOC.

Next, we consider all three degradation mechanisms.
Table 4 shows that the relative error for each component
is between 1.6% and 6.6% only.

Figure 1, shows the quadratic and piecewise lin-
ear curve fits for the five original data points, and
the model output data. As the quadratic curve fit is
very bad for high SOC levels, we use the piecewise
linear function to find the relative error for Q<P
of 3.24%.

Considering with 16 data measurement points
(in green) in Figure 2," we get a relative error of 1.62%
for a piecewise linear fit with four segments (five break-
points). Adding a sixth breakpoint at 90% SOC,
improves accuracy but at the expense of an increase in
solution time from 2min to over an hour. Considering
scalability, we disregard this option. The total relative
error is 3.32% only. For a model run disregarding degra-
dation, the left column in Figure 3 shows the ex post
calculated degradation costs. In this case, the battery
cycles to the full extent for every price arbitrage oppor-
tunity, even the smallest.

QCAL
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TABLE 4 Relative model degradation errors.

Degradation mechanism Relative error [%]

QP 3.24
QSo¢ 6.57
QEAL 1.62
Combined degradation 3.32

Note: Relative errors are not additive; the combined relative error is
3.32% only.
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FIGURE 3 Revenues and degradation cost calculation.

In this 2-day planning horizon, the disregarded degra-
dation costs of €27 are significantly higher than the reve-
nues obtained, €20. When degradation is considered,
revenues are about 40% lower, but degradation reduces
by more than 75%. Consequently, a €7 loss turns into a
€6 profit. Furthermore, in agreement with literature on
grid-connected batteries, CD degradation (the red areas
in the columns) is the primary degradation mechanism.
The following section analyzes the impact of the individ-
ual degradation mechanisms on the SOC profile of the
battery.

5.3 | Effect on SOC of degradation
mechanisms

Figure 4 shows the SOC over 2 days, with and without
the different degradation mechanisms considered. First,
we consider no degradation and calendar aging CAL,
then the cycle degradation mechanisms, before
considering all three. For reference, the hourly spot price
is indicated by the dashed, blue line. No degradation and
CAL have almost the same SOC profile characterized as
very volatile (spiky) cycles that exploit every price
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100 FIGURE 4 SOC comparison for
15 different degradation mechanisms
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difference. Due to the overlap, no degradation is more
clearly visible in Figure 5. This results in six cycles, three
of which have a 100% CD depth that causes high battery
degradation. At 00:00 on the second day, CAL charges
with a 1-h delay compared to no degradation. Thereby,
the battery charges at a slightly higher price, but avoids
1 h in 100% SOC, and thus some calendar aging.

In contrast with the two cases discussed so far, in
hours five-six of the first day for CD, there is one, small,
10% cycle instead of a 60% cycle. This is due to the small
price difference in the charge and discharge hours, which
reduces profitability of larger discharges because of the
discharge degradation costs. The charging in the early
afternoon is more gradual, and not completely full at
93%. In the first evening, there is a much lower discharge
at 18:00 of 25% only, and at midnight we see no
discharge at all. The next morning at 6:00, there is a
smaller discharge again, but at 18:00 there is a full dis-
charge. The battery charged almost for free at 12:00 of
the first day and now discharges for more than 13 ct/kWh.
A full battery discharge is typically disallowed by lower
and upper storage limits in optimization models, but here

r=150
= = Electricity price

we show the benefit of directly trading off degradation
costs and revenues.

In addition, consider full cycle degradation consisting
of both QP and Q5°C. In this scenario, the cycle at 05:00
to 06:00 does not happen at all. Once charging starts at
noon, there is a lower average SOC in the next periods.
Until 18:00 the SOC is 75% (the blue and yellow lines
overlap), and we see a deeper discharge at 18:00. The dee-
per discharge brings the average SOC during cycling
closer to 50%, which is beneficial from a degradation
perspective.

Finally, we observe the combination of all three
mechanisms in full degradation line. The first day, the
SOC profile is similar to that of CD and SOC. However,
the calendar aging punishes high SOC levels, which
induce the battery to charge 2 h later. This becomes more
pronounced starting at 06:00 on the second day as a dee-
per discharge occurs (the yellow line dives below the blue
line). This has two effects: calendar aging is reduced due
to lower SOC levels, and Q%°C is reduced (to zero)
because the cycle goes from SOC 75% to SOC 25% (50%
on average). In contrast, during the last charge-discharge
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TABLE 5
KPI Unit r=>50
Total charge throughput [kWh] 249.38
Max SOC (%] 100.00
Average SOC [%] 42.71
Max CD (%] 60.00
Annualized CD degradation [%] 18.69
Annualized SOC degradation [%] 0.29
Annualized CAL degradation [%] 1.00
Annualized revenue [€] 3415.63
Annualized degradation cost [€] 999.17
Annualized profit [€] 2416.46
Pay-back period [years] 2.1
TABLE 6 Sets.
Set Description
heH Hours
JjeJ Battery segments

iimel Calendar aging breakpoints

cycle, calendar aging causes a later charge hour, a lower
SOC level and lower degradation in the period 11:00 to
17:00; however, this gain is partially offset as the dis-
charge to 0 cannot be symmetrically around 50%, thereby
causing a higher Q5°C.

Overall, the impact of battery degradation on optimal
charging and discharging is pronounced. Considering
CD-based degradation alone may result in long-lasting
high resting SOC levels, as well as cycles in the higher
and lower SOC spectrum, which may accelerate calendar
aging. Thus it is advisable to consider multiple
mechanisms.

5.4 | Sensitivity on battery
replacement cost

Figure 5 and Table 5 present a range of battery replace-
ment costs. The range from 50 to 500 €/kWh captures
uncertainty in battery price forecasts*' as well as (instal-
lation) cost differences for different battery pack sizes
(note that No degradation corresponds with r = 0).

Generally, the maximum SOC level decreases and
cycle amplitudes become smaller with rising replacement
cost r, due to higher calendar aging costs and dispropor-
tionally high discharge costs for deep cycles. For r =500
the highest SOC level is 31%, whereas for r=50 and
r=100 it is 100%.

e ed WILEY_| 22

Battery replacement costs sensitivity results (annualized by multiplying model results with 182).

r =100 r=150 r =200 r =300 r = 500
194.13 137.87 108.07 78.08 29.69
100.00 75.32 62.75 56.44 31.25

37.72 32.86 30.64 29.33 10.42

60.00 59.58 59.61 53.62 29.69

12.13 6.27 4.02 2.70 0.74
0.75 0.44 0.29 0.34 0.27
0.86 0.84 0.70 0.62 0.48

2952.21 2161.41 1746.34 1421.5 666.72

1373.29 1132.51 1001.98 1098.08 742.15

1578.92 1028.9 744.35 323.42 —75.43

6.3 14.6 26.9 92.8 N.A.
TABLE 7 Variables.

Var. Description

A}clyc Auxiliary, deviation from 50% SOC

AT Auxiliary, SOC at cycle start

B Binary, charge mode active

BE;}L Binary, SOS2 variable

B Binary, discharge mode active

BIND Binary, end of a cycle

B, Binary, steady-state mode active

BT Binary, start of a cycle

Cin Battery charge

Djp Battery discharge

Kn Cost of battery degradation

N Number of segments

CAL Calendar aging based capacity loss [%]

Q5P Cycle depth based capacity loss [%]

Qoc Average cycle SOC-based capacity loss [%]

Sin Storage level

SOCy, State of charge

Zni SOS2 weight factor

If batteries would become significantly cheaper, for
instance, r =100, or even r = 50, the annualized CD deg-
radation could become very high with respective values
12.1% and 18.7%. As the profit values show, these high
degradation values are more than offset by the added rev-
enues from trading. This clearly shows the advantage of
trading off degradation costs explicitly in the optimiza-
tion rather than imposing hard bounds on SOC or CD. If
replacement costs are lower, we can benefit more often
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TABLE 8 Parameters.

Par. Description

a‘® Capacity loss for a 100% cycle

Ca Maximum charge rate

dMAX Maximum discharge rate

G Rated energy of the battery

f Fitting parameter for average SOC stress
m Fatigue strength exponent

0; Calendar aging mechanism breakpoint

~-Q
>
=

ojCD CD mechanism breakpoint

Pn Electricity price (hourly)

r Replacement cost of the battery [€/kWh]
Ve Charging efficiency

vP Discharging efficiency

Vi Calendar aging breakpoint aging value

from smaller price variations and with larger volumes
from larger price deviations.

Note that for r =500 there is an operating loss, but this
loss would have been significantly larger if no trades had
occurred. The pay-back period indications provide evi-
dence that large-scale battery use for intra-day price arbi-
trage should be (close to) commercially viable. Considering
future battery cost reductions, our sensitivity analysis
shows that cheaper batteries lead to spikier charge-
discharge cycles. Increasing price volatility has the same
effect as lower battery costs. More frequent and larger price
differences will more quickly offset degradation costs, and
therefore also result in spikier charge-discharge cycles.

5.5 | Model runtime

The model takes 5 min 46 s to solve with r=150 and
considering all three degradation mechanisms. Because
we wish to implement the degradation formulations in
larger models, this may not be scalable. Table 5 shows
that the contribution of each mechanism to the total bat-
tery degradation is very different. When the battery is
very actively used, with many, and deep, cycles, r =50,
CD degradation accounts for 93.5% of the total degrada-
tion, QAL 5% and Q%°C 1.5% only. For the moderate,
realistic =150 these values change to QP 83.1%, QAL
11.1% and Q%°C 5.8%. Given that QP has the most
impact, we execute two additional runs, one without
Q%°C and one without Q®A%, to assess the runtime influ-
ence of each mechanism. Combination Q®P-Q5°¢ solves
in 17, while Q°P-Q®AL solves in just under a second. We
conclude that Q5°C has the least impact on the model
accuracy but by far the biggest impact on the run time.

To maintain scalability, one may remove the Q5°C degra-
dation from the optimization with little impact on model
accuracy for larger systems, longer planning horizons,
and in stochastic models.

6 | CONCLUSION

In this paper, we develop scalable, accurate formulations
for battery degradation to allow better tradeoffs in smart
grid and other technoeconomic electricity dispatch
models. These formulations consider CD, average cycle
SOC, and SOC-based calendar aging. We present and dis-
cuss how different degradation measures affect optimal
battery operation, generally resulting in less deep charge-
discharge cycles and moderated SOC levels. In many
models, these damage-reducing effects are commonly
enforced by merely imposing hard lower and upper
bounds on SOC levels, but we emphasize this unneces-
sarily reduces the potential benefit from price arbitrage
opportunities when price variations are very large. In a
stylized, realistic setting we demonstrate profitability,
and estimate a degradation model accuracy of within
3.32%. This estimate is based on linearly interpolated
measurement data; real battery tests could further vali-
date functional forms and parameter values. Two aspects
are not considered in our formulation are ambient and
battery cell temperature, and very high charge rates,
opening up for future work. In addition, it would be
interesting to apply the degradation models considering
demand and generation assets in a smart grid setting.

NOMENCLATURE

C-rate current rate

CD cycle depth

DOD  depth of discharge

EV electric vehicle

LFP lithium iron phosphate
NMC  nickel manganese cobalt
SOC state of charge

SEI solid-electrolyte interphase
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ENDNOTE

! The figure shows that for low and high SOC levels, capacity deg-
radation is higher compared to levels in between. Capacity degra-
dation is linked to the anode potential at specific SOC levels,
caused by the correlation of anode potential to the loss of cyclable
lithium (c.f. Keil et al”'"). High capacity degradation occurs dur-
ing the lowest anode potential, from around 60% SOC and up for
NMC cells. Degradation is more moderate in SOC range about
30% to 60% for medium anode potentials. Below 30% SOC, the
anode potential is highest, and therefore capacity degradation

lowest.
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