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Abstract
The introduction of AI-based technologies has dramatically altered the premises for consumer privacy, enabling the unprec-
edented manipulation of consumers’ decision-making online. Given these recent threats to consumer privacy and autonomy, 
and considering autonomy as the ultimate outcome of privacy, I propose that a reconceptualization is warranted to reflect 
contemporary consumer privacy challenges and to realign the concept with its theoretical foundations. To this end, I intro-
duce the dimension of decisional privacy, focused on autonomy versus interference in consumer decision-making. Build-
ing on previous privacy literature and extending previous theorizing about information privacy and decisional privacy as 
complementary, I posit that these two dimensions of privacy together comprise consumer privacy. Addressing protection 
from interference as an under-communicated function of consumer privacy, the paper aims to clarify, exemplify, and engage 
in the conceptual development of decisional privacy in the context of consumer decision-making online. In addition to its 
significance for consumer wellbeing and democracy collectively, the extension of consumer privacy to explicitly encompass 
interference has theoretical implications for privacy concern, the proxy used to measure privacy, yielding important insights 
for marketing scholars and practitioners.
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Introduction

Today, most websites and apps—including TikTok, Amazon, 
Netflix, Spotify, and Instagram—personalize users’ experi-
ences. By curating, filtering, and providing “recommenda-
tions,” algorithms predict and restrict consumers’ options 
based on uncorrectable and unverifiable inferences about 
them (Wachter & Mittelstadt, 2019). Exploiting consumers’ 
cognitive vulnerabilities, the layout and design of these inter-
faces are also meticulously engineered to steer consumers’ 
decisions by making certain choices appear more appealing 
than others (Day & Stemler, 2020). In this sense, the intro-
duction of AI has disrupted consumers’ decision-making 
and presented a plethora of new threats to consumer pri-
vacy (Davenport et al., 2020; Kopalle et al., 2022; Moradi 
& Dass, 2022). These threats severely impact consumer 

autonomy—consumers’ ability to determine their own course 
of action and engage in deliberate and authentic decision-
making (Deci & Ryan, 2000; Ryan & Deci, 2000)—indeed, 
to a much greater extent than before (Lanzing, 2019). It also 
profoundly alters the premises for consumer privacy online, 
creating novel privacy concerns related to interference versus 
autonomy in decisions. These changes underline the need for 
more research and discussion of what privacy means for con-
sumers and marketing today (Brough et al., 2023; Krishna, 
2020; Zhang & Watson, 2020).

Marketing and information systems scholars have col-
lectively recognized privacy, data collection, and potential 
secondary use of data among the most essential ethical 
and social issues related to consumer wellbeing (Hong 
& Thong, 2013; Murphy et al., 2012; Song et al., 2021), 
acknowledging consumers’ privacy concerns and privacy-
preserving behavior as growing obstacles to e-commerce 
and marketing activities (Bolin, 1998; Luo, 2002; Lwin & 
Williams, 2003; Martin & Murphy, 2017) and to purchase 
behavior (Phelps et al., 2001). Previous consumer privacy 
literature has garnered valuable insight on the antecedents 
and consequences of consumers’ ability to control access 
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to information (Horppu, 2023), examining privacy in mar-
keting altogether (Martin & Murphy, 2017), and in various 
marketing applications, among them algorithmic recom-
mendations (Banker & Khetani, 2019) and targeted adver-
tising (Bleier et al., 2020). While consumer privacy is a 
well-established construct based on rigorous scholarship, 
less attention has been devoted to the conceptual develop-
ment of the construct in light of increased interference in 
consumers’ decisions (Ferrell, 2017). Echoing the grow-
ing literature on the acute threats to consumer autonomy 
(e.g., André et al., 2018; Wertenbroch et al., 2020), and 
reflecting contemporary privacy issues, the paper warrants 
and undertakes a reconceptualization of consumer privacy.

Recognized as a dimension of privacy by adjoining aca-
demic disciplines (e.g., psychology, law, and philosophy) 
and a prerequisite to autonomy, decisional privacy relates 
to freedom from interference or undue influence in deci-
sions (Lanzing, 2019; Tavani, 2008). Decisional privacy 
is central to both processes preceding the actual choice 
(i.e., preference construction and formation of self) and 
to consumers’ ability to make autonomous, well-informed 
decisions (Gutwirth et al., 2014; Wachter & Mittelstadt, 
2019). Given the marketing field’s exceptional focus on 
influence and decision-making, decisional privacy plays a 
unique role, providing valuable insights about consumers’ 
behavior and decisions as they face more pervasive and 
unobtrusive interference than before. Extending the notion 
of decisional privacy and information privacy as comple-
mentary dimensions of privacy (Ganley, 2002; Koops 
et al., 2017; Lanzing, 2019), and emphasizing the func-
tion of consumer privacy in terms of protecting autonomy, 
I thus propose decisional privacy as an explicit dimension 
of consumer privacy.

While definitions unanimously assert that decisional 
privacy is premised on the absence of interference, what 
constitutes interference in consumers’ online decision-
making remains unclear. While one might argue that the 
motivation behind any marketing action is to influence con-
sumers (Sunstein, 2015), the “dueness” of this influence 
varies. Whereas rational persuasion implies open influence, 
offering reasons for which consumers can deliberate, coer-
cion implies restricting someone’s options to only those 
aligned with the coercer’s intentions (Susser et al., 2019b; 
Wood, 2014). Both persuasion and coercion are overt types 
of influence; someone who is persuaded or coerced is con-
sciously aware of it. In this sense, overt influence strate-
gies promote conscious decision-making by appealing to 
higher-order cognitive processes, whereas covert persuasion 
influences consumers by engaging subconscious, lower-
order processes (Felsen et al., 2013; Sunstein, 2015; Susser 
et al., 2019a). Similarly, manipulation covertly influences 
choices by exploiting vulnerabilities (Susser et al., 2019a). 
On this basis, interference and undue influence, here used 

interchangeably, encompass covert or otherwise unethical 
encroachment on consumers’ decision-making.

To advance theory on consumer privacy, the paper 
engages in conceptual development of decisional pri-
vacy, developing, and refining theory through means of 
theory adaptation (Hulland, 2020; Jaakkola, 2020; Vargo 
& Koskela-Huotari, 2020). To this end, two streams of lit-
erature are first reviewed before explaining the function of 
decisional privacy in light of novel threats to privacy and 
consumer autonomy. The following section addresses the 
conceptual development of the construct by specifying its 
domain, boundaries, and key themes, and it explicates and 
illustrates the vague notion of interference. This discussion 
yields the following contributions: (1) definitions of deci-
sional privacy and decisional privacy concerns are proposed, 
in addition to an integrative definition of consumer privacy; 
(2) antecedents, mediating variables, and outcomes of deci-
sional privacy are proposed in a nomological network; (3) 
the implications of decisional privacy for consumers, the 
marketing discipline, and marketing practitioners are dis-
cussed, followed by the proposal of a future research agenda. 
Altogether, these contributions support the paper’s aim to 
revive the discussion on consumer privacy online.

The conceptual development of decisional privacy is 
imperative to adequately measure and understand con-
sumer privacy by the relevant dimensions. Faced with 
more sophisticated interference than ever, the strain on 
consumers’ autonomy underlines the importance of deci-
sional privacy as a consumer right—the right to not be 
unduly influenced. Extending previous work on consumer 
privacy in terms of controlling information about consum-
ers’ past decisions, this broader view of consumer privacy 
addresses the identity-defining potential of applications of 
AI to covertly influence consumers, encompassing con-
sumers’ future decisions and, thus, deliberately developing 
preferences and weighing alternatives.

Literature review

This section reviews two literature streams that have previ-
ously not been integrated in the context of consumer pri-
vacy: literature on privacy in marketing and literature on 
decisional privacy across disciplines. The review of how 
privacy has been defined, described, and conceptualized 
in marketing provides a “status quo” of consumer privacy 
as the domain theory, to which decisional privacy as the 
method theory aims to contribute (Jaakkola, 2020).

Privacy

Privacy has been studied by a range of disciplines out-
side of marketing, including psychology, sociology, 
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anthropology, law (Altman, 1975), education, medicine, 
and history (Newell, 1995), to name a few. Due to the 
complexity of privacy and the difficulty of reaching a 
consensus regarding a definition (Bleier et  al., 2020; 
Goodwin, 1991; Martin & Murphy, 2017; Stewart, 2017), 
privacy is recognized as a multidimensional concept 
(Buchanan et al., 2007; Ioannou et al., 2021). In addition 
to the three main dimensions—personal privacy, informa-
tion privacy, and decisional privacy (Chen et al., 2008; 
Harris et  al., 2013; Rössler, 2005)—psychological or 
mental privacy has been suggested as a fourth dimension 
(Regan, 1995; Tavani, 2008). Most relevant to this current 
work on consumer privacy in online decision-making are 
information privacy and decisional privacy, which will 
be elaborated on.

A literature review of privacy in marketing

To describe how privacy is and has been defined, under-
stood, and conceptualized within the marketing disci-
pline, a systematic literature review was conducted in four 
rounds. In total, 333 papers were reviewed, of which 148 
fulfilled the review criteria by offering a definition, explicit 
interpretation, explanation, or operationalization of pri-
vacy or a privacy-related construct. Appendix A provides a 
detailed methodology and an overview of marketing jour-
nals with the highest volume of papers explaining privacy 
or a privacy-related construct. The review identified five 
main privacy constructs: “privacy” in itself, “consumer 
privacy,” “privacy concern,” “information privacy,” and 
a range of privacy concepts compiled together as “other 
privacy concepts,” in addition to operationalizations of 
“privacy concerns” and “other privacy concepts.” Table 1 
provides an overview of the different privacy constructs’ 
foci in terms of privacy dimensions. Tables summarizing 
definitions, explanations, and operationalizations by con-
struct are provided in Web Appendices A–G.

Key insights and research gaps

While the appendix comprehensively reviews each con-
struct, this section briefly summarizes key insights from 
the literature review on privacy in marketing. (1) As can be 
inferred from Table 1, definitions, explanations, and opera-
tionalizations of privacy, consumer privacy, information pri-
vacy, privacy concern, and other privacy constructs reflect 
a predominant focus on information privacy, with personal 
information, data, and individuals’ right or ability to control 
others’ access to this as recurrent themes. (2) The concepts 
“privacy” and “information privacy” are often employed 
interchangeably and synonymously. Information privacy 
is often implicitly equated with privacy for the concepts 
“privacy concerns” and “consumer privacy,” with a few 
exceptions (e.g., Goodwin, 1991; Jones, 1991). (3) Except 
for implicit references to “the right to be let alone” and pro-
tection from intrusions in some definitions of privacy and 
consumer privacy, decisional privacy and decisional privacy 
concerns remain largely unaddressed in an explicit sense. (4) 
While a single paper implicitly proposes decisional privacy 
concerns, no explicit mentions of “decisional privacy” or 
“decisional interference” were identified, nor were scales or 
scale items reflecting decisional privacy concerns. While a 
few definitions include protection from “interference,” this 
term remains vague and in need of clarification.

Seminal definitions of consumer privacy in marketing 
literature include “the right to be left alone” (Warren & 
Brandeis, 1890) and “the claim of individuals, groups, or 
institutions to determine for themselves when, how, and to 
what extent information about them is communicated to oth-
ers” (Westin, 1967). These definitions correspond with the 
dimensions of decisional privacy and information privacy, 
respectively. The marketing discipline has garnered valuable 
insights about the drivers and consequences of information 
privacy and information privacy concerns, including how 
this influences consumers’ opinions, attitudes, and behav-
iors. In addition to research confirming that consumers’ 

Table 1   Research—Information 
and decisional privacy

a Access, collection, dissemination, handling, and/or use of personal information
a Intrusion / External influence / Presence of others / Control of environment / Right to be let alone

Construct Web 
Appendix

Information 
Privacya

Decisional Privacy 
(Latent, not explicit)b

Total

Privacy A 40 26 55
Consumer Privacy B 14 6 15
Information Privacy C 21 - 21
Privacy Concerns D 48 1 49
Privacy Concerns—Operationalized E 33 1 35
Other Privacy Concepts F 44 1 47
Other Privacy Concept—Operationalized G 12 - 12
Total 212 35 241
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privacy concern is growing (Hong et al., 2021), privacy 
concern has been found to reduce trust and disclosure likeli-
hood (Plangger et al., 2023), increase consumers’ skepticism 
towards, and avoidance of, personalized advertising (Baek & 
Morimoto, 2012; Strycharz & Segijn, 2022), and negatively 
influence consumers’ attitudes and behavior (Acikgoz et al., 
2023; Bright et al., 2021; Plangger et al., 2023). Given the 
timeliness and importance of consumer privacy, illuminating 
interference as an aspect of consumer privacy supplements 
existing knowledge of consumer privacy, aligned with the 
field’s aim to understand how consumers are influenced. 
Overall, this motivates the introduction and conceptual 
development of decisional privacy in the context of con-
sumers’ online decision-making.

Decisional privacy

Decisional privacy has been defined as “protection against 
unwanted interference in our decisions” (Essén, 2008, p. 
129), “an ability to make and act on one’s personal choices 
without interference from others or the state” (Moskop et al., 
2005), or “the right to protection from unwanted access in 
the sense of unwanted interference or of heteronomy in our 
decisions or actions” (Rössler, 2005, p. 9). See Table 2 for an 
overview. Overarchingly, the protection of self-identity and 
autonomy is considered the ultimate goal of privacy (Alt-
man, 1975). By preventing interference, decisional privacy 
is valued for enabling autonomy in decision-making and pro-
viding fundamental support for identity, self-determination, 
and self-realization (Cohen, 2013; Grafanaki, 2016; Rössler, 
2005). These aspects of personal autonomy represent fun-
damental consumer rights in a democratic society (Regan, 
1995; Rössler, 2005; Susser et al., 2019a). Thus, decisional 
privacy is considered a prerequisite for individual autonomy 
(Henkin, 1974; Lanzing, 2019; Margulis, 1977; Moskop 
et al., 2005; Rössler, 2005).

The right to decisional privacy originated in law, cen-
tered on individuals’ right to avoid interference in their pri-
vate lives by the government or state (Fairfield & Reynolds, 
2022). Decisional privacy has since been widely adopted 
as a dimension of privacy across disciplines including law 
(van der Sloot, 2017), philosophy (Lanzing, 2019; Rössler, 
2005), medicine (Moskop et al., 2005), behavioral and 
social sciences (Essén, 2008; Margulis, 2003), psychol-
ogy (Kapsner & Sandfuchs, 2015), and ethics (Floridi, 
2006). The initial focus on protection against government 
interference has since evolved to encompass decisional pri-
vacy in choice contexts related to bodily autonomy (Allen, 
1988), contraceptives and procreation (Cohen, 2009; 
Tavani, 2008), and political expression (Margulis, 2003). 
Over the years, applications of decisional privacy have 
also expanded from governmental interference to include 
other external actors (van der Sloot, 2017), as well as from 

decisions related to reproductive freedom to include any 
personal choice (Ganley, 2002; Moskop et al., 2005).

Today, corporations are recognized as a pronounced 
threat to decisional privacy, in some parts of the world 
interfering even more profoundly in individuals’ decision-
making than governments, through corporations’ use of cov-
ert algorithms (Fairfield & Reynolds, 2022; Zuboff, 2019). 
Consequently, decisional privacy has more recently been 
applied to contexts related to novel technologies (Rössler, 
2005; van der Sloot, 2017), nudging (Kapsner & Sandfuchs, 
2015; Lanzing, 2019), AI, and algorithms (Day & Stemler, 
2020; Fairfield & Reynolds, 2022). Aligned with this recent 
work, I argue that decisional privacy is of great relevance to 
the context of consumers’ online decision-making, where 
interference is mainly exerted on consumers by marketers, 
firms, and platforms, to steer their decisions.

Despite the recognition of algorithms’ potential to unduly 
influence consumers’ decisions and to erode their autonomy, 
decisional privacy has not been adequately theorized in the 
context of consumers’ interactions with algorithmic deci-
sion aids (Day & Stemler, 2020). This paper thus aims to 
conceptualize decisional privacy in the context of consum-
ers’ online decision-making. Briefly, I propose that deci-
sional privacy encompasses the absence of undue influence 
or interference in both stages related to and leading up to 
decision-making, including preference construction. Given 
the ambiguity surrounding interference and undue influence, 
I will later elaborate. In short, undue influence covertly tar-
gets consumers’ subconscious decision-making and thwarts 
their ability to make deliberate and well-informed decisions, 
contrasting with overt persuasion, which enables delibera-
tion in decision-making.

How decisional privacy supplements information 
privacy

The complementarity of decisional privacy and information 
privacy (Ganley, 2002; Koops et al., 2017; Lanzing, 2019) 
suggests that decisional privacy’s focus on interference in 
consumer decision-making supplements information priva-
cy’s focus on consumers’ right or ability to control access, 
collection, and analysis of their information (Lanzing, 2019; 
Martin & Murphy, 2017; Massara et al., 2021). Invasion 
of information privacy thus occurs when consumers are 
unable to control the flow of their personal information or 
are subjected to unauthorized or improper information col-
lection, disclosure, or use (Wang et al., 1998). In light of 
recent technological development, decisional privacy can 
hereby offer new insights regarding the invasion of internal 
decision-making and individual judgment (Day & Stemler, 
2020; Gilbert, 2007; Mulligan et al., 2016).

In this sense, consumers’ information privacy remains 
vital, not only for the sheer purpose of consumers’ ability to 
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limit what others know about their previous preferences and 
behaviors, but also to protect their future preferences and 
behaviors and identity-construction through decisional pri-
vacy. Table 3 delineates and contrasts the dimensions’ foci 
and functions, clarifying how the two supplement each other.

Based on the complementary functions of information 
privacy and decisional privacy in the context of consum-
ers’ online decision-making, I propose the metaphor of a 
two-directional shield (Fig. 1). While information privacy 
protects from the inside out by preventing access, dissemina-
tion, and use of consumers’ information, decisional privacy 
shields from the outside in by preventing undue influence 
from interfering with consumers’ preference construction 
and decision-making. This two-directional interpretation 
of privacy as “selective control of access to the self” (Alt-
man, 1975) underlines that consumer privacy reflects both 
information privacy and decisional privacy (Lanzing, 2019; 
Tavani, 2008).

This extends the focus of consumer privacy from the abil-
ity to control personal information to the consideration of 
the presence of undue influence and interference in deci-
sion-making. Due to the increased possibilities for consum-
ers to be unduly influenced without awareness of this and 
the growing concern for AI and algorithms crowding out 
human decision-making, decisional privacy is more relevant 
and important than ever for protecting consumer autonomy 
(Fairfield & Reynolds, 2022). Hence, to explicate decisional 
privacy as a significant aspect of consumer privacy, I begin 
by explaining its function in terms of protecting autonomy.

Decisional privacy protects autonomy

Autonomy, consumer autonomy, and decisional 
privacy

In the broadest sense, autonomy relates to freedom of choice 
and individuals’ ability to carry out their lives according to 
their own authentic goals and desires by making decisions 
that reflect their true preferences (Deci et al., 1999; Zwebner 
& Schrift, 2020). Autonomy is recognized as fundamental 
to innate human motivations (Zwebner & Schrift, 2020) 

and to the development of self-identity (Altman, 1975), as 
well as a central value of democratic society (Grafanaki, 
2016). This value provides a foundation for personality, from 
which character, morality, and ethics emanate (André et al., 
2018; Frankfurt, 1971). Moreover, autonomous actions are 
endorsed by the self (Calvo et al., 2020) and associated with 
increased persistence, performance, and psychological well-
being (Calvo et al., 2020; Ryan & Deci, 2017).

Within consumer choice contexts, autonomy is viewed 
as “consumers’ ability to make and enact decisions on their 
own, free from external influences imposed by other agents” 
(Wertenbroch et al., 2020, p. 430). Consumer autonomy 
thus relates to consumers’ ability to make well-informed 
and independent decisions without pressure or manipulation 
that undermines their ability for rational deliberation (Calvo 
et  al., 2020; Rössler, 2018). Importantly, the ability to 
choose freely and in a manner that reflects authentic pref-
erences requires the absence of external influence (Ryan 

Table 3   Information privacy and decisional privacy

Privacy dimension Focus Function Direction

Information privacy Consumers’ ability or right to control access to, and flow of, personal information Prevent undue access, 
collection, and dissemi-
nation of consumers’ 
information

Inside out

Decisional privacy Consumers’ ability or right to develop authentic preferences, make autonomous 
decisions, and not be exposed to interference

Prevent undue influence 
from interfering with 
consumers’ decision-
making

Outside in

Fig. 1   Consumer privacy as a two-directional shield
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& Deci, 2006; Zwebner & Schrift, 2020), both in the pre-
choice stage, which is central to consumers’ preference- and 
identity construction, and the stage in which the choice is 
actually made (Grafanaki, 2016).

As the ultimate outcome of privacy, autonomy is rec-
ognized as the primary reason why society values privacy 
(Henkin, 1974; Margulis, 1977; Mulligan et  al., 2020; 
Rössler, 2005). Privacy promotes free, individual, and 
authentic decisions, enabling the development of individu-
ality and choice consciousness (Cohen, 2000; Grafanaki, 
2016; Margulis, 1974). Decisional privacy protects individu-
als’ ability to “make decisions which contribute to defining 
their identity and sense of self, free from the unwarranted 
interference of other individuals or the state” (DeCew, 1997; 
Dimopoulos, 2022, p. 428; Rössler, 2005). Since the very 
pillars of democracy rest on individuals’ freedom to decide 
and self-determination (Rössler, 2005), violations of deci-
sional privacy also threaten democracy collectively.

The ability to develop and weigh preferences is necessary 
for consumers’ formation of opinions and identity-construction 
(Rössler, 2005). Hence, consumer privacy should encompass 
both control over personal information (information privacy), 
as well as the protection of autonomy and identity construc-
tion (decisional privacy) (Strycharz et al., 2019). As previously 
mentioned, definitions of decisional privacy (see Table 2) 
reflect protection from interference and undesired access by 
others, including both physical access and access in terms 
of intrusions in decision-making (Rössler, 2018). However, 
despite these strong theoretical arguments, the empirical rela-
tionship between privacy and autonomy (Margulis, 1974; 
Rössler, 2018) remains understudied, especially in the context 
of consumer privacy.

AI‑based technologies: Novel threats to decisional 
privacy and consumer autonomy

The use of machine learning, AI, algorithm-based personali-
zation, and neuroscience has profound implications for mar-
keting practice and, consequently, for consumer autonomy 
and privacy (André et al., 2018). These systems’ use of big 
data to predict consumer behavior implies that consumers 
can be outsmarted and manipulated (Contissa et al., 2018; 
O’Neil, 2016), namely by the hidden practices of behavio-
ral targeting (Nill & Aalberts, 2014), personalized adver-
tising, and nudging (Lanzing, 2019; Tavani, 2008). Today, 
more examples of these practices are being brought to pub-
lic attention, for example the Cambridge Analytica scan-
dal, which serves as a disturbing real-world case of voter 
manipulation online (Wertenbroch et al., 2020).

Algorithms predict consumers’ preferences, characteris-
tics, habits, and personality traits based on data (Grafanaki, 
2016; Tene & Polonetsky, 2013). Psychological targeting 
refers to “extracting people’s psychological profiles from 

their digital footprints (e.g., their Facebook Likes, Tweets 
or credit card records) to influence their attitudes, emotions 
or behaviors through psychologically informed interventions 
at scale” (Matz et al., 2020, p. 116). Consequently, these 
inferences determine which options consumers are given 
and implicitly form the foundation from which consumers’ 
future choices can be made, without conscious deliberation 
by consumers. This relates to the terms “algorithmic feed-
back loops” and “algorithmic determinism,” which problem-
atize the idea of algorithms producing the outcome they are 
designed to predict (Day & Stemler, 2020; Grafanaki, 2016).

As consumers choose among pre-selected options, the 
algorithm’s predictions become self-fulfilling. Subordinat-
ing consumers’ authentic preferences to the preferences of 
the algorithms and their engineers in this sense threatens 
consumer autonomy, preventing active decision-making and 
creating new opportunities for discriminatory, biased, and 
privacy-invasive profiling. Moreover, while predictive algo-
rithms claim to anticipate consumers’ preferences, basing 
inferences only on historic data may limit consumers’ ability 
to evolve or grow since preferences are subject to change 
(André et al., 2018; Bjørlo et al., 2021).

The use of untraditional data sources by algorithms to gen-
erate unpredictable and unverifiable inferences about consum-
ers can also threaten individuals’ freedom of expression and 
the right to privacy and identity (Hildebrandt & Gutwirth, 
2007; Wachter & Mittelstadt, 2019). Determining how con-
sumers are seen and evaluated by third parties, inferences can 
threaten individuals’ self-determination, autonomy, and even 
identity by hiddenly shaping their behavior and preferences 
(Gutwirth et al., 2014; Wachter & Mittelstadt, 2019; Zarsky, 
2002). Recently, CNN disclosed that Uber had developed 
technology to infer users’ intoxication level from the angle 
users hold their smartphone, their walking style, and whether 
they were typing “clumsily” (Day & Stemler, 2020). While 
the purpose of these inferences has not been disclosed, this 
example illustrates that the information itself may not neces-
sarily be what is sensitive or cause for concern, but rather the 
inferences generated from it (Wachter & Mittelstadt, 2019) 
and how these inferences may be applied to manipulate users.

A particularly worrisome yet common application of 
AI and algorithms are “dark patterns,” which exploit con-
sumers’ cognitive biases (Narayanan et al., 2020), leading 
them to make decisions they might not otherwise make, and 
which are not in their best interests. Dark patterns rely on 
deception, covert influence, manipulation, and coercion to 
modify users’ decision space or manipulate the information 
flow (Mathur et al., 2021; Narayanan et al., 2020). Distin-
guishing consumers’ decisions as deliberative (System II) 
or non-deliberative (System I), System II decisions involve 
active decision-making based on slower, more methodical 
choices, whereas System I decisions are characterized as 
semi-conscious, automatic, or hurried (Becher & Feldman, 
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2016; Kahneman, 2003). Dark patterns strategically exploit 
System I decisions by targeting known or inferred cognitive 
vulnerabilities, making certain options subtly appear more 
desirable or accessible than others (Day & Stemler, 2020). 
Since the influence mechanisms remain hidden from users 
(Mathur et al., 2021), this practice covertly steers consum-
ers’ behavior.

Despite the apparently unethical nature of the practice, 
previous research has identified that over 95% of well-known 
Android apps employ dark patterns (Di Geronimo et al., 2020). 
To manipulate consumers’ choices, dark patterns employ subtle 
design elements, including placement, color, layout, and size of 
clickable boxes (Day & Stemler, 2020). Other examples include 
deceptive countdown-timers of an offer expiring when in fact 
there is no time limit on the offer (Narayanan et al., 2020), false 
statements of product scarcity (“Only 3 left! Order before it’s 
too late”) or (“In high demand. Book now!”), and false indica-
tors of items’ popularity to induce consumers’ feelings of scar-
city to make them “act now” (Bergdahl, 2020). Adding hidden 
costs, disguised as “taxes and fees,” at the last step of the pur-
chase process represents another tactic for steering consumers’ 
decisions, commonly applied in the hotel and travel industry. In 
retail, Amazon frequently employs dark patterns, for instance 
automatically ticking subscription boxes and setting the more 
expensive payment option as the default choice, greying out 
alternative payment options (Brignull et al., 2023).

Table 4 illustrates how marketing practices facilitate and 
constitute decisional interference. In addition to the real-
world examples presented in this table, the Internet is also 
ripe with examples of firms’ and platforms’ applications 
of dark patterns, as evidenced by “Darkpatternstipline.
org” (Stanford Digital Civil Society Lab, n.d.) or “Decep-
tive.design” (Brignull et al., 2023), where users share their 
encounters with the use of dark patterns to spread awareness 
and warn others, compiling and shaming the worst offenders 
in a “Hall of Shame.”

Since social media platforms profit from users’ attention 
as targets for advertising, they aim to keep users on their 
platform for as long as possible. To achieve this, the stra-
tegic release of dopamine is frequently incorporated into 
the platforms’ design and interface (Day & Stemler, 2020), 
for example luring users in through attention-grabbing push 
notifications. Similarly, Instagram prevents users from see-
ing the clock in the app, making them lose track of time 
and spend more time than intended. As an example of how 
dopamine release keeps users coming back, social media 
app Snapchat’s popular “streaks” feature, designed to cre-
ate a rush of dopamine by rewarding daily use, has proven 
a highly addictive feature. Similarly, the language-learning 
app Duolingo employs dopamine-rewarding features and 
principles of gamification to encourage subscription to pre-
mium services, in-app purchases, and daily use of the app, 
inducing cognitive resistance towards discontinuing use. 

Regarding the “application of game elements to nongame 
contexts” (i.e., points, badges, and levels), gamification may 
promote addictive behavior by stimulating the brain’s reward 
system (Hughes & Lacy, 2016, p. 311).

Similar to dark patterns, strategic dopamine release and 
gamification subconsciously target consumers’ System I 
responses, exploiting principles of intrinsic reinforcement 
and desire for pleasure (Hughes & Lacy, 2016). Together, 
these examples illustrate how seemingly harmless personal 
information and psychological mechanisms may unexpect-
edly and covertly influence consumers’ attitudes and behav-
iors, without consumers’ awareness. The unobtrusive, cov-
ert, and opaque nature of these technologies underlines their 
manipulative potential to subtly shape consumers’ prefer-
ences and steer choices (Hausman & Welch, 2010; Lanzing, 
2019; Wilkinson, 2013). Obfuscating consumers’ ability to 
engage in rational deliberation and making their actions feel 
organic and self-chosen (Fairfield & Reynolds, 2022; Willis, 
2017), the seamless nature of algorithms threatens consumer 
autonomy (Grafanaki, 2016).

The need for conceptual development of decisional 
privacy

The pervasive influence of AI and algorithms has spurred 
debates on the role technology has assumed in consumer 
decision-making, challenging consumers’ decisional privacy 
and autonomy to an unprecedented extent (Lanzing, 2019). 
While privacy has often been equated with “information pri-
vacy” in marketing literature, and while this conflation has 
directed much of the research attention, it does not imply 
that marketing literature has never addressed any features 
of decisional privacy. Indeed, the literature review identified 
mentions of intrusion and interference in relation to con-
sumer privacy (e.g., Goodwin, 1991; Peltier et al., 2009) and 
privacy (e.g., Massara et al., 2021; Ottlewski et al., 2023; 
Phelps et al., 2000; Warren & Brandeis, 1890). Nevertheless, 
interference or intrusion—and decisional privacy—remains 
mostly unaddressed as an explicit aspect of consumer pri-
vacy, apart from a few influential works (i.e., Foxman & 
Kilcoyne, 1993; Goodwin, 1991; Jones, 1991; Milne, 2000; 
Petty, 2000).

Overall, consumer privacy has mainly been conceptualized 
as pertaining to the protection of information about consum-
ers’ previous decisions (i.e., purchases or browsing history). 
Given novel technologies’ ability to covertly interfere with the 
construction of consumers’ preferences and identities and to 
steer their future choices through inferences based on previ-
ous behavior, these future-oriented aspects should be included 
in the notion of consumer privacy. Moreover, given the role 
of influence in marketing and the field’s longstanding com-
mitment to understanding consumers’ opinions, attitudes, and 
behavior when faced with influence, decisional privacy should 
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be included as an explicit dimension of consumer privacy. 
Hence, implicit mentions of interference must be clarified, 
explicated, and adapted to the context of consumer decision-
making. Furthermore, to understand how decisional privacy 
complements information privacy and to enable empirical 
research on decisional privacy concerns, the proxy used to 
study privacy, conceptualization of this is needed. To this end, 
the following section engages in the conceptual development 
of decisional privacy.

Conceptual development of decisional 
privacy

This section aims to generate a more profound understanding 
of decisional privacy and to guide future scale development 
by (1) specifying the construct domain and its key themes; 
(2) explicating and illustrating the vague terms “interfer-
ence” and “undue influence” (3) offering definitions for 
decisional privacy and decisional privacy concerns, and 
integrative definitions of consumer privacy and privacy con-
cerns; and (4) proposing theoretically relevant constructs in 
a nomological network, examining antecedents and conse-
quences of decisional privacy.

Construct development

The paper addresses the first step of the scale develop-
ment process: clearly defining the construct and its domain 
(Churchill, 1979; DeVellis, 1991; Netemeyer et al., 2003). 
This step includes clarifying its boundaries with other con-
structs, defining the construct’s conceptual domain, and 
identifying and outlining the “conceptual themes” or “key 
properties” of the construct (Jaccard & Jacoby, 2019; Mac-
Kenzie et al., 2011). While the paper does not aim to fully 
develop or validate a scale for decisional privacy, some ideas 
for scale development are proposed, founded on the concep-
tual analysis of previous definitions.

Specifying the construct domain and identifying 
key themes

Previous definitions of decisional privacy reflect a consistent 
focus on individuals’ ability to make self-determined deci-
sions free from interference (see Table 2). Three conceptual 
themes emerged from these definitions: (1) interference; (2) 
self-determination; and a focus on (3) individuals’ choices, 
decisions, and actions. The first theme, interference, is men-
tioned in reference to the government (Dimopoulos, 2022; 
Ganley, 2002; Margulis, 2003), the state (Moskop et al., 
2005), other individuals (Dimopoulos, 2022), or corpora-
tions (Fairfield & Reynolds, 2022). Some definitions simply 
contend that decisional privacy protects against “unwanted 

interference… in decisions” (Rössler, 2005). Due to a lack of 
clarity regarding what constitutes interference in the context 
of online decision-making, this matter is elaborated below.

The second theme refers to self-determination, described 
as “individuals’ ability to determine their course of action” 
(van der Sloot, 2017), “define their identity and sense of 
self” (Dimopoulos, 2022), and “make their own decisions 
and rationalize them” (Fairfield & Reynolds, 2022). Moreo-
ver, the function of decisional privacy is described as pro-
tecting “the autonomy of persons to make decisions” (Koops 
et al., 2017) and against “heteronomy in decisions” (Rössler, 
2005). Contrasting with the notion of self-determination 
and autonomy, heteronomy refers to actions influenced by 
external actors, or ruled or governed by another party—
something outside the self (Ryan & Deci, 2006). Third, 
definitions specify that what should be self-determined and 
free from interference are individuals’ decisions, choices, 
and actions. These are mostly conceptualized, broadly, as 
“any individual choice” (Ganley, 2002), “personal choices” 
(Moskop et al., 2005), or the “freedom from interference in 
one’s own choices and decisions” (Tavani, 2008). Out of 23 
definitions, 21 explicate a focus on choices, decisions, or 
actions, often a combination of these.

What characterizes interference and undue 
influence?

Given the vagueness of “interference,” the most common 
theme in definitions of decisional privacy, this concept 
requires clarification in order to conceptualize decisional 
privacy. Generally, interference implies (1) covert or other-
wise undue influence and (2) access by (un)known actors to 
one’s own actions and choices, enabling external actors to 
alter or steer these (Lanzing, 2019). In this sense, interfer-
ence limits consumers’ ability to make informed decisions 
and impairs consumers’ rational choice (Hacker, 2021).

Founded in previous literature’s conceptions of interfer-
ence and undue influence, within the context of consum-
ers’ online decision-making, I propose that influence should 
be considered undue when it is (1) not only persuasive but 
coercive or manipulative (Bakir & McStay, 2023; Niker 
et al., 2021) and (2) characterized as covert, hidden, or sub-
tle rather than overt, open, and detectible (Sunstein, 2015; 
Susser et al., 2019a). Moreover, undue influence (3) subverts 
consumers’ rational decision-making process by targeting 
subconscious processes rather than engaging their delibera-
tive processes and capacities (Day & Stemler, 2020). This 
implies that undue influence includes (4) attempts to steer 
consumers’ behavior, for instance by exploiting cognitive 
vulnerabilities or by subsuming the goals or preferences of 
consumers’ authentic decision-making to the goals or pref-
erences of the influencer. The notion of undue influence 
or hidden persuasion is hardly anything new in marketing, 
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including the use of subliminal techniques (see, for example, 
Packard, 1957). However, the advanced ability of current 
digital marketing to facilitate and disperse undue influence 
in a highly individualized and data-driven manner that cir-
cumvents consumers’ perceptions and awareness distin-
guishes undue influence in online decision-making from 
previous conceptions of such influence.

Decisional privacy and undue influence, offline 
and online

To aid in conceptualizing and emphasizing the distinct qualities 
of decisional privacy online, a comparison with undue influ-
ence offline is useful. Upon entering a physical store, the prod-
uct assortment and store layout are predetermined by a store 
manager. While this arrangement evidently limits which prod-
ucts a consumer can choose from, the store layout, the options, 
and the order in which these are presented are the same for 
every customer, regardless of the time of day, their income, 
or time previously spent looking for the product. While the 
perception of the store differs between consumers, consumers’ 
decision architecture remains unchanged.

In-store, a consumer may encounter a salesperson who seeks 
to influence their decisions based on self-serving interests that 
conflict with the consumer’s interests, for instance having incen-
tives to promote certain products. Unlike in an online environ-
ment, the salesperson cannot infer which stores this consumer 
has previously visited or know their vulnerabilities by simply 
glancing at them. While the salesperson can adapt their commu-
nication based on assumptions about consumers, these assump-
tions are founded on rudimental heuristics and personal experi-
ence rather than actual data patterns. Moreover, a seller’s use of 
manipulative tactics is confined to more overt persuasion, com-
pared to covert online manipulation tactics fueled by pervasive 
data insights. Consumers may also encounter physical persuasion 
in-store (i.e., promotional displays) appealing to their impulses 
by placing tempting items in waiting areas, or items aimed at 
children on shelves within their reach. While these practices may 
be exploitative or unfair, as they do not coerce or influence con-
sumers hiddenly, I argue that this influence is not undue.

While the paper’s objective is not to evaluate the appro-
priateness or “dueness” of influence offline, it aims to offer 
conceptual insights from this comparison. Persuasion offline 
is usually more overt and likely to engage consumers’ deliber-
ate decision-making through consumers’ awareness and per-
ceptions, and possibilities to manipulate consumers’ decision 
architectures in-store are limited. In contrast, consumers do 
not even need to enter a store for influence to occur online—it 
can occur anywhere, anytime, and the influence is tailored 
and fragmented across multiple platforms. Since the covert-
ness and opaqueness of technology make the influence less 
obtrusive and perceptible, interference is a greater concern for 
consumers online than offline. I propose that this is driven by 

overtness and transparency and mediated by perceptions and 
privacy awareness, and I will return to elaborate on this later.

Boundaries to decisional privacy

The paper does not propose that decisional privacy as a right 
should be unlimited. There are, indeed, several areas where 
“interfering” with individuals’ decisions is considered neces-
sary to maintain law and order in society and to protect indi-
viduals (Kugler, 2014). Legislation is also required to regulate 
domains that pose societal risks (e.g., for alcohol, firearms, 
and illegal substances). Limiting individuals’ freedom to act 
as they please is sometimes considered appropriate and nec-
essary to protect individuals and society. Indeed, individuals’ 
right to autonomy must be balanced against society’s “greater 
good” (Lanzing, 2019; Mill, 2006). The paper does not argue 
against this balance. Rather, it upholds decisional privacy 
as protection from undue influence in consumers’ decisions 
online, including purchase decisions, political influence, and 
news and content curation. While the effects of consumer 
manipulation are likely less visible than unregulated sales of 
alcohol or firearms, decisional privacy also protects consum-
ers from the severe societal risk of de-democratizing.

The responsibility of consumers who disclose their infor-
mation should also be mentioned as a boundary. Although this 
boundary relates mostly to the ability to control access to infor-
mation and the dimension of information privacy, it also pertains 
to decisional privacy. While consumers cannot be released from 
the responsibility to read privacy policies, this task is recog-
nized as cumbersome, made particularly difficult for consum-
ers to understand and process (Waldman, 2020). In this regard, 
dark patterns and defaults are employed to steer consumers’ 
decisions, as well as to accept privacy statements or disclose 
data (Gray et al., 2021) by making “accept” the easiest, most 
convenient, or default option. There are also boundaries with 
regard to consumers’ desire for decisional privacy, implying that 
consumers may willingly forego decisional privacy for more 
personalized, enjoyable, and convenient online experiences that 
facilitate their decision-making. Lastly, privacy concerns are 
recognized as country-specific (Bellman et al., 2004), implying 
that the culture and nationality of consumers may also influence 
individuals’ desire and preference for decisional privacy.

Defining decisional privacy in the context 
of consumers’ online decision‑making

Proposing a definition of decisional privacy

Based on the preceding discussions, the following definition of 
decisional privacy is proposed: “The absence of undue influence 
or interference in stages related to, and leading up to decision-
making, including preference construction.” For a discipline 
that studies influence, it appears unrealistic and nonsensical to 



24	 AMS Review (2024) 14:12–36

abolish influence altogether, and I contend that consumers can 
be exposed to influence and still have autonomy. However, this 
implies that their ability to engage in conscious thought processes 
is not compromised, as deliberation is necessary to their ability to 
choose and act according to authentic goals and preferences. In 
other words, the influence must be overt and transparent.

Proposing an integrative definition of consumer privacy

To integrate decisional privacy and information privacy, 
the following definition of consumer privacy is proposed: 
“Consumers’ right or ability to control 1) access, acquisition, 
and use of personal information and 2) decisional interfer-
ence subjected throughout all stages related to preference-
construction and decision-making.” The notion of control 
implies that consumers can regulate the extent to which they 
desire to exercise their right to privacy, both by divulging 
information and by being exposed to influence. There are 
several situations in which consumers may desire to share 
information or allow influence in exchange for perceived 
benefits, such as decision support. This underlines the 
importance of voluntary actions: if a consumer can exercise 
selective control, their privacy is argued to be intact.

Proposing an integrative definition of privacy concern

Since decisional privacy concerns supplement consumers’ 
information privacy concerns, this should also be reflected 
in the conceptualization of privacy concern, the proxy 
employed to measure privacy. While information privacy 
concerns focus on consumers’ concerns related to the col-
lection of personal information, decisional privacy concerns 
reflect worries about external actors interfering with their 
decision-making. On this basis, “decisional privacy con-
cerns” refer to “consumers’ interest or worry towards being 
subjected to interference or undue influence by external 
actors, throughout all stages related to preference-construc-
tion and decision-making.” Building on these arguments, 
an integrative definition of consumer privacy concerns is 
proposed for informational and decisional dimensions of pri-
vacy: “Consumers’ interests and worries about being able 
to control the access, collection, and use of their personal 
information, as well as those about being subjected to inter-
ference by external actors throughout all stages related to 
preference-construction and decision-making.”

Nomological network

How decisional privacy relates to other constructs is here 
proposed in a nomological network see Fig. 2 (Roest & Piet-
ers, 1997). So far, the paper has focused on the consequences 
of decisional privacy as promoting consumer autonomy, 
self-endorsed decisions, and trust on an individual scale and 

democracy, individualism, and preventing “surveillance soci-
ety” on a collective scale (Foucault, 1991; Zuboff, 2019). 
With regards to antecedents, previous definitions propose that 
decisional privacy is promoted by the absence of interfer-
ence (Essén, 2008; Floridi, 2006; Tavani, 2008). Extending 
this notion, I propose that decisional privacy in consumers’ 
online decision-making is driven by transparency and overt-
ness (André et al., 2018; Lanzing, 2019).

Transparency refers to “the possibility of accessing infor-
mation, intentions, or behaviors that have been intentionally 
revealed through a process of disclosure” (Turilli & Floridi, 
2009, p. 105), promoting consumer autonomy by enabling 
informed and deliberate considerations (Sunstein, 2015), and 
reducing possibilities for manipulation. Overtness relates to 
the employment of open and recognizable persuasion strat-
egies, activating consumers’ higher-order cognitive pro-
cesses, contrary to covert persuasion strategies, which aim 
to influence consumers through subconscious, lower-order 
processes (Felsen et al., 2013).

The mediating roles of decisional privacy awareness 
and perception

Privacy awareness is described as users’ understanding, 
knowledge, and perception of an organization’s privacy 
practices and policies, including the collection, storage, and 
use of their personal information, as well as general privacy 
issues (i.e., Cheung et al., 2015; Malhotra et al., 2004). A 
significant addition proposed here is the decisional aspect of 
privacy awareness, referring to “understanding, knowledge, 
and perception of unwanted external interference when mak-
ing decisions.” Awareness depends on consumers’ knowl-
edge related to decisional privacy practices and the afore-
mentioned factors (i.e., the overtness and transparency of 
the influence). While decisional privacy awareness does not 
reduce the presence of interference, it may reduce its impact 
and ability to interfere in consumers’ decisions-making. By 
alerting consumers to potential interference, decisional 
privacy awareness enhances consumers’ abilities to make 
conscious decisions. I thus propose that decisional privacy 
awareness and perception mediate the relationship between 
overtness or transparency of the influence and decisional 
privacy and decisional privacy concern.

The relationship between decisional privacy 
and information privacy

Dimensions of information privacy and decisional privacy 
are recognized as complementary by other scholarly disci-
plines (Ganley, 2002; Koops et al., 2017; Lanzing, 2019), 
for example law and philosophy. Extending this notion to 
consumer privacy and marketing, I propose that together, 
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these dimensions comprise consumer privacy. As exposure 
to interference should decrease when consumers’ ability to 
control access to personal information increases, informa-
tion privacy should promote decisional privacy; however, 
it does not ensure the absence of interference. Hence, inva-
sions of consumer privacy, consisting of both informational 
and decisional dimensions, can occur irrespective of access 
to information (Solove, 2005).

Without access to information about a consumer, external 
actors still possess massive amounts of aggregated data about 
similar consumers, from which fairly accurate predictions 
about this specific consumer may be made. In other words, 
without compromising this consumer’s information privacy, 
the consumer may still be subjected to decisional interference 
by manipulative tactics altering their decision architecture 
(Day & Stemler, 2020). I thus argue that information privacy 
remains a highly necessary, but not sufficient, criterion for con-
sumer privacy. Although not perfectly, the ability to control 
access or flows of information should influence consumers’ 
ability to prevent undue influence, and conversely, restricting 
interference should also diminish future threats to information 
privacy. Theoretically, information privacy and decisional pri-
vacy thus appear to be mutually dependent.

While decisional privacy and information privacy are dis-
tinct dimensions, they may be viewed as overlapping on the 
notion of “use of information,” in some definitions of pri-
vacy (i.e., Krafft et al., 2017; Luo, 2002), consumer privacy 
(i.e., Peltier et al., 2009; Phelps et al., 2000; Roznowski, 
2003), and information privacy (i.e., Hoffman et al., 1999; 
Inman & Nikolova, 2017; Peltier et al., 2009). “Use of infor-
mation” remains inherently vague, potentially referring to a 
wide array of indefinite activities that do not discern between 
due and undue information use (i.e., interference). While 
interference is one potential use of information, concep-
tual development of decisional privacy and explicating the 
nature of “use” as a distinct aspect of privacy are necessary 
to understand consumers’ distinct informational and deci-
sional privacy concerns and how the dimensions are related.

Discussion

Reconceptualizing consumer privacy to understand deci-
sional privacy and interference in consumer decision-
making implies extending our comprehension of consumer 
privacy to address the blurred lines between influence and 
interference. This section discusses the distinct implications 

Fig. 2   Nomological network of decisional privacy
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of decisional privacy for consumers, practitioners, and the 
marketing discipline. As outlined in the introduction, the 
“dueness” of influence varies, and good marketing practice 
separates persuasion from manipulation (Sunstein, 2015). 
Since public knowledge of undue influence practices is 
likely to deteriorate the reputation of a firm and marketing 
altogether, clearly distinguishing between acceptable and 
unethical forms of influence may in itself be useful and 
beneficial for marketers and the marketing discipline.

The role of decisional privacy in marketing 
and impact for conceptual development

Since the effect of influence on consumers’ attitudes, inten-
tions, behavior, and decision-making represent cornerstones 
in marketing and consumer behavior research, decisional 
privacy plays a unique role in these fields. The explication 
and introduction of decisional privacy implies an expansion 
of our collective understanding of consumer privacy as con-
sumers’ right or ability to control personal information to 
also include the right or ability to not be subjected to undue 
influence. This also widens our focus from protecting con-
sumers’ previous decisions to consider the power of infer-
ences in shaping consumers’ future decisions.

Providing a more complete representation of the privacy 
construct based on seminal privacy definitions and consumers’ 
current privacy concerns should also increase coherence in 
terminology and awareness of the distinction between the con-
structs “privacy” and “information privacy,” essential to the 
construct validity of consumer privacy. As consumers become 
more informed and aware of how firms exert unethical influ-
ence, privacy concerns related to decisional interference are 
expected to rise in the future. Further, this introduces a new set 
of research questions to be addressed, such as how decisional 
privacy concerns influence attitudes, intentions, and behavior. 
Aligned with interpretations of privacy across other research 
fields, decisional privacy should be reflected in the concep-
tualization of privacy, consumer privacy, and privacy-related 
constructs. In particular, understanding consumers’ decisional 
privacy concerns is critical for scholars, marketers, and brands.

In general, decisional interference should be weighed 
against the “greater good” of society (Sunstein, 2015). 
While exceptions likely exist, marketing influence is mostly 
motivated by profits rather than the greater good of society. 
On this aspect, decisional privacy in marketing differs from 
decisional privacy in other domains, such as health, where 
interventions like nudging people towards healthy eating or 
the use of defaults to promote organ donorship are discussed. 
As a field, marketing both studies and exerts influence, and 
interfering with consumers’ decision-making for the “greater 
good” of society occurs less frequently in marketing than in 
other domains. As marketers, we are not nudging individuals 

to donate their organs; we are nudging them to buy prod-
ucts, click on ads, download apps, or devote their attention. 
Driven by economic interests to steer consumers’ decision-
making, marketing interference primarily benefits its propri-
etors, not its users, or society altogether.

The notion of decisional privacy is well-aligned with sev-
eral research fields’ commitments to study consumer wellbe-
ing, among them transformative consumer research (TCR) and 
consumer culture theory (CCT). TCR addresses various issues 
related to consumption, however these are not restricted to pur-
chase behavior (Davis & Pechmann, 2020; Mick et al., 2012), 
with topics encompassing poverty and inequity (Chandy et al., 
2021); food, obesity, consumer protection, and race (Mende 
& Scott, 2021); injustice and consumer vulnerability (Davis 
et al., 2016); and political polarization (Mende & Scott, 2021). 
TCR underlines the profound effect of marketing on society 
and consumers, as well as the potential to mitigate this effect, 
situating the marketing discipline in a larger societal context 
(Chandy et al., 2021; Newman et al., 2021).

Why decisional privacy matters for consumers

When algorithms replace parts of consumers’ decision-
making processes, considered formative and identity-
defining, this replacement may severely impact consum-
ers’ autonomy. Previous research has shown that mere 
perceptions of being observed can also change consumer 
behavior (Foucault, 1991; Kapsner & Sandfuchs, 2015; 
Zwebner & Schrift, 2020). Hence, when algorithms are 
opaque, deceptive, and hidden, manipulation may easily 
go unnoticed by consumers, replacing their goals with 
the goals of the algorithm and its creators. An inability 
to distinguish whether a recommended product is aligned 
with their higher-level goals or rather simply a result of 
deceptive persuasive tactics reduces consumers’ ability to 
engage in well-informed decision-making.

Moreover, leading consumers to act toward ends that are 
not self-chosen, for inauthentic reasons that do not reflect 
their true goals or preferences, threatens their autonomy 
(Susser et al., 2019b). Accordingly, not giving consum-
ers the opportunity to view, adjust, correct, or revise algo-
rithms’ inferences, from which profiles about them are con-
structed, removes agency from consumers to algorithms 
(Wachter & Mittelstadt, 2019). In this sense, decisional 
privacy plays a unique role in protecting autonomy in con-
sumers’ decision-making, protecting consumers’ right to 
make up their own minds on decisions that matter to them.

Why decisional privacy matters for marketing 
practitioners

From a brand’s, platform’s, or marketer’s point of view, 
a competitive landscape devoid of regulation concerning 
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decisional privacy entails that the use of covert and manip-
ulative persuasion tactics is permitted. This consequently 
implies that the most successful firms may not necessarily 
have the best products, the best reputation, or the most satis-
fied customers, but rather excel by being the most willing 
and able to capitalize ruthlessly on consumer data, employ-
ing the most deceptive means to manipulate consumers’ 
decisions, and exploiting their vulnerabilities most effec-
tively. While this dynamic shifts the competitive terms on 

which firms compete, public knowledge of deceptive persua-
sion may have detrimental effects for firms.

As an example, more than 1 billion active users across 
154 countries make TikTok one of the world’s most popular 
social media platforms (Demandsage, 2023). Recently, how-
ever, TikTok was banned by more than two dozen US states 
and from federal government devices in countries across the 
world (Chan, 2023; Maheshwari & Holpuch, 2023). The ban 
is mainly founded on two sets of consumer privacy concerns: 

Table 5   Future research agenda for decisional privacy (DP)

Focus Research questions, to be explored empirically or conceptually

Decisional
Privacy

• How may DP be protected?
• What are the drivers of perceived DP?
• What are the antecedents of consumers’ perceptions of DP?
• What influences consumers’ preference for DP?
• How is the preference for DP influenced by contextual aspects, personality traits, or both?

Decision-making • How does DP influence consumers in stages of the decision-making process?
• Which psychological processes do perceptions of reduced/increased DP evoke?
• How do DP concerns influence consumers’ attitudes, intentions, and behavior?
• In which contexts is DP of particular importance? When do consumers value DP most and least?
• How do covert and overt influence impact consumers’ decision-making and perceptions of DP?
• How does DP influence the intention to adopt algorithmic recommendations?

Information
Privacy

• How do DP and information privacy operate in tandem?
• How do DP and information privacy influence each other?
• How does (the absence of) DP influence information disclosure concern/intent?

Privacy
concerns

• What are the implications of DP for the conceptualization of privacy concerns?
• How can decisional privacy concerns be operationalized and measured?
• How are consumers’ decisional privacy concerns influenced by privacy awareness, including decisional privacy 

awareness?
• In which ways does DP concern contribute to privacy-preserving behavior?

Marketing practice • How can consumers’ DP be accommodated in marketing?
• How can a focus on DP contribute to more responsible marketing?
• How can marketers exert influence without undermining consumers’ DP?
• How may the design and interface of online platforms promote DP?

AI technology • How can AI technology be employed without undermining consumers’ DP?
• How can AI technology be employed to promote consumers’ DP?
• How do specific AI technologies challenge/promote DP? (i.e., algorithmic recommendations, nudging, psycho-

logical targeting, profiling, personalized advertising/targeting, etc.)
Consumer reactance • (How) does the absence of DP influence consumer reactance?

• Is information privacy and DP associated with different types of reactance?
Consumer autonomy • Under which circumstances are consumers willing to forego DP and autonomy for convenience?

• How does DP influence consumers’ perceived and actual autonomy?
Transparency • How does transparency influence DP?

• Does disclosure influence (perceptions of) DP?
• Does understanding influence (perceptions of) DP?

Customer Satisfaction • (How) can DP contribute to customer satisfaction?
• How can DP be a competitive advantage for marketers/companies/platforms?

Society/
Democracy

• What are the consequences of reduced DP for democracy and society?
• How does society’s increased dependence on AI technology influence consumers’ DP?

Manipulation/
Undue influence

• How does DP prevent manipulation?
• How do different technologies constitute “undue influence” for consumers?

Conceptual development • How should DP be measured?
• How should scales for DP-related constructs (i.e., DP concerns, DP risk, DP empowerment) be developed and 

validated?
• How does DP influence existing conceptions of privacy constructs and phenomena (i.e., privacy concerns, privacy 

awareness, privacy paradox)?
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a foreign government’s access to users’ personal informa-
tion and the highly manipulative and customized influence 
exerted by the app’s complex content-curation algorithms 
(Chan, 2023; Fung, 2023). TikTok’s profound ability and 
potential to exert personalized influence, exploit consumers’ 
cognitive biases and vulnerabilities, and exert large-scale 
covert influence and harmful misinformation are well docu-
mented. The collective backlash against TikTok illustrates 
that decisional privacy concerns related to interference exist 
and that people resent the idea of undue influence.

To address decisional privacy concerns, companies’ privacy 
policies should continue to address the acquisition and han-
dling of consumers’ information, but importantly also deci-
sional interference. This priority should also guide the design 
and interface of online platforms. Furthermore, to accommo-
date consumers’ decisional privacy in the future, practition-
ers should promote rational and overt persuasion rather than 
manipulation and covert influence, as an integral part of cor-
porations’ future digital responsibility strategies (Wirtz et al., 
2023). As the negative consequences of undue marketing are 
becoming more evident, for example with the “Hall of Shame” 
(Brignull et al., 2023), more regulation is expected in the future. 
Hence, adapting such a positioning, business model, and adver-
tising strategy could become a competitive advantage (Day & 
Stemler, 2020; Eggers et al., 2022; Wirtz et al., 2023).

Future research and limitations

We currently lack insights regarding the contexts in which 
consumers value decisional privacy. To enable empirical 
research on decisional privacy,—including its antecedents and 
consequences—requires conceptual development, including 
the establishment and validation of a definition and scale for 
decisional privacy. Such a scale should reflect the identified 
key themes: (1) the absence of interference and undue influ-
ence in all stages of the decision-making process and (2 and 3) 
enabling self-determination in individuals’ decisions, choices, 
and actions. As the proxy used to measure privacy, decisional 
privacy concerns require further investigation, which should 
capture consumers’ worries related to external agents inter-
fering in their preference construction and decision-making, 
being covertly influenced or manipulated into making a certain 
choice, or being unable to make autonomous decisions.

Devoting research attention to decisional privacy should also 
shed new light on existing privacy-related phenomena. The 
notion that consumers’ information disclosure may be influenced 
by manipulative design tactics that exploit cognitive biases (Day 
& Stemler, 2020; Thaler & Sunstein, 2009) may provide a new 
perspective on the “privacy paradox,” noting how people disclose 
information despite concerns about their privacy (Norberg et al., 
2007; Waldman, 2020). In sum, the proposed research agenda 
indicates how decisional privacy can yield valuable insight for 
marketing scholars and practitioners in the future (Table 5).

While the inclusion of descriptions and explanations of pri-
vacy in the systematic literature review, in addition to explicit 
definitions, could be considered a limitation, this choice aligns 
with the aim of identifying the range of understandings and 
definitions of privacy and conveying how privacy has been 
understood and communicated in the marketing field. These 
“non-explicit definitions” were also considered essential due 
to the recognized difficulty of defining privacy (Bleier et al., 
2020; Martin & Murphy, 2017; Martin et al., 2017; Peltier et al., 
2009). Moreover, while the focus on higher-level marketing 
journals could also reinforce a publication bias, this concern 
was balanced against these journals’ influence on the privacy 
discourse in terms of reach and impact. Hence, studying these 
journals’ understandings of privacy was considered valuable.

Conclusion

AI systems’ unobtrusive and covert influence obfuscates the 
lines between persuasion and manipulation, compromising 
consumers’ ability to determine their own course of action and 
engage in deliberate, well-informed decision-making (Deci 
& Ryan, 2000; Ryan & Deci, 2000). As consumers’ identities 
are shaped by the attitudes and preferences they develop, and 
ultimately the decisions they make, outsourcing formative and 
identity-defining processes to algorithms may severely impact 
consumers’ autonomy. While these changes have implications 
for individual consumers’ privacy online, the collective-scale 
consequences of undermining consumer autonomy are more 
serious than the minute choice of one product over the other, 
since democracy is premised on the free choice of individuals.

By preventing interference, decisional privacy promotes 
consumers’ right and ability to not be manipulated or unduly 
influenced, as well as their right and ability to make self-
determined decisions. Introducing and explicating the deci-
sional privacy construct and developing this conceptually, the 
paper contributes to the conceptual realignment of consumer 
privacy in the context of online decision-making. Extending 
previous research on consumer privacy and existing defini-
tions of decisional privacy, this work also provides a start-
ing point for developing a decisional privacy scale to enable 
future empirical research. While consumer privacy continues 
to entail protecting consumers’ personal information regard-
ing past decisions and behavior, I propose that it also relates 
to protecting their future decisions from interference.

The novelty of the paper lies in explicating and explain-
ing decisional privacy and its relevance for consumer pri-
vacy. I have proposed that information privacy is a nec-
essary but insufficient condition for consumer privacy, 
implying that despite perfect information privacy, con-
sumer privacy can still be breached through decisional 
privacy. Facing a whole new range of interference, it thus 
remains fundamental to understand how privacy influences 
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consumers and their decisions and to capture and under-
stand consumers’ current privacy concerns. Hence, defi-
nitions and operationalizations of privacy and privacy 
concerns should reflect both decisional privacy and infor-
mation privacy as dimensions of consumer privacy.

The paper aims to reinvigorate the discussion on con-
sumer privacy in light of the radical changes in what pri-
vacy means for consumers today. Aligned with the aims of 
transformative consumer research (TCR), advocating that 
marketing should be seen in a larger societal context, the 
paper supports the notion of “better marketing for a better 
world” (Chandy et al., 2021) and marketing research as 
“a force for good” (Mende & Scott, 2021). In addition to 
being unethical, covert and manipulative influence is dete-
riorating the reputation of marketing practices and making 
marketing activities seem exploitative altogether.

In conclusion, I hope that this article will contribute to 
awareness of decisional privacy among researchers, practi-
tioners, consumers, and policymakers and motivate future 
research. As emphasized by decisional privacy research in 
other fields, corporations’ use of algorithms poses the larg-
est threat to consumers’ decisional privacy today (Fairfield 
& Reynolds, 2022). As marketing scholars, we should not 
neglect the constructs closest to us—influence and deci-
sion-making—or leave the important task of understand-
ing the implications of pervasive technological changes on 

consumers’ privacy and decision-making up to other academic 
disciplines. Hence, as a field focused on influence, marketing 
should recognize decisional privacy as a significant dimension 
of consumer privacy, which supplements information privacy.

Appendix A: Literature review of privacy 
in marketing
According to Table 6, the journals with the highest volume 
of papers explaining privacy or a privacy-related construct 
included the Journal of Public Policy and Marketing (49 
papers), Psychology and Marketing (41 papers), Journal 
of Interactive Marketing (33 papers), Marketing Science 
(30 papers), and Journal of Retailing (24 papers). Journals 
with the highest percentage of articles offering a defini-
tion, explanation, and/or operationalization of privacy, or 
a privacy-related construct, included Journal of Consumer 
Research (100%), Journal of Interactive Marketing (63.6%), 
Journal of the Academy of Marketing Science (61.1%), Psy-
chology and Marketing (61%), Journal of Retailing (54.2%), 
and Industrial Marketing Management (53.3%). Below is 
a brief review of relevant privacy constructs identified in 
the review. Table 6 provides an overview of the volume of 
papers identified that contained “privacy” in the title, key-
words, abstract, or topic, noting in parentheses how many 
papers provide a definition or explanation for a privacy or 
privacy-related construct.

Table 6   Review of privacy, 
sorted by 2021 chartered 
association of business schools’ 
academic journal guide

1 Unable to access two articles. These papers are hence excluded from the calculated percentage

ABS
Level

Journal name Privacy in title, key 
words, abstract, or 
topic

Contains explanation, 
definition, or operationali-
zation

4* Journal of Consumer Psychology 8 (2) 25 %
4* Journal of Consumer Research 4 (4) 100 %
4* Journal of Marketing 17 (5) 29.4 %
4* Journal of Marketing Research 12 (0) 0 %
4* Journal of the Academy of Marketing Science 18 (11) 61.1 %
4* Marketing Science 30 (1) 3.3 %
4 International Journal of Research in Marketing 11 (4) 36.4 %
4 Journal of Retailing 24 (13) 54.2 %
3 European Journal of Marketing 17 (6) 35.3 %
3 Industrial Marketing Management 15 (8) 53.3 %
3 International Marketing Review 5 (2)1 50 %
3 Journal of Advertising 20 (9) 45 %
3 Journal of Advertising Research 13 (6) 46.2%
3 Journal of Interactive Marketing 33 (21) 63.6 %
3 Journal of International Marketing 2 (0) 0 %
3 Journal of Public Policy and Marketing 49 (25) 51 %
3 Marketing Letters 12 (3) 25 %
3 Marketing Theory 4 (2) 0 %
3 Psychology and Marketing 41 (25) 61 %
3 Quantitative Marketing and Economics 2 (1) 50 Un
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Literature review of Privacy in Marketing ‑ Method

I first searched Web of Science for articles in ABS level 4*, 
4, and 3 marketing journals containing ‘privacy’ in the title, 
resulting in 73 papers in total. The majority of these ful-
filled the review criteria, providing a definition, explanation, 
explicit interpretation, or operationalization of privacy or pri-
vacy-related constructs (i.e., consumer privacy, privacy con-
cern, and information privacy). Seven papers were excluded 
due to a lack of this and were hence considered unable to aid 
in answering the research question, resulting in a review of 66 
papers. 90.4% of papers identified in the first round fulfilled 
the review criteria and were included in further analysis. In 
the second round, the search was extended. Again, I system-
atically searched Web of Science for all ABS level 4*, 4, and 
3 marketing journals for articles containing “privacy” either 
in the title, abstract, keywords, or as the topic. The decision to 
only search for “privacy” (e.g., not “private” or “privatize”) 
was found to yield the most relevant search results, based on 
a preliminary stage employing a “trial and error” strategy. 
The choice of these recognized premier outlets for marketing 
research was based on their influential potential in terms of 
scope and reach, serving as benchmarks for the field. 

The first search was conducted in June 2021, and the sec-
ond search was concluded in September 2022, imposing no 
time restrictions on either search period. In total, 292 articles 
were reviewed in the second round. This involved an addi-
tional 212 papers, adding to the original 73 papers in the first 
round. Out of the 292 reviewed papers, only 129 fulfilled the 
review criteria of offering a definition, explicit interpretation, 
explanation, or operationalization of privacy, or a privacy-
related construct. Thus, extending the search to include arti-
cles that contained “privacy” in the abstract, keywords, or 
topic reduced the definition/explanation rate to 43.6%, how-
ever, a much larger volume of articles was reviewed.

To ensure that the review reflected the most up-to-date 
research, a third round of searches was conducted in April 
2023. The same journals were searched in the same man-
ner as in the second round. Out of the 22 additional papers 
identified and reviewed in this round, ten fulfilled the review 
criteria by offering a definition or explanation of privacy. A 
fourth and final search was conducted in December 2023, 
in the time period between April 2023 and December 2023, 
following the same procedure as previous rounds. Out of the 
19 papers identified in this round, seven fulfilled the review 
criteria. In total, 333 papers were reviewed, and 148 of the 
reviewed papers fulfilled the review criteria across the four 
rounds.  

Privacy

In general, most definitions of privacy in marketing are cen-
tered around personal information and data (i.e., Culnan, 

2000; Martin & Murphy, 2017; Martin et al., 2020; Rust 
et al., 2002; Stewart 2017). Most definitions emanate from 
the seminal definition of privacy as “the right or ability to 
control information about oneself” (Westin, 1967). Moreo-
ver, definitions largely reflect the extent to which informa-
tion is disclosed to, or known by, others (Luo, 2002; Rust 
et al., 2002), awareness of information being collected (Cul-
nan, 2000; Krafft et al., 2017; Luo, 2002; Visentin et al., 
2021), use of information, and knowledge about how it is 
used (Ioannou et al., 2021; Krafft et al., 2017; Milne & Cul-
nan, 2004; Visentin et al., 2021). Together, these definitions 
and understandings of privacy reflect the information pri-
vacy dimension. 

A second theme emerging from definitions is privacy as 
“The right or ability to be let alone” (Warren & Brandeis, 
1890) and avoid intrusions (Bleier et al., 2020; Foxman & 
Kilcoyne, 1993; Luo, 2002; Massara et al., 2021; Peltier 
et al., 2009; Petty, 2000; Phelps et al., 2000; Rapp et al., 
2009; Roznowski, 2003). Similarly, some consider privacy 
to be the right to not be subjected to intrusions (Foxman 
& Kilcoyne, 1993; Goodwin, 1991; Mayer & White, 1969; 
Peltier et al., 2009; Phelps et al., 2000; Rapp et al., 2009; 
Roznowski, 2003). Definitions are, however, quite elusive 
regarding the meaning of and from what one should be 
“let alone”. While some contend that the object of intru-
sion refers to “an individual’s private affairs, his solitude 
or his seclusion” (Mayer & White, 1969, p. 2), others sug-
gest that “intrusion” can encompass “unwanted marketing 
solicitations” (Petty 2000, p. 42). Together, “the right to be 
let alone” and “the right to be protected from intrusions” can 
relate to decisional privacy due to its focus on interference; 
however, decisional privacy is not addressed explicitly.

Most definitions of privacy focus on either “information 
privacy” or “the right to be let alone or avoid intrusions”, 
interpreted here as decisional privacy. However, the notion 
that privacy rests on both principles has also been proposed 
(Jones, 1991). Similarly, a view of privacy as “the selective 
control of access to the self” (Altman, 1975) promotes the 
importance of control over privacy. Access to the self may 
be interpreted both as access to information about the self 
(information privacy) and as access to influence or thereby 
steer decision-making (decisional privacy). However, the 
review only identified appropriation or control of the flow 
of information, leaving the appropriation or control of deci-
sional influence and intrusions mostly unaddressed. See Web 
Appendix A for an overview of privacy definitions.

Consumer privacy

In the early 1990s, efforts were made to understand and 
describe the implications of privacy for consumers. Con-
sumer privacy was originally defined as «the consumer’s 
ability to control the (a) presence of other people in the 
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environment during a market transaction or consumption 
behavior and (b) dissemination of information related to 
or provided during such transactions or behavior to those 
who were not present» (Goodwin, 1991, p. 152). This two-
dimensioned approach to privacy was corroborated by a 
pronounced need to focus on both the right to “be let alone” 
and “control personal information” (Jones, 1991, p. 135). 
Together, this supports the notion that consumer privacy 
provides protection on two dimensions: access to informa-
tion (information privacy) and against intrusions, i.e., inter-
ference in the decision-making process (decisional privacy). 
These dimensions carry direct links to the dimensions of pri-
vacy outlined by the formative definitions of Westin (1967) 
and Warren and Brandeis (1890), respectively. This concurs 
that consumer privacy has traditionally entailed the aspect 
of undue influence, central to autonomous decision-making.

In line with this, consumers’ knowledge and control as 
appropriate dimensions to conceptualize consumer privacy 
have also been emphasized (Milne, 2000). Other definitions 
are restricted to knowledge and control of information, omit-
ting control and knowledge of undue influence, decisional 
interference, or decisional privacy. It was later noted that 
much of the privacy debate appeared to focus on the col-
lection and dissemination of personal information (Horppu, 
2023; Petty, 2000). Upholding that “unwanted marketing 
solicitations” should be included in the right to be, let alone 
is supported by previous research (Jones, 1991; Goodwin, 
1991). See Web Appendix B for an overview of consumer 
privacy definitions.

Information privacy

Information privacy was originally defined as «The claim 
of individuals, groups, or institutions to determine for 
themselves when, how, and to what extent information 
about them is communicated to others» (Westin, 1967, p. 
7). Definitions of information privacy are centered around 
personal information and data and the claims, rights, or 
abilities of individuals to control how personal information 
is acquired, collected, or used (Bandara et al., 2020; Inman 
& Nikolova, 2017; Martin & Murphy, 2017; Miyazaki & 
Fernandez, 2000; Peltier et al., 2009). Control is a recurring 
theme in definitions, including consumers’ or individuals’ 
ability, rights, or claims to control, or appropriate, flows of 
personal information (Bleier et al., 2020; Inman & Nikolova, 
2017; Massara et al., 2021; Nissenbaum, 2011; Okazaki 
et al., 2009; Roznowski, 2003; Song et al., 2021; Westin, 
1967). This includes the extent to which such information 
is communicated, disclosed, or transferred to others (Martin 
& Murphy, 2017; Okazaki et al., 2009; Peltier et al., 2009; 
Roznowski, 2003 Song et al., 2021) and how this informa-
tion is used (Bandara et al., 2020; Inman & Nikolova, 2017; 

Martin & Murphy, 2017). See Web Appendix C for an over-
view of definitions of information privacy.

Privacy concerns

The review reveals that the definitions and interpretations of 
consumers’ privacy concerns reflect a pronounced focus on 
information privacy, with only one exception (Zwebner & 
Schrift, 2020). This includes a focus on information and data 
reflected in identifying the antecedents and consequences 
of consumers’ privacy concerns (Phelps et al., 2000). Some 
propose that “consumer privacy concerns relate mainly 
to personal data, including name, address, demographics, 
lifestyle, interests, shopping preferences, and purchase his-
tory (Lwin et al., 2008, p. 207; Nowak & Phelps, 1992)”. 
Furthermore, the concepts “privacy concern” and “infor-
mation privacy concern” are often used interchangeably 
(e.g., Bandara et al., 2020; Martin & Murphy, 2017; Oka-
zaki et al., 2009). Due to this, claims to address “consumer 
privacy concerns” mostly only address concerns pertaining 
to information privacy (i.e., Bandara et al., 2020; Malhotra 
et al., 2004). Out of 49 papers providing a definition or 
explanation of privacy concerns, 48 confine these concerns 
to information privacy. Altogether, this illustrates a prevalent 
focus on information privacy in the literature on consumers’ 
privacy concerns. See Web Appendix D for an overview of 
definitions of privacy concerns.

Operationalization of privacy concern

Privacy concern is the operationalization applied when 
marketing scholars aim to study privacy empirically, recog-
nized as “the best proxy to understand consumers’ feelings 
about their information privacy” (Martin & Murphy, 2017, 
p. 145). The review uncovers that operationalizations of pri-
vacy concerns are confined entirely to “information privacy 
concerns” for privacy, consumer privacy, and particularly for 
privacy concerns. Out of 35 papers operationalizing privacy 
concerns, 32 address only informational privacy concerns, 
two refer to privacy concerns simply as concerns for privacy, 
and only one latently addresses decisional privacy concerns: 
concerns related to interference or intrusions (Zwebner & 
Schrift, 2020). See Web Appendix E for an overview of the 
operationalization of privacy concerns.

Other privacy concepts identified

Apart from the four main privacy concepts, additional pri-
vacy concepts were identified, however far less frequently, 
i.e., “privacy control”, “privacy risk”, “privacy calculus”, 
“privacy protection behaviors”, “privacy empowerment”, 
and “privacy invasiveness”. All share a focus on information 
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privacy. See Web Appendix F for an overview of definitions 
of privacy concepts.
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