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Abstract 

Human communication extends beyond verbal exchanges, encompassing a variety of non-verbal 

cues, such as gestures, that play a crucial role in conveying information and emotions. Despite 

the recognized importance of both verbal and non-verbal communication, the neural mechanisms 

underlying their integration remain less explored. Therefore, the present thesis aims to bridge this 

gap by investigating the neural networks that facilitate this integration, enhancing the 

understanding of how these two modes of communication influence each other and contribute to 

the evolution of language.  

The thesis is structured around three main objectives: (1) identifying brain regions and networks 

involved in the processing of speech and gestures, (2) exploring the impact of different types of 

co-speech gestures on neural mechanisms, and (3) examining what the gestures and vocalizations 

of non-human primates can reveal about the evolutionary origins of human language.  

Through the analysis of various fMRI and EEG/ERP studies, significant neural activations were 

observed in IFG, STG, MTG, and Broca’s area during the processing of co-speech gestures. 

Furthermore, it was found that different types of co-speech gestures uniquely engage distinct 

brain regions. As for the third objective, the thesis focused on studies on non-human primates, 

which revealed that both gestures and vocalizations are integral to the evolutionary trajectory of 

language, supporting the theory of multimodal integration.   
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1. Introduction 

 

Communication guides people through the social world, facilitating the exchange of knowledge 

and the expression of ideas and emotions. In face-to-face interaction, information is multimodal 

as it is carried out not just through words but also through non-verbal cues like gestures. 

Gestures, encompassing various hand and body movements, are essential in the communication 

process, providing cues beyond what words can express (Hans & Hans, 2015). This implies that 

even though a lot of information is conveyed through speech, gestures can, for instance, provide 

additional insights into the actual emotions or intentions behind the speaker’s words. 

The interest in gestures as a research field gained significant momentum with Goldin-Meadow & 

Mylander’s (1983) study on children’s gestures. Following their influential work, an increasing 

number of researchers started to take a keen interest in exploring and understanding gestures in a 

broader sense, revealing that gestures are more than mere expressions; they also provide insights 

into cognitive processes, affecting learning and language acquisition (Krahmer & Swerts, 2007; 

Gluhareva & Prieto, 2017; Goldin-Meadow, 2018; Andrä et al., 2020). Building on this 

foundation, recent research has shifted its focus to investigate the connection between gestures 

and speech at a neural level, revealing the specific neural networks within the brain that process 

both speech and gestures (Steines et al., 2021; Hubbard et al., 2009; Holle et al., 2008). 

Methodologies used in neuroimaging studies, such as functional Magnetic Resonance Imaging 

(fMRI) and Electroencephalography/Event-Related Potential (EEG/ERP), have significantly 

deepened the understanding of how speech and gestures are intricately linked and processed in 

the brain (Willems et al., 2009; Holle et al., 2008; Green et al., 2009; Özyürek et al., 2007; Kelly 

et al., 2004). These studies collectively demonstrate that speech-gesture integration engages a 

complex network in the brain, highlighting the pivotal role of multimodal communication in 

human interaction. 

Despite these advancements, a notable gap still remains in fully understanding how these two 

modes of communication interact at a neural level. Therefore, this literature review aims to 

synthesize and critically analyse the existing research on the neural processing of speech and 

gestures. By exploring the findings of various studies, the study seeks to shed light on how the 
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brain processes these forms of communication, exploring their potential evolutionary 

implications. 

1.1. The Present Study: Research Questions 

 

To meet the objective of the study and to provide a clear description of the relationship between 

speech and gestures at a neural level, the following three questions will be answered: 

1. What are the key brain regions and neural networks involved in the processing and 

integration of speech and gesture? 

The first question seeks to identify the neural networks that underlie the simultaneous processing 

of speech and gestures, with an emphasis on understanding the shared and distinct brain regions 

involved. Through a comprehensive review of various studies employing fMRI and EEG/ERP 

methodologies, the present study aims to identify the specific areas of the brain involved in the 

multimodal integration of verbal and non-verbal communication.  

2. How do different types of gestures engage distinct neural mechanisms in relation to 

speech? 

The second question aims to uncover the variations in neural processing related to different types 

of gestures when presented in conjunction with speech. Specifically, through the analysis of 

multiple fMRI studies, the thesis aims to determine whether various co-speech gestures elicit 

distinct brain activation patterns. The goal is to elucidate how these gestures enhance language 

comprehension and communication process. By identifying specific neural activations for each 

type of gesture, the study aims to provide insights into the underlying mechanisms that support 

multimodal communication. 

3. Can the findings from existing studies shed light on the potential evolutionary origins of 

gesture and speech integration in the brain? 

The last question investigates the broader evolutionary implications of speech-gesture 

integration, taking into account studies on non-human primates to discern whether language 

might have originated from a gestural, vocal, or multimodal foundation. 
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1.2. Overview of the Thesis 

 

The current thesis consists of eight chapters. Chapter 2 focuses on the existing research on 

gestures. Specifically, it delves into the various definitions scholars have proposed and outlines 

the diverse classification systems of gestures, as well as their functions and characteristics in 

both human and non-human primate communication. Chapter 3 delves into the relationship 

between gestures and speech, examining how they interact and complement each other. It 

discusses the competing theories, the systematic relationship between these two modes of 

communication, and their role in language acquisition and non-human primate communication. 

Chapter 4 discusses the brain regions involved in processing speech and gestures, detailing their 

specific functions and how they support multimodal communication. Chapter 5 outlines the 

methodological approaches used to study the neural integration of speech and gestures, focusing 

on the application and insights gained from non-invasive brain imaging techniques: fMRI and 

EEG/ERP. Chapter 6 delves into the neural interplay between speech and co-speech gestures, 

drawing on evidence from various fMRI and EEG/ERP studies. It examines the specific brain 

regions involved in processing speech and gestures and discusses how these regions exhibit 

distinct responses to different types of gestures. Chapter 7 examines the evolutionary origins of 

language by analysing different theories and their supporting evidence, focusing on the roles of 

vocal and gestural communication. More specifically, it discusses various studies of non-human 

primates to illustrate how their communicative systems might reflect the evolutionary 

underpinnings of human language. Lastly, chapter 8 provides a comprehensive summary of the 

findings and a conclusion based on the research questions raised in the study. It concludes with 

acknowledging thesis limitations and providing some suggestions for future research.  
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2. Gestures 

 

This chapter focuses on gestures, exploring the diverse scholarly perspectives on their definition 

and examining the various classification systems that highlight their functions and characteristics 

in both humans and non-human primates. 

2.1. Definition of Gestures 

 

Over the years, various studies have examined the role of gestures (McNeill, 1992; Ekman & 

Friesen, 1969; Kendon, 1988). However, despite many scholars conducting thorough research on 

the nature of gestures, there is still no widely agreed-upon understanding or definition of what 

they truly mean. In a broad sense, gestures can be described as a form of non-verbal 

communication involving movements of specific parts of the body, such as “the head, hands, 

arms, and legs […] to convey specific messages” (Hişmanoğlu & Hişmanoğlu, 2008, p. 168). 

These ‘specific messages’ revolve around cultural differences and societal norms; what is 

defined as gestures in one culture may be differently interpreted in another (Hişmanoğlu & 

Hişmanoğlu, 2008, p. 168). This description, therefore, raises many other questions, which 

demonstrate the complexity of gestures. To provide a more precise definition or view on 

gestures, McNeill (1992, p. 1) described them as movements of the arms and hands closely 

related to speech, emphasizing that they are not just supplements to language but rather an 

integral part of communication. Furthermore, Hostetter & Alibali (2008, p. 495) provided yet 

another view of gestures; they described them as a form of embodied cognition, viewing them as 

a means through which language and cognition are physically embodied. These varying 

definitions show that gestures are a complex and sophisticated phenomenon that can have 

multiple roles, depending on the perspective from which they are viewed. Despite the varying 

views on gestures, the current study adopts McNeill’s (1992) perspective, perceiving gestures as 

hand movements that complement and enhance speech. 

2.2. Classification of Gestures 
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Not only do scholars hold varying views in terms of the definition of gestures, but they also 

propose diverse classification systems.  

According to Ekman & Friesen (1969, pp. 62-92), gestures fall into five types: emblems, 

illustrators, affect displays, regulators, and adaptors.  

1. Emblems – are body movements that can convey specific phrases, words, or meanings 

with no additional context (Ekman & Friesen, 1969, pp. 63-65). To be more precise, 

emblems carry explicit meanings and can substitute for verbal communication, especially 

under challenging auditory environments (Ekman & Friesen, 1969, p. 64). For example, 

moving the head up and down can indicate agreement or affirmation. 

2. Illustrators – are closely tied to spoken words and serve to visually represent or highlight 

a specific word or idea (Ekman & Friesen, 1969, p. 68). For instance, using fingers to 

count or emphasize numerical information during speech. 

3. Affect displays – express emotional states, primarily through facial expressions, but can 

also include body postures and movements (Ekman & Friesen, 1969, pp. 70-71). For 

example, crying indicates sadness. 

4. Regulators – play a crucial role in guiding and managing interactions during 

communication. These involve eye movements, head nods, and body language that 

indicate turn-taking (Ekman & Friesen, 1969, p. 82). For example, raising a hand while 

someone else is speaking can indicate the desire to speak without interrupting verbally. 

5. Adaptors – unconscious movements, specifically involving unintentional touching of 

oneself, others, or objects during interaction. They serve as a means for individuals to 

satisfy personal needs or to adapt to various circumstances, especially in response to 

stress or anxiety (Ekman & Friesen, 1969, pp. 84-92). For example, biting nails can 

signify that a person is distressed or nervous. 

Later, another classification system for gestures was introduced by Kendon (1988) that served as 

the foundation for the subsequent work by McNeill (1992) as he expanded and refined this 

categorization, leading to the development of “Kendon’s Continuum” (McNeill, 1992, p. 37). In 

this continuum, gestures are divided into five types based on their relationship to speech and 

their linguistic properties (McNeill, 1992, p. 37). The five types are defined as follows: 
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1. Gesticulations – spontaneous hand or arm movements closely connected to speech, 

typically accompanying verbal communication (McNeill, 1992, p. 37). The gestures 

analysed in the current study fall under the category of gesticulations. For example, a 

speaker might stretch their arms wide to emphasize the size while saying: ‘I have a big 

apple’. 

2. Language-like gestures – resemble gesticulations in that they accompany speech, but they 

can also serve a grammatical function or replace certain parts of the speech, such as 

adjectives or adverbs (McNeill, 1992, p. 37). For example, saying: “the parents were all 

right, but the kids were [gesture]” (McNeill, 1992, p. 37). 

3. Pantomimes – depict objects or actions, but they do not necessarily require speech for 

context (McNeill, 1992, p. 37). For instance, mimicking the act of drinking with the 

hands. 

4. Emblems – socially recognized gestures that carry specific meanings (McNeill, 1992, pp. 

37-38). For example, the ‘thumbs up’ gesture indicates ‘good’ or ‘yes’ in many countries. 

5. Sign Language – differs from previously described gesture types in a way that it is a 

complete language system encompassing all the elements and rules that define any 

spoken language (McNeill, 1992, p. 38). For example, Norwegian Sign Language (NSL). 

Despite the various existing classifications of gestures, the present study adopts McNeill’s (1992) 

framework for categorizing gestures based on their functions and characteristics. The four 

categories of gestures include iconic, metaphoric, deictic, and beat gestures (McNeill, 1992, pp. 

12-18). 

1. Iconic gestures – mimic the physical characteristics of the object or action being 

described (McNeill, 1992, pp. 12-13). It can include shaping the hands to represent some 

object (e.g., a ball, an apple, etc.) 

2. Metaphoric gestures – represent abstract concepts or ideas (McNeill, 1992, p. 14). For 

instance, spreading hands apart from each other to indicate a huge idea. 

3. Deictic gestures – indicate locations in space, often using pointing gestures (McNeill, 

1992, p. 18). For instance, if a person asks for directions, one can show with the hand that 

he/she should go straight and turn to the left. 
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4. Beat gestures – simple, fast movements of the hands reflecting the rhythm of speech or 

emphasizing important aspects of it (McNeill, 1992, p. 15). For instance, waving a hand 

briefly up and down with stressed words. 

The main reason for adopting McNeill’s (1992) categorization in the present thesis revolves 

around its specific focus on hand gestures that are deeply linked to spoken language. As 

mentioned in the 2.1 Definition of Gestures section, McNeill (1992) considers gestures more 

than supplementary to speech as they can also enhance verbal communication. This perspective 

aligns with the objectives raised in the study, which seek to explore how gestures and speech 

influence each other and how this multimodal information is processed in the brain.   

2.3. Gestures of Great Apes 

 

Similar to humans, non-human primates, more specifically bonobos, chimpanzees, gorillas, and 

orangutans, use a wide range of gestures to communicate with others (Pollick & de Waal, 2007; 

Nishida et al., 2010; Pika et al., 2003; Call & Tomasello, 2007). These gestures are not only used 

across a variety of contexts but are also employed with notable flexibility, allowing a single 

gesture to convey different meanings depending on the situation (Graham & Hobaiter, 2019, p. 

372). Just as humans use non-verbal cues to complement and enhance verbal communication, 

non-human primates rely on gestures to convey various messages and emotions. It can include 

signals for initiating play, demonstrating submission or dominance, requesting food, or even as 

part of mating rituals (Graham et al., 2018; Hobaiter & Byrne, 2014). This diversity in meanings 

shows that primates’ gestures are not just instinctive reactions but rather deliberate actions used 

to achieve specific goals or, in general, to meet their individual and social needs.  

Research has demonstrated significant variability in the gestural repertoires among different 

great ape species, reflecting adaptations to their specific social and ecological environments 

(Graham et al., 2022; Pika et al., 2003; Pollick & de Waal, 2007). More precisely, great apes 

residing in different environments may develop distinct sets of gestures, adapting their 

communicative behaviors to suit their surroundings. This adaptation thus leads to a great 

diversity in the gestural repertoires used by apes. Consequently, gestures have been broadly 

categorized into three types: tactile, auditory, and visual, each employed under specific 
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conditions to achieve particular aims (Call & Tomasello, 2007, p. 21). These gestures are defined 

as follows: 

1. Tactile gestures – involve direct physical contact, such as pushing or grooming (Call & 

Tomasello, 2007, pp. 21-24). 

2. Auditory gestures – encompass actions that produce sound, such as hand clapping or foot 

stamping, to capture attention and signal alarm (Call & Tomasello, 2007, p. 24). 

3. Visual gestures – involve movements that are primarily intended to be seen, such as arm 

waves or display behaviours. They can convey multiple messages, from signalling 

readiness for play to asserting dominance or submission within the social hierarchy (Call 

& Tomasello, 2007, p. 21). 

These categories of gestures demonstrate the complex and sophisticated communication 

strategies employed by non-human primates, revealing notable similarities to human language. 

In regard to the present thesis, discussing and analysing these gestures provides insights into 

potential evolutionary pathways that could have led to the development of human language. 

These aspects will be further discussed in subsequent sections of the study. 
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3. Gestures and Speech  

 

This chapter delves into the relationship between gestures and speech by exploring contrasting 

theories on how these two modes of communication may be interconnected or independent. The 

section then examines their systematic relationship by discussing how gestures and speech 

interact and complement each other. Furthermore, it investigates the impact of different types of 

gestures in language learning, highlighting their significance in the development of 

communication skills. Finally, the section discusses non-human primates’ communication, 

focusing on their vocalizations and gestural usage.  

3.1. Competing Theories 

 

The relationship between gestures and speech has sparked considerable debate among scholars, 

with some saying that gestures do not rely on speech production but instead have their own 

origin (Butterworth & Beattie, 1978; Hadar et al., 1998), while others consider gestures and 

speech as interconnected elements of a single communication system (McNeill, 1992). This 

disagreement led to the formation of two main theories: the Independence Hypothesis and the 

Interface Hypothesis (Özyürek, 2002, p. 500). 

According to the Independence Hypothesis, gestures and speech are viewed as fundamentally 

separate systems of communication (Butterworth & Beattie, 1978; Hadar et al., 1998; Krauss & 

Hadar, 1999). Particularly, gestures stem from “spatial representations in working memory”, and 

their creation and use are not directly tied to the verbal aspects of speech production (Özyürek, 

2002, p. 500). This means that while a person is speaking, his/her gestures are not just mirroring 

the words but rather have their own separate origin and purpose in the communicative process. In 

other words, gestures do not simply accompany speech but rather are a form of communication 

that originates and operates independently. 

In contrast, the Interface Hypothesis suggests that gestures and speech are deeply interconnected 

and emerge from the same cognitive processes (McNeill, 1992; Kita, 2000). To be more precise, 

this view supports the idea that there is a cognitive system in which gestures and speech are co-
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activated, and each can influence the other in the process of communication (Özyürek, 2002, p. 

500). It means that when, for instance, a person wants to say something, he/she concurrently 

expresses this idea not only through speech but also through corresponding physical actions, 

which in this case are gestures. This view is supported by studies demonstrating how gestures 

can influence and facilitate language learning, memory retrieval, and cognitive processes (Andrä 

et al., 2020; Morett, 2014; Gluhareva & Prieto, 2017). Moreover, various neuropsychological 

studies have provided compelling evidence that gestures and speech activate the same neural 

networks in the brain (Holle et al., 2008; Steines et al., 2021; Hubbard et al., 2009), suggesting a 

deep neurological integration between the two. Therefore, this evidence shows that even though 

these two modes of communication are different in how they are expressed, one visually and the 

other audibly, they both come from the same cognitive system to provide a cohesive and 

comprehensive means of communication. 

Overall, this section discussed two contrasting theories on the relationship between gestures and 

speech. While the Independence Hypothesis suggests they are separate systems, the Interface 

Hypothesis posits deep integration. The present study supports the view of the Interface 

Hypothesis, suggesting that gestures and speech are not separate but rather integrated and co-

dependent processes, and aims to delve further into this connection at a neural level.  

3.2. The Systematic Relationship between Gestures and Speech 

 

Following the Interface Hypothesis, which posits a deep connection between speech and 

gestures, it becomes clear that these two modes of communication are not just related but are 

intricately linked. Research indicates that this relationship unfolds on three levels: semantic 

overlap, temporal synchronization, and complementary communication (Willems et al., 2007, pp.  

2322-2323). These levels are described as follows: 

1. Semantic overlap – speech and gestures often carry overlapping meanings, providing a 

dual modality of expression that enriches the communicative intent (Willems et al., 2007, 

p. 2322). For instance, while describing an action verbally, the accompanying hand 

gestures can visually represent the action, creating a more vivid depiction for the listener. 
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2. Temporal synchronization – signifies precise coordination in timing between speech and 

gestures that can be divided into three phases: stroke, preparation, and retraction 

(Kendon, 1980, p. 212). The stroke is the central component, representing the peak of the 

gestural movement and carrying the core of its semantic meaning (Kendon, 1980, p. 212). 

The stroke can be preceded by the preparation phase (when hands are moving to the 

position of the stroke) or followed by the retraction phase (when hands are moving away 

from the stroke either to the resting position or back to another stroke) (Kendon, 1980, p. 

212). The preparation phase often starts before the related speech, setting up the context 

or complementing the upcoming verbal message (Kendon, 1980, p. 212).  

3. Complementary communication – gestures can provide information that complements 

speech; to be more precise, gestures may emphasize certain aspects of spoken language, 

convey additional details, or even express something that was not explicitly stated 

(Willems et al., 2007, pp. 2322-2323). For instance, a person might say, ‘He is that taller 

than me’ while holding a hand above their head to visually demonstrate the height 

difference. In this way, a person provides precise additional information without directly 

specifying the exact number of centimeters in a speech.  

In essence, these three levels (semantic overlap, temporal synchronization, and complementary 

communication) not only demonstrate the collaborative role of speech and gestures in the 

process of communication but also underscore their fundamental importance in cognitive 

processing and social interaction. 

3.3. Gestures and Language Acquisition 

 

Numerous researches have highlighted the critical role of gestures in facilitating language 

acquisition. In fact, it has been discovered that all types of gestures have a specific impact on the 

learning process, with studies demonstrating that the incorporation of gestures can be effective in 

enhancing vocabulary acquisition and communication skills (Andrä et al., 2020). Notably, 

children who use more gestures in early childhood often develop larger vocabularies, better 

grammar skills, and stronger language abilities later in life compared to children who use fewer 

gestures (Rowe et al., 2008). This is thought to be because gestures provide additional contextual 

information that can help children to make connections between words and their meanings, as 
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well as to infer the meanings of unfamiliar words and concepts (Broaders et al., 2007, pp. 547-

548). Therefore, encouraging gestural communication as a part of children’s education is an 

essential and effective way to enhance their linguistic and cognitive development. 

However, the impact of different types of gestures on language acquisition can vary. Studies have 

demonstrated that using iconic gestures can aid children in learning different word classes 

(Mertens & Rohlfing, 2021, p. 3). To be more precise, when children see an iconic gesture that 

corresponds to a word they are learning, it can improve their comprehension of that specific 

word. For instance, if a child sees someone make an eating motion with their hands while saying 

the word ‘eat,’ the accompanying gesture representing this action visually aids in an easier 

understanding of what the verb ‘eat’ means. Additionally, iconic gestures attract children’s 

attention toward specific aspects of a scene or object, which can enhance their understanding of 

unfamiliar verbs (Mertens & Rohlfing, 2021, p. 3). For instance, if a parent dances and says, ‘I 

love dancing bachata’, the child immediately pays close attention to the action. This focused 

attention helps the child to more easily remember the meaning of the verb ‘dancing’ and 

associate ‘bachata’ with this specific movement. 

Other studies have demonstrated that only deictic gestures play an especially essential role in 

language development as they tend to serve the purpose of guiding the recipient’s focus toward a 

particular referent (Ramos-Cabo et al., 2019, p. 2). For instance, by pointing to objects and 

locations, children can draw the attention of their parents and communicate about their needs and 

interests. Studies on the use of metaphoric gestures showed that these gestures can add additional 

semantic meaning to speech and can help to clarify or emphasize a particular point (Bernard et 

al., 2015, p. 4017). For instance, a speaker might use a metaphoric gesture to indicate ‘the unity 

of the company’. To be more precise, the speaker might hold their hands together in a clasping 

motion to symbolize the coming together of different parts to form a whole, which would add a 

visual context to the speech and help to convey the idea more effectively to the listener. 

Furthermore, studies have indicated that incorporating beat gestures into language acquisition 

can be especially effective in helping learners acquire new vocabulary and improve their 

communication skills (Gluhareva & Prieto, 2017; Kushch et al., 2018; Morett & Fraundorf, 

2019). Specifically, studies have demonstrated that beat gestures can enhance learners’ prosodic 

skills (Gluhareva & Prieto, 2017), aid in the recall of words (Morett, 2014), predict narrative 
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abilities (Vilà-Giménez et al., 2021), and significantly impact perceived prominence of specific 

words (Krahmer & Swerts, 2007). This evidence shows that even though beat gestures do not 

directly indicate or represent specific objects or ideas like other types of gestures, they still 

significantly contribute to language acquisition.   

In essence, research highlights the diverse impact of gestures on language acquisition. Iconic, 

metaphoric, deictic, and beat gestures each contribute uniquely to language comprehension, 

vocabulary development, and communication skills. This evidence not only validates the 

importance of gestures in language learning but also highlights their integral role in cognitive 

development.  

3.4. Gestures and Vocalizations in Non-Human Primates 

 

Non-human primates, similar to humans, use gestures and vocalizations to communicate with 

each other. Research demonstrates that these interactions are complex and multifaceted, sharing a 

resemblance to human communication (Crockford & Boesch, 2005; Coye et al., 2016; Pollick & 

de Waal, 2007; Prieur et al., 2020; Taglialatela et al., 2011). Specifically, studies have shown that 

similar to human interactions, primates exhibit a sophisticated level of intent in their 

communicative behaviours (Fröhlich et al., 2019; Crockford et al., 2015; Maille et al., 2012; 

Graham & Hobaiter, 2019). Intentional communication in primates is evidenced by gestures that 

are not just spontaneous expressions but are instead directed with purpose and deliberation 

toward achieving specific social goals. These gestures can be characterized by four criteria: 

directedness, attentional stance, response waiting, and persistence or elaboration (Graham & 

Hobaiter, 2019, pp. 373-374). 

1. Directedness – emphasizes that gestures in primate communication are not random but 

are directed with precision toward specific recipients (Graham & Hobaiter, 2019, p. 373). 

For instance, a chimpanzee can scratch its chest in front of a specific peer to indicate that 

they wish to be groomed by them. 

2. Attentional stance – involves the signaller being attuned to whether the recipient is 

paying attention. To be more precise, gestures are made within the recipient’s visual field, 

often accompanied by eye contact to ensure readiness for communication (Graham & 
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Hobaiter, 2019, p. 373). For example, starting to gesture only when the signaller sees that 

the recipient is paying attention. 

3. Response waiting – indicates that the signaller must wait for the response from the 

recipient (Graham & Hobaiter, 2019, p. 373). For example, pausing after a gesture to 

observe the recipient. 

4. Persistence or elaboration – is demonstrated by the signallers’ continued efforts to 

communicate until the desired outcome is achieved (Graham & Hobaiter, 2019, p. 373). 

For instance, pointing to some food multiple times until the recipient becomes alerted. 

The study by Maille et al. (2012) further supports this evidence by showing how red-capped 

mangabeys adjusted their gestural communication in response to human attention. In their 

experiment, monkeys were presented with a food item while the experimenter exhibited five 

different attentional states: eyes open, eyes distracted (looking away), eyes closed, head turned 

away, and body turned away. The findings revealed that red-capped mangabeys adjusted their 

behaviors in response to the attentiveness of the experimenter; more specifically, they gestured 

more frequently and promptly when the experimenter’s body and head were oriented towards 

them, but showed no significant response to variations in eye state (open, distracted, and closed). 

By modifying their gestures based on the experimenter’s body and head orientation, the 

mangabeys demonstrated what could be considered a form of intentional communication aimed 

at enhancing the effectiveness of their gestural request for food.  

In contrast, the study by Bourjade et al. (2014) examined olive baboons and found that these 

primates do consider the state of human eyes when adjusting their communicative gestures. This 

study specifically investigated whether baboons could differentiate between an experimenter’s 

eyes being open versus closed and whether they would modify their communicative strategies 

based on the experimenter’s overall visual attention. In the experiment, researchers tested the 

reactions of baboons under four conditions: the experimenter’s eyes open, eyes closed, back 

turned, and the experimenter absent (‘Out’). The results indicated that olive baboons 

significantly increased their use of visual gestures when the experimenter’s eyes were open 

compared to other conditions: when the eyes were closed, when the experimenter’s back was 

turned, or when the experimenter was absent. Furthermore, when the experimenter was not 
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visually attentive, baboons increased their production of auditory gestures, such as banging on 

surfaces, to draw visual attention. These findings suggest that, unlike red-capped mangabeys 

observed in Maille et al.’s (2012) study, olive baboons respond to detailed visual cues, such as 

eye movements, and can adjust their communicative methods to increase the chances that their 

signals are being noticed. 

Other studies have revealed that primates can intentionally inform others not only through 

gestures but also through vocal signals (Fröhlich et al., 2019, p. 1814). For instance, the study by 

Crockford et al. (2015) demonstrated that wild chimpanzees use vocalizations intentionally to 

alert others about external threats. In their experiment, researchers exposed chimpanzees to two 

types of vocalizations: ‘alert hoos’ (indicating threat) and ‘rest hoos’ (indicating resting periods) 

and observed their reactions. Their findings revealed that the chimpanzees responded differently 

to two types of vocal calls. Specifically, when exposed to ‘alert hoos’, chimpanzees 

demonstrated a significant increase in search behavior and attention toward the source of the 

sound. This behavior included more frequent scanning of the area, indicating that they were alert 

and possibly looking for the threat the vocalization typically signifies. In contrast, the ‘rest hoos’ 

did not elicit the same level of alertness or search behavior, suggesting that the chimpanzees 

were able to discern the calls and tell the contextual difference: one signaling a potential threat 

and the other being a non-alerting communication. 

Beyond being intentional, the vocal and gestural communication of non-human primates is also 

highly referential (Fröhlich et al., 2019, pp. 1814-1816). To be more precise, referential signals 

in primate communication play an essential part in their social interactions and survival, 

signaling the presence of predators, food sources, or social partners (Cäsar et al., 2013; Seyfarth 

& Cheney, 2003; Hobaiter & Byrne, 2014; Pika & Mitani, 2006). The study by Pika and Mitani 

(2006) demonstrated compelling evidence of wild chimpanzees’ ability to use gestures 

referentially, similar to humans’ use of pointing to direct attention. Specifically, their 

observations revealed that chimpanzees employ ‘directed scratching’ to communicate their 

grooming preference to others. More precisely, chimpanzees aimed to scratch a specific part of 

their body to indicate where they wished to be groomed by their grooming partner, suggestive of 

the ability to use gestures with a communicative intention and referential meaning.  
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Moreover, Slocombe & Zuberbühler’s (2005) study revealed that chimpanzees use referential 

vocal signals, specifically ‘rough grunts’, to convey information about food to other peers. In 

their experiment, researchers exposed a chimpanzee to prerecorded ‘rough grunts’ that were 

distinctively associated with discovering high-value (bread) and low-value (apples) foods. With 

this approach, researchers aimed to determine whether the chimpanzee could differentiate foods 

based solely on these specific vocalizations without relying on visual or olfactory (smelling) 

cues. The findings demonstrated that when the chimpanzee heard the grunt associated with 

bread, it exhibited increased search behavior, indicating anticipation of finding this preferred 

food. In contrast, the grunt associated with apples did not evoke the same response. These results 

suggest that primates use their vocalizations referentially, particularly to refer to specific objects 

or events in their surroundings. 

Furthermore, research indicates that primates’ gestures exhibit a high level of iconicity (visually 

resemble their referents), allowing them to convey specific messages about their desires, 

surroundings, or emotional states (Douglas & Moscovice, 2015; Genty & Zuberbühler, 2014). In 

the study by Douglas & Moscovice (2015), researchers aimed to investigate the communicative 

functions of two specific gestures: ‘foot-pointing’ and ‘hip shimmy’ (rapid lateral movements of 

the hips) among wild female bonobos, focusing on how these gestures could represent actions or 

objects related to their social interactions, particularly genito-genital rubbing. Their findings 

demonstrated that bonobos’ use of the ‘hip shimmy’ gesture was highly iconic, as it directly 

mimicked the physical act involved in genito-genital rubbing. These results provide significant 

evidence that non-human primates’ gestural communication is not only referential but also highly 

iconic. 

In essence, various studies demonstrate the complex nature of non-human primates’ gestural and 

vocal communication. Specifically, it is evident that the communicative behaviors of primates 

are not mere instinctual reactions but rather intricate processes that are intentional, referential, 

and even include iconicity. Through the use of gestures and vocalizations, non-human primates 

can convey detailed information about their needs, desires, and social relations, which are similar 

to human communication.   
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4. Brain  

 

This chapter explores aspects of functional brain anatomy, specifically focusing on areas integral 

to the processing of speech and gestures. Understanding the roles of these brain areas is essential 

for comprehension of the neurological interconnections between these two modes of 

communication. 

4.1. Overview of Brain Anatomy 

 

 

Figure 4.1 Neuroanatomy of language processing (Friederici, 2017, p. 6) 

The figure above illustrates a simplified representation of the human brain, highlighting the 

specific regions involved in language processing. Specifically, it marks IFG, STG, MTG, STS, 

PAC, and Broca’s area, which will be further discussed in the following subsections. 

Additionally, the illustration outlines four major lobes of the brain: frontal, temporal, occipital, 

and parietal, providing a clearer visualization of the location of these areas. 

4.1.1. Broca’s Area and the Inferior Frontal Gyrus 
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One of the most important brain regions involved in speech processing is Broca’s area (see 

Figure 4.1). This region, located in the left hemisphere of the brain within the Inferior Frontal 

Gyrus (IFG) (Skipper et al., 2007, p. 261), plays an essential role in the formation of words and 

the construction of sentences (Brown & Yuan, 2018, p. 1214). To be more precise, during speech, 

Broca’s area becomes active, facilitating the articulation and expression of ideas. However, 

recent research shows that Broca’s area has a broader range of functions than previously known, 

encompassing both speech and gestures (Gentilucci et al., 2006; Skipper et al., 2007; Rizzolatti 

& Arbib, 1998), indicating its multimodal nature. 

Expanding beyond Broca’s area, the Inferior Frontal Gyrus, or IFG, is a broader region with a 

diverse set of language-related functions (see Figure 4.1). While it shares the role of language 

production with Broca’s area, the IFG also supports language comprehension, processing the 

meanings of words and sentences (Ishkhanyan et al., 2020). Moreover, research indicates that the 

IFG is involved not only in speech processing but also in gestural communication (Willems et 

al., 2007; Steines et al., 2021; Straube et al., 2011; Kircher et al., 2009; Nagels et al., 2013). 

Specifically, the left IFG shows increased activity when there is a semantic mismatch between 

the context of a sentence and the accompanying gesture or word (Willems et al., 2007).  

4.1.2. The Auditory Cortex and Planum Temporale 

 

While Broca’s area and IFG help to form words and sentences, the Auditory Cortex (AC) is 

primarily responsible for processing auditory information (Näätänen et al., 2001). This brain area 

is located within the temporal sulcus, primarily in the medial part of Heschl’s gyrus (Formisano 

et al., 2003) (see Figure 4.1, Figure 4.2). It receives input from the ears and is responsible for 

deciphering various sounds, such as pitch, loudness, and timbre (Pontevendra, 2022). This region 

is crucial not only for the basic perception of sound but also for more complex auditory 

functions, such as interpretation of music and speech (Pontevendra, 2022). Furthermore, recent 

findings suggest that the Auditory Cortex, specifically the Bilateral Non-primary Auditory 

Cortex, also plays a role in integrating auditory information with visual cues (gestures), revealing 

its multimodal nature (Hubbard et al., 2009).  
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Adjacent to the Auditory Cortex lies the Planum Temporale (PT), a region that is deeply involved 

in the processing of language and speech (Stigler & McDougle, 2013, pp. 254-255) (see Figure 

4.2). Often associated with Wernicke’s area, the PT plays a pivotal role in the comprehension of 

spoken and written language, as well as in the complex task of lexical processing, which includes 

the recognition and understanding of words and their meanings (Stigler & McDougle, 2013, pp. 

254-255). Moreover, recent studies have elucidated the PT’s role in integrating auditory and 

visual information, highlighting its capacity to synchronize the prosodic elements of speech with 

corresponding rhythmic gestures (Hubbard et al., 2009).  

  

Figure 4.2 Anatomical representation of the planum temporale and primary auditory cortex 

(Murphy et al., 2017, p. 25) 

4.1.3. The Superior and Middle Temporal Gyrus 

 

Another important brain region is the Superior Temporal Gyrus (STG), which is primarily 

involved in processing auditory information and understanding language (Howard et al., 2000, p. 

79) (see Figure 4.1). More specifically, STG plays an essential role in decoding the complex 

sounds of speech by identifying phonetic elements such as vowels and consonants and adjusting 

them based on context (Bhaya-Grossman & Chang, 2022). Furthermore, it has been discovered 

that STG also plays a role in non-verbal communication by matching speech sounds with gesture 

movements (Marstaller & Burianová, 2014). 
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The Middle Temporal Gyrus (MTG), on the other hand, is involved in language processing and 

semantic cognition (see Figure 4.1) (Briggs et al., 2021). Therefore, it plays a significant role in 

how the brain processes and comprehends complex language constructs. The MTG is integral to 

the understanding of not just the literal meanings of the words but also their contextual and 

conceptual relationships (making sense of metaphors and understanding abstract ideas conveyed 

through language) (Proverbio et al., 2009, p. 2). In addition, it has been shown that MTG is 

especially responsive to the semantic interaction between gestures and speech, underscoring its 

role in multimodal integration at the semantic level (Willems et al., 2009; Kircher et al., 2009).  

In essence, STG and MTG work in conjunction with the previously mentioned Broca’s area and 

IFG to ensure that communication is coherent and efficient.  

4.1.4. The Inferior Parietal Lobule 

 

The Inferior Parietal Lobule (IPL) is a region in the human brain known for its role in integrating 

sensory information across various modalities (see Figure 4.3). Specifically, it is essential for 

spatial sense, navigation, and a range of cognitive processes (Caspers et al., 2013; Numssen et 

al., 2021). Recent research further extends the understanding of the IPL’s functionality by 

highlighting its involvement in gestural communication (Holle et al., 2008). To be more precise, 

IPL shows activation during the process of co-speech gestures, indicating its role in multimodal 

communication (Holle et al., 2008). 

 

Figure 4.3 Anatomical representation of the inferior parietal lobule (Dary et al., 2023, p. 2948) 
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To conclude, this section delved into the critical brain regions playing an essential role in both 

speech and gesture processing. These regions, including Broca’s area, IFG, AC, PT, STG, MTG, 

and IPL, not only serve language-related functions but also demonstrate their multimodal nature 

by processing gestures. This neural interaction forms the foundation for a better comprehension 

of the complex relationship between speech and gestures, which will be further explored in 

subsequent sections.  
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5. Methodological Approaches in Studying Neural Integration 

 

This chapter explores various methods used in neuroscience research that provide insight into 

how the brain integrates and processes gestures and speech. It discusses the crucial role and 

limitations of advanced brain imaging techniques, particularly Functional Magnetic Resonance 

Imaging (fMRI) and Electroencephalography (EEG/ERP). These methods are essential for 

providing in-depth insights into brain functions, enabling researchers to observe and analyse 

neural activity. 

5.1. Functional Magnetic Resonance Imaging (fMRI) 

 

One of the most commonly used neuroimaging techniques to investigate brain function is 

Functional Magnetic Resonance Imaging (fMRI). It is a non-invasive technique that allows 

researchers to observe brain activity as it responds to various stimuli (Hay et al., 2022; Arthurs & 

Boniface, 2002). This method relies on Magnetic Resonance (MR) signals, which are responsive 

to alternations in blood flow, including the Blood Oxygenation Level Dependent (BOLD) signal 

(Buxton, 2013, p. 2). To be more precise, when a specific brain area becomes more active due to 

some stimulus, it requires more oxygen to support its increased activity, leading to stronger 

blood flow to that area. Magnetic resonance (MR) detects these changes in blood oxygenation 

levels (BOLD), which thereby allows researchers to pinpoint activated brain regions (Buxton, 

2013) (see Figure 5.1). This method is especially useful for researchers investigating how the 

brain processes gestures and speech as it provides a non-invasive yet detailed view of brain 

activity. It helps to map out the specific brain regions involved in this process and enhances the 

understanding of how different areas of the brain collaborate during various cognitive tasks.  

Even though fMRI provides valuable insights into brain functions, it also has its limitations. Its 

high spatial resolution allows for precise localization of brain activity (Detre & Wang, 2002, p. 

621), which makes it exceptionally useful for identifying specific brain regions involved in 

processing both verbal and non-verbal communication. However, it exhibits lower temporal 

resolution, limiting its ability to capture the precise timing of these neural processes (Detre & 

Wang, 2002, p. 621). 
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Figure 5.1 Detection of neural response to a stimulus with fMRI BOLD signal (Arthurs & 

Boniface, 2002, p. 28) 

Figure 5.1 above depicts the underlying principles of fMRI in a stepwise manner. The process 

begins with a stimulus that activates neurons in a specific brain area (1). The active neurons then 

signal nearby blood vessels, indicating an increased demand for oxygen (neurovascular coupling) 

(2). In response to the signals from the active neurons, the blood flow increases to supply the 

necessary oxygen to the area (3). Finally, the MRI scanner detects these changes using BOLD 

contrast (4), depicted in highlighted areas in ‘fMRI BOLD response’, indicating regions of 

increased neural activity.  

5.2. Electroencephalography/Event-Related Potential (EEG/ERP) 

 

Electroencephalography (EEG), on the other hand, offers a different approach to neuroscientific 

research by capturing the brain’s electrical activity through electrodes positioned on the scalp. 

Specifically, this technique involves placing small metal electrodes on the surface of the head to 

detect tiny electrical charges generated by brain cell activity (Fleury et al., 2023, p. 3). These 

metal electrodes are strategically placed at specific locations corresponding to different brain 

regions, thus allowing for precise monitoring of brain activity (Subha et al., 2010, p. 195) (see 

Figure 5.2).  
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Figure 5.2 Electrode placement based on the international 10-20 system (Rojas et al., 2018, p. 2) 

The raw EEG data obtained from electrodes is a combination of rhythmic waves known as neural 

oscillations (Morales & Bowers, 2022, p. 1). These waves are divided into five frequency bands: 

delta, theta, alpha, beta, and gamma, each varying frequency, amplitude, and shape (see Figure 

5.3) (Campisi & La Rocca, 2014, pp. 783-784). These EEG frequency bands can help deduce the 

general mental states of individuals, such as alertness or relaxation (Coulson, 2007, pp. 402-403). 

However, isolating precise brain responses to specific stimuli from ongoing EEG data is 

challenging due to various types of noise; therefore, to navigate this complexity, researchers 

frequently use Event-Related Potentials (ERP) to extract specific and meaningful information 

(Coulson, 2007, p. 403). To be more precise, ERP is derived from the outgoing EEG data by 

focusing on the brain’s electrical response that is temporally aligned with a specific stimulus (Sur 

& Sinha, 2009, p. 70). This process allows researchers to isolate and study specific neural 

responses while reducing the impact of external noise (see Figure 5.4). 
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Figure 5.3 Representation of frequency bands of EEG signal (Oon et al., 2018, p. 2) 

 

 

Figure 5.4 Representation of ERP acquisition (Key, 2016, p. 142) 

Figure 5.4 illustrates the process of capturing and analyzing EEG and ERP data. Panel A 

demonstrates the initial data acquisition phase, where electrodes are placed on the scalp to record 

the brain’s electrical activity triggered by external stimuli. Panel B depicts a segment of EEG 

data characterized by its rhythmic waveform, representing the brain’s electrical activity captured 

by the electrodes over a period. In Panel C, individual EEG trials are extracted from the 

continuous data, with each trial corresponding to the brain’s electrical response to a specific 

stimulus. These EEG responses are then averaged, meaning that researchers remove the noises 

and other external influences in order to get a clear representation of the brain’s activation. 

Lastly, Panel D depicts the final ERP waveform, which includes different ERP components: P1, 

N1, P2, and N2, reflecting brain responses to the stimulus.  

Furthermore, it is important to mention that, similar to fMRI, the EEG/ERP method has 

advantages and limitations. It can provide a direct measure of neuronal activity with very high 

temporal resolution (Detre & Wang, 2002, p. 621), more specifically, with milliseconds precision 

(Nunez & Srinivasan, 2009, p. 3). This exceptional temporal resolution makes the EEG/ERP 

method especially beneficial for researchers investigating the dynamic changes in brain activity 

during cognitive tasks such as language processing and gesture recognition. For instance, it can 

help researchers to reveal the precise timing of brain responses to specific stimuli, which 

provides a crucial insight into neural processing. However, compared to fMRI, its spatial 

resolution is minimal, meaning it is less effective in pinpointing the exact locations of brain 

activity (Detre & Wang, 2002, p. 621). 
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After describing the general methodology of EEG and ERP, it is crucial to delve into the specific 

ERP component that is particularly relevant to the present study. The N400 component, first 

discovered by Kutas & Hillyard (1980), is one of the key ERP components found in studies 

investigating the relationship between gestures and speech at a neural level (Kelly et al., 2004; 

Wu & Coulson, 2005). This component is a negative-going wave that peaks approximately 400 

milliseconds after a specific stimulus, such as a word or a gesture (Key et al., 2005, p. 197). It is 

specifically associated with processing and reacting to semantic incongruities in language, 

responding more strongly to incongruous words within a given sentence context (Key et al., 

2005, p. 197). However, numerous studies employing EEG/ERP methodology showed that the 

N400’s influence is not confined only to linguistic elements; it also encompasses gestures (Kelly 

et al., 2004; Wu & Coulson, 2005; Cornejo et al., 2009). Specifically, these studies revealed that 

the N400 amplitude is greater for words or gestures that do not semantically align with their 

context than those that do, indicating that the brain is identifying a semantic inconsistency. This 

characteristic makes the N400 a valuable marker for investigating how the brain processes 

semantic information during multimodal communication. A more detailed discussion of these 

studies will be provided in the 6.1.2 EEG/ERP Studies section. 

To conclude, fMRI and EEG/ERP are two distinct non-invasive neuroimaging techniques, each 

playing a crucial role in investigating how the brain processes speech and gestures. fMRI offers 

an exceptional spatial resolution, which allows researchers to identify the precise location within 

the brain where speech and gesture processes occur. This capability makes fMRI an excellent 

tool for exploring ‘where’ these cognitive processes occur and for understanding the brain’s 

functional connectivity involved in multimodal communication. In contrast, EEG/ERP provides 

profound temporal resolution, capturing the brain’s electrical activity with milliseconds 

precision. Specifically, EEG records overall brain wave patterns, while ERP focuses on the 

brain’s direct responses to specific events or stimuli, such as hearing a word or seeing a gesture. 

This precision makes EEG/ERP particularly suited for examining ‘when’ the brain responds to 

speech and gesture. The N400 component of ERP, in particular, provides critical insights into 

semantic processing, revealing how the brain integrates verbal and non-verbal information. 

Overall, while each method has its limitations: fMRI’s lower temporal resolution and 

EEG/ERP’s lower spatial resolution, the combined use of these methods can provide a 
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comprehensive view of how the brain processes speech and gestures, both spatially and 

temporally. 
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6. Neural Bases of Speech and Gesture 

 

This chapter of the thesis delves into empirical studies that explore the neural processing of 

speech and gestures, employing methodologies such as functional Magnetic Resonance Imaging 

(fMRI) and Electroencephalography/Event-Related Potentials (EEG/ERP). The primary focus 

here is to elucidate how the brain processes co-speech gestures and to determine the impact of 

various types of co-speech gestures on different brain regions. Specifically, this chapter identifies 

and discusses specific brain areas activated during the observation and interpretation of gestural 

communication and investigates how different types of gestures activate distinct neural networks. 

6.1. Neural Processing of Co-Speech Gestures 

 

Human communication is a multifaceted process that extends beyond mere spoken words. Co-

speech gestures (CSG) accompanying verbal communication, play a pivotal role in enhancing 

the richness and effectiveness of human interaction (Mertens & Rohlfing, 2021; Ramos-Cabo et 

al., 2019; Bernard et al., 2015; Gluhareva & Prieto, 2017; Kushch et al., 2018). As discussed in 

chapter 3, these gestures play an essential role in language acquisition by reinforcing and 

clarifying spoken words. Specifically, co-speech gestures support vocabulary development and 

enhance communication skills, thereby deepening understanding and improving retention of 

spoken content. Several neuroimaging studies using advanced non-invasive techniques such as 

fMRI and EEG/ERP have shed light on the complex gesture-speech relationship. Specifically, 

during the observation of co-speech gestures, the brain exhibits increased activity in regions 

traditionally associated with the auditory and semantic processing of language, such as STG, 

MTG, and IFG (Hubbard et al., 2009; Willems et al., 2009; Holle et al., 2008; Green et al., 2009; 

Dick et al., 2009; Kircher et al., 2009).  

6.1.1. fMRI Studies 

 

Various functional MRI studies have shown that the inferior frontal gyrus (IFG), in particular, 

plays an integral role in the interpretation of co-speech gestures, especially those that are 

complex or abstract (Steines et al., 2021; Nagels et al., 2013; Straube et al., 2011). Specifically, 
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research indicates that the left IFG exhibits increased activity when speech is accompanied by 

abstract (metaphoric) gestures, as opposed to more literal (iconic) gestures (Steines et al., 2021; 

Straube et al., 2011; Kircher et al., 2009). This heightened response is also observed when 

gestures accompany speech, compared to when speech is presented alone (Dick et al., 2009; 

Straube et al., 2011), as well as in the cases of semantic mismatch between gestures and speech 

(Willems et al., 2007), highlighting IFG’s role in navigating semantic processing and integration.  

The study by Nagels et al. (2013) corroborates and further extends these findings by showing 

that the left IFG’s activity increases when gestures accompany abstract speech. In their study, 

participants were exposed to short video clips of an actor performing gestures that either depicted 

spatial information or shape information, accompanied by sentences that were either concrete or 

abstract. The study’s findings revealed that abstract utterances, regardless of whether they were 

accompanied by space or shape-related gestures, activated the left IFG (see Figure 6.1). 

 

Figure 6.1 Brain activation patterns in response to concrete vs. abstract speech gestures (Nagels 

et al., 2013, p. 6) 

Expanding the role of the IFG, the study by Dick et al. (2009) explored the neural impact of co-

speech gestures focusing on various conditions: gestures that were either semantically related or 

unrelated to the spoken content, as well as conditions with no hand movements or visual cues. 

The findings revealed that not only the left but also the right IFG was critically involved in 

processing co-speech gestures. Specifically, it was found that the right IFG showed greater 

activation when gestures did not semantically match the spoken content, suggesting its role in 
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resolving semantic discrepancies and enhancing the integration of conflicting verbal and non-

verbal cues. Conversely, the left IFG showed more general activation in conditions where speech 

was accompanied by gestures (see Figure 6.2). 

 

Figure 6.2 Hemispheric differences in IFG activation during gesture processing (Dick et al., 

2009, p. 3518) 

Figure 6.2 above illustrates the patterns of activation in the IFG during the processing of co-

speech gestures. In Panel A, it can be clearly seen that the right hemisphere elicited increased 

activation as opposed to the left, particularly when participants were exposed to ‘Self-Adaptor’ 

hand movements. This suggests that the right IFG is notably engaged when processing gestures 

that do not semantically align with the spoken content. In Panel B, a comparison of activation in 

two sub-regions of the IFG can be seen: the opercular (IFGOp) and the triangular (IFGTr) in 

both the left and right hemispheres. Notably, the right IFGTr appeared particularly sensitive to 

gestures that lacked semantic congruence with speech, suggesting its crucial role in sorting out 

inconsistencies between what is said and shown. In contrast, the left IFG exhibited a more 

consistent activation pattern across various conditions tested, which may indicate a less variable 

response to the semantic relationship between gestures and speech. Collectively, these results 
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highlight the distinct functions of the left and right hemispheres of the IFG. Specifically, the left 

IFG tends to facilitate the coherent flow of communication by combining congruent verbal and 

non-verbal cues, thus enhancing language comprehension. In contrast, the right IFG plays an 

essential role in managing semantic conflicts, ensuring that communication remains coherent 

even when confronted with potentially misleading gestural information. 

However, other neuroimaging studies have demonstrated contradictory results regarding the 

activation of the left IFG. For instance, the study conducted by Kircher et al. (2009) aimed to 

explore how metaphoric gestures combined with abstract speech affect neural activity. The 

researchers focused on various conditions: gestures accompanied by speech, isolated speech, and 

isolated gestures. Their results revealed stronger activations in the left IFG during the audio-

visual condition (using both gestures and speech) than in speech-alone or gesture-alone 

conditions. In contrast, the study by Wilson et al. (2008) focused on identifying brain regions 

involved in processing narrative speech with or without accompanying gestures. Their findings, 

unlike those found in the study by Kircher et al. (2009), did not show specific activations in the 

left IFG when participants were exposed to audio-visual conditions. These contrasting results 

demonstrate that the neural processing of speech and gestures is a complex, context-dependent 

process that may be influenced by methodological approaches such as the specific experimental 

setup, the type of gestures used in the study, and the nature of the accompanying speech.  

In addition to these findings, other fMRI studies revealed that Broca’s area, traditionally 

associated with the processing of spoken and written language, is also engaged in gestural 

communication (Häberling et al., 2016; Skipper et al., 2007; Brown & Yuan, 2018). Specifically, 

research shows that meaningful co-speech gestures have the capacity to reduce the cognitive 

workload on Broca’s area during spoken language processing (Skipper et al., 2007). In the study 

by Skipper et al. (2007), participants listened to stories accompanied by various hand 

movements: meaningful speech-associated gestures, irrelevant self-grooming gestures, and no 

hand movements. Their findings demonstrated that Broca’s area and other cortical areas 

interacted least when the spoken language aligned with meaningful speech-associated gestures. 

In contrast, these areas showed stronger activation when the spoken language was accompanied 

by self-grooming gestures (self-adaptors) or in the absence of hand movements (see Figure 6.3). 

These findings imply that meaningful gestures can actually reduce the workload on Broca’s area 
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during spoken language processing. To be more precise, gestures that semantically align with 

speech may add extra context or clarity, thus diminishing the need for intensive semantic 

retrieval or selection in Broca’s area.  

 

Figure 6.3 Activation of Broca’s area sub-regions under different conditions (Skipper et al., 2007, 

p. 273) 

In Figure 6.3, graphs (a) and (b) illustrate two Broca’s area sub-regions (pars opercularis, POp 

(a); pars triangularis (PTr) (b). The ‘Gesture’ condition, represented by the lowest bars in both 

graphs, indicates a decrease of activation in Broca’s area when meaningful co-speech gestures 

were present. This contrasts with ‘Self-Adaptor’ and ‘No-Hand-Movement’ conditions, which 

exhibit higher activation.  

In addition, the study by Willems et al. (2007) provides further evidence supporting the 

involvement of Broca’s area and LIFG in gestural communication. In their study, researchers 

explored how the semantic information from speech and gestures is integrated into the brain. 

During the experiment, participants were exposed to spoken sentences accompanied by co-

speech gestures, with conditions designed to vary the semantic congruence between speech and 

gestures. To be more precise, the experiment was structured to test four distinct conditions: a 
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correct match (where both gesture and language supported each other), a language mismatch 

(where the spoken language did not align with the gesture), a gesture mismatch (where the 

gesture did not match the verbal context), and a double mismatch (where both channels were 

incongruent). The study’s findings revealed that the left inferior frontal cortex (BA 45/47), which 

includes Broca’s area, showed increased activation in conditions where the speech and gestures 

were semantically mismatched (see Figure 6.4). These results suggest that Broca’s area and 

LIFG are not merely involved in speech production but are also crucial for the semantic 

unification of language and action. 

 

Figure 6.4 Mean activation levels for gesture and speech integration across four conditions 

(Willems et al., 2007, p. 2327) 

Figure 6.4 illustrates the mean beta-weights reflecting neural activation within three brain 

regions across four experimental conditions. For the purpose of the present thesis, only Panel A 

of the figure will be discussed, which depicts activations in the left inferior frontal cortex (BA 

45/47). Panel A shows that, compared to the baseline condition (G+L+), activation levels 

significantly increased when there was a mismatch in either gesture (G-L+), language (G+L-), or 

both (G-L-), as indicated by the asterisks. These increased responses in BA 45/47 suggest that 
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Broca’s area and LIFG respond more strongly to incongruities in speech and gestures than 

semantically congruent information. These findings further support previous studies on the IFG 

and Broca’s area by showing that these two brain areas play a crucial role in processing and 

integrating gestures and speech. 

In addition to IFG and Broca’s area, fMRI research consistently identifies other brain regions, 

such as the STG and MTG, as crucial in the neural processing of co-speech gestures (Dick et al., 

2009; Straube et al., 2011; Wilson et al., 2008; Willems et al., 2009). Specifically, studies have 

shown that the STG exhibits heightened activity when speech is accompanied by gestures as 

opposed to conditions where speech or gestures occur in isolation (Hubbard et al., 2009; Straube 

et al., 2011; Wilson et al., 2008).  

Moreover, the study by Holle et al. (2010) revealed that the STG not only demonstrates a 

particularly strong response to combined audio and visual information (i.e., speech accompanied 

by gestures) but also is particularly sensitive to such integration in challenging (noisy) auditory 

environments. In their study, participants were shown videos with gesture-supported sentences 

and their unimodal components at varying levels of audio clarity (signal-to-noise-ratios, SNR) to 

explore how the brain processes co-speech gestures (iconic) under different listening conditions. 

The results demonstrated activation within the pSTS/STG regions in both hemispheres and 

notably increased activation in the left pSTS/STG when listening conditions were challenging 

(see Figure 6.5). These findings suggest that the STG plays a crucial role in multimodal 

communication. Specifically, it combines information from both speech and gestures, thereby 

improving speech comprehension. As this study demonstrated, this integration is particularly 

useful in challenging auditory environments, where gestures provide additional context that 

complements spoken words, making communication clearer. 
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Figure 6.5 Illustration of significantly activated brain regions (Holle et al., 2010, p. 881) 

Figure 6.5 above demonstrates the responsiveness of the left and right MTG/STG to various 

stimulus conditions: gestures-only (G), good SNR speech (Sgood), gesture combined with good 

SNR speech (GSgood), moderate SNR speech (Smod), and gesture combined with moderate 

SNR speech (GSmod). It can be clearly seen that the left MTG/STG exhibited stronger activation 

when gestures accompanied speech in a moderate SNR condition than in a good SNR condition, 

as indicated by the red asterisk. These findings demonstrate that gestures play an essential role in 

enhancing speech comprehension under challenging auditory conditions. Conversely, the right 

MTG/STG did not show a significant difference, indicating no particular enhancement from 

gestures in either SNR condition.  

Furthermore, research indicates that the left MTG exhibits increased activation during the 

processing of co-speech gestures that either metaphorically align with the spoken language 

(Kircher et al., 2009) or that visually convey details not explicitly mentioned by speech (Dick et 

al., 2014). Supporting these findings, Green et al. (2009) aimed to explore how the brain 

processes the combination of speech and gestures, particularly focusing on pairs where the 

gestures visually represent or reinforce the meaning of spoken words (iconic gestures). The study 

also aimed to determine whether the brain shows a similar response to gestures that are unrelated 

to the spoken content. In their experiment, participants were exposed to short video clips of an 

actor speaking in two different languages, German (familiar) and Russian (unfamiliar), 

accompanied by gestures that were either directly related to the speech (iconic) or unrelated. 

Their results showed that the left MTG was significantly activated in conditions where gestures 
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were both related and unrelated to the spoken language. However, it is important to mention that 

while there was overlapping activation in the MTG between two types of gestures, each type also 

activated distinct regions: iconic gestures primarily activated occipital areas, whereas unrelated 

gestures activated bilateral temporal and parietal regions. In essence, the findings from Green et 

al.’s (2009) study show that MTG plays a crucial role in multimodal communication by 

processing and integrating both congruent and incongruent gestures. 

To conclude, this section discussed multiple fMRI studies and further supported the evidence that 

gestures and speech are intricately linked to each other. Specifically, it identified four critical 

brain regions, more precisely, IFG, Broca’s area, STG, and MTG, that are not only involved in 

language processing but also play a critical role in multimodal gesture-speech integration. Even 

though each of the brain regions discussed here has its own specific roles in language processing, 

mainly focusing more on semantic or auditory processing of speech, all of them show increased 

activation during integration of multimodal input. These findings highlight the intricate nature of 

human cognition and emphasize the importance of considering both verbal and non-verbal cues 

in understanding the mechanisms underlying language comprehension and production. A more 

detailed discussion of the results provided in this section will be discussed in 6.1.3 Conclusion 

and Discussion section. 

6.1.2. EEG/ERP Studies 

 

In addition to fMRI studies, EEG/ERP methods have also been used to explore how the brain 

processes gestures that accompany speech (Özyürek et al., 2007; Kelly et al., 2004, 2007; Habets 

et al., 2011). Specifically, these studies have shown that observing co-speech gestures can 

influence brain activity, particularly affecting the N400 component. The N400 component, 

known for its role in processing meaning and semantic integration, was initially identified by 

Kutas & Hillyard (1980). As it was more thoroughly discussed in section 5.2 

Electroencephalography/Event-Related Potential (EEG/ERP), this component manifests as a 

negative deflection in ERP’s when an individual is presented with semantically incongruent 

stimuli, such as words that are out of context within a sentence (Kutas & Hillyard, 1980, p. 204).  
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Subsequent studies, such as the study by Kelly et al. (2004), have extended the understanding of 

the N400 component, demonstrating that it is not only responsive to linguistic stimuli but also 

modulated by gestures when they are synchronized with speech. In their study, participants were 

exposed to audio-visual clips where an actor produced words accompanied by gestures in four 

conditions: complementary (where gestures provided additional information related to the 

speech), matching (where gestures directly corresponded with the spoken content), mismatching 

(where gestures conflicted with the spoken content), and with no gestures. The findings showed 

that when participants viewed gestures incongruent with spoken language, a more pronounced 

N400 response was detected, indicating semantic incongruity (see Figure 6.6). 

 

Figure 6.6 ERP responses to gesture-speech conditions (Kelly et al., 2004, p. 256) 

The figure above illustrates a distinct pattern of neural responses to each of the four conditions, 

with the ‘Mismatching’ condition exhibiting a pronounced negative deflection in the ERP 

waveform (N400), indicating greater semantic processing demands when gestures conflict with 

verbal content. The N400 deflection was observed from approximately 324 to 648 milliseconds 

after the stimulus presentation. In contrast, the ‘Matching’ condition exhibited a smaller N400 

response, indicative of less semantic conflict. Interestingly, the ‘Complementary’ and ‘No 

Gesture’ conditions did not show a significant deviation from the ‘Matching’ condition within the 

N400 time frame, suggesting that the semantic integration process may not be significantly 

impeded in these conditions. 
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The study by Wu & Coulson (2005) further expanded on these findings by examining how the 

brain processes the semantic content of iconic gestures in conjunction with visual stimuli across 

two experiments. In the initial experiment, participants were shown cartoon clips followed by 

videos of a person making hand gestures. The task required participants to discern whether the 

gestures were congruent (matching) or incongruent (not matching) with the cartoon narrative. 

The results revealed that incongruent gestures elicited a stronger N400-like brain response, 

which was referred to as the gesture N450 (see Figure 6.7). In the subsequent experiment, the 

same visual stimuli were used, but the focus shifted to probe words displayed after the gestures. 

Participants assessed the relatedness of those words to the prior gesture-cartoon combination. 

The findings showed that the congruency between gestures and the preceding cartoons had a 

tangible impact on the semantic processing of the subsequent linguistic information (see Figure 

6.8). 

 

Figure 6.7 Experiment 1: ERP responses to congruous and incongruous gestures according to 

median decision times (Wu & Coulson, 2005, p. 660). 

The figure above depicts ERP responses to matching (congruous) and mismatching 

(incongruous) gestures during early and late decision trials. It is evident that for incongruous 

gestures, the brain exhibited a generally stronger N450 response, indicating the brain’s increased 

cognitive effort during speech and gesture processing. In contrast, when the gestures matched the 
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cartoon, the brain’s response was less pronounced, suggesting more efficient integration. 

Conversely, congruent gestures evoked a more pronounced Late Positive Component (LPC), 

reflecting the ease of processing congruent visual information. 

 

Figure 6.8 Experiment 2: Grand averaged ERP responses to the onset of highly and moderately 

congruent gestures (Wu & Coulson, 2005, p. 663). 

The figure above illustrates results comparable to the first experiment, demonstrating an 

increased brain response to incongruent gestures (the N450 component) as opposed to congruent 

gestures. However, in contrast to the previous findings, the LPC was not detected, which may 

reflect the different cognitive demands of the tasks between the two experiments. While the first 

experiment required an explicit judgment of congruency, leading to a pronounced LPC, the 

second experiment did not require such explicit processing, which may explain the lack of an 

LPC. This difference highlights the sensitivity of ERP components to task demands and the 

specific cognitive operations engaged by participants during the experiments. 

Furthermore, the study by Özyürek et al. (2007) discovered that the brain integrates gestural 

information with spoken language into the context of the preceding sentence. In other words, 

researchers found evidence that when people observe someone making gestures while speaking, 

the gestures are not just seen as separate or additional visual information. Instead, the gestures 

are processed by the brain as part of the overall meaning of the sentence being spoken. In their 
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experiment, participants were shown video clips in which an actor uttered sentences while 

performing gestures. Each sentence featured a critical verb aligned with one of the four 

conditions: the matching or correct condition (the gesture directly matched the semantic content 

of a verb), gesture mismatch (the gesture conflicted with the verb), language mismatch (the 

spoken verb did not fit the overall sentence context, while gesture either matched the verb or was 

neutral), and double mismatch (both the gesture and the verb were incongruent with the sentence 

context). The study observed that all conditions where there was a mismatch (in gesture, speech, 

or both) elicited a larger N400 response (see Figure 6.9). These findings suggest that the brain 

processes semantic information from gestures in a manner similar to spoken language, 

supporting the notion that understanding spoken language involves integrating multimodal 

information. 

 

Figure 6.9 Comparative ERP responses to gesture-speech congruency conditions (Özyürek et al., 

2007, p. 611) 

Figure 6.9 illustrates the grand-average waveforms of ERPs, recorded from electrodes FC1 and 

FC2, in response to four conditions. These waveforms reveal distinct neural responses between 

the correct and mismatched conditions. Specifically, in ‘Language’, ‘Gesture’, and ‘Double 
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mismatch’ conditions, the ERPs show significantly greater negative deflections than in ‘Correct 

condition’, particularly around 400 milliseconds post-stimulus onset. This pronounced N400 

response suggests increased cognitive processing effort as the brain attempts to resolve semantic 

discrepancies between the spoken word and the accompanying gestures.  

In addition, the study by Cornejo et al. (2009) expands upon earlier research by shifting the focus 

from iconic gestures, as discussed in previous studies, to metaphoric gestures. In their study, 

researchers aimed to investigate how the brain processes metaphorical language when 

accompanied by gestures that either matched (congruent) or did not match (incongruent) the 

spoken words. Their experiment involved participants watching videos in which an actor 

produced metaphorical sentences alongside gestures designed to either align with or contradict 

the metaphor’s abstract meaning. The results demonstrated distinct neural responses based on the 

congruence of the gestures with the metaphorical language. Specifically, incongruent gestures 

were found to elicit a larger N400 component, particularly in the 350-650 milliseconds time 

frame, compared to congruent gestures. This increase in N400 amplitude suggests that the brain 

faces greater semantic processing difficulties when the gestures conflict with the spoken 

language. In addition to the N400, the study also found that incongruous gestures led to a 

positive wave in posterior regions at a later stage (LPC) between 650-900 milliseconds time 

frame, which indicates that the brain further reanalyzes and tries to integrate the conflicting 

information (see Figure 6.10). 
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Figure 6.10 ERP waveforms illustrating neural responses to congruent and incongruent gestures 

(Cornejo et al., 2009, p. 47) 

Figure 6.10 above depicts the brain’s electrical activity, or waveforms, captured while 

participants viewed hand gestures that either matched or conflicted with the metaphorical 

language they heard. The researchers observed significant differences between congruent and 

incongruent gestures in the left-frontal and right-posterior areas, which are circled in the figure. 

In the left-frontal region, the circled area shows a larger negative deflection, N400 component, 

for incongruent gestures compared to congruent ones. This can be seen by incongruent 

waveforms being lower than the congruent. Conversely, in the right-posterior region, the circled 

area depicts a positive deflection, Late Positive Component (LPC), which is more pronounced 

for incongruous gestures than congruous ones. These patterns demonstrate how the brain 

processes the congruence of gesture and speech differentially, as indicated by the localized 

electrical activity corresponding to each condition. Specifically, the results regarding the N400 

component reflect the brain’s greater processing load when there is a mismatch between gestures 

and speech. This suggests that incongruent gestures create semantic conflict, which the brain 

tries to resolve, leading to a larger N400 deflection. The positive deflection, or LPC, indicates 

that, even after initial semantic processing, the brain continues to evaluate and integrate the 
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gesture and speech information, working to resolve the mismatch and make sense of the overall 

context. 

To conclude, this section discussed and analyzed various EEG/ERP studies, which further 

reinforced the notion that the brain’s language processing regions extend beyond verbal 

communication to encompass non-verbal cues such as gestures. Specifically, the observations of 

the ERP’s N400 component, associated with semantic processing, demonstrated how the brain 

responds to semantic congruency versus incongruency in multimodal communication, providing 

insights into how the brain resolves potential semantic discrepancies, ensuring coherent and 

effective communication. The following subsection will delve more thoroughly into the findings 

of EEG/ERP studies. 

6.1.3. Conclusion and Discussion  

 

The research evidence presented from both fMRI and EEG/ERP studies highlights the brain’s 

significant role in processing multimodal information. Specifically, findings from fMRI studies 

revealed that brain areas traditionally associated with language processing, such as the IFG, 

STG, MTG, and Broca’s area, play critical roles in the interpretation and integration of co-speech 

gestures.  

The findings regarding IFG elucidate its pivotal role in processing speech and gestures, with 

each hemisphere specializing in different aspects of this integration. Specifically, the left IFG 

was found to be more active when processing gestures that are abstract rather than literal, 

underscoring its importance in the cognitive processing that reinforces semantic integration and 

the comprehension of complex, multimodal inputs. The right IFG, on the other hand, was found 

to be critically engaged when there was a discrepancy between the semantic content of speech 

and accompanied gestures. Its responsiveness to incongruent speech and gestures highlights its 

role in conflict resolution within the communication process. These findings suggest that while 

the left IFG facilitates understanding by integrating cohesive verbal and non-verbal information, 

the right IFG ensures that communication remains effective even when faced with contradictory 

information.  
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Moreover, the research on Broca’s area revealed that this part of the brain exhibits reduced 

activity when speech is accompanied by meaningful gestures, suggesting that gestures can, in 

fact, ease the cognitive demands typically placed on Broca’s area during verbal communication. 

These findings align with various other studies suggesting that incorporating multiple modes 

(such as gestures and speech) can enhance the effectiveness of language processing. In addition, 

it was found that when there was a semantic mismatch between speech and gestures, a more 

increased activation was observed in Broca’s area. This finding indicates that Broca’s area is not 

only involved in language processing but also in analyzing semantic content from multiple 

sources. 

Furthermore, the results regarding STG and MTG showed that both regions play an essential role 

in multimodal communication. The STG, in particular, shows increased activation not only when 

speech is accompanied by gestures but also under challenging auditory conditions. These 

findings suggest that the STG plays a broader role than only processing auditory information; it 

gathers information from both visual and verbal cues to enhance the communication process. On 

the other hand, MTG demonstrates a broader involvement in processing the semantic content of 

gestures that accompany speech. Its activation increases not only when gestures are 

metaphorically aligned with spoken language but also when they provide supplementary visual 

information that is not explicitly verbalized. This was particularly noted in Green et al.’s (2009) 

study, where the MTG showed activation to both related and unrelated gestures accompanying 

speech. Such findings suggest that the MTG is essential in bridging the gap between gestural 

input and the linguistic context, thereby enriching the overall comprehension and cognitive 

processing. 

Complementing these findings, EEG/ERP studies have provided further insights into the neural 

processing of co-speech gestures. These studies employed a match-mismatch experimental 

paradigm, examining conditions where gestures were either congruent or incongruent with the 

spoken content to assess how this impacts semantic integration. A primary focus was mainly 

placed on the N400 component associated with processing meaning and semantic integration. 

The findings revealed consistent results, mainly that the N400 component elicited stronger 

responses in mismatching conditions (incongruent gestures, speech, or both), indicating 

increased semantic processing demands. In essence, the evidence from the studies demonstrates 
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that the brain’s language processing mechanisms encompass not only verbal but also non-verbal 

cues, such as gestures. The N400 component serves as a reliable indicator of semantic 

integration, responding similarly to incongruences in both speech and gestures. 

6.2. Neural Processing of Different Types of Gestures 

 

Understanding how the brain controls and processes gestures can provide significant information 

about how people communicate without speaking, which is an essential but often overlooked 

aspect of human interaction. Previous sections have identified key brain regions, such as IFG, 

Broca’s area, MTG, and STG that play a crucial role in processing gestures and speech. Recent 

scientific research shows that these brain areas engage differently for each type of co-speech 

gesture (Steines et al., 2021; Hubbard et al., 2009). 

Specifically, various studies indicate that metaphoric gestures increase activation in the left IFG 

(Straube et al., 2011; Nagels et al., 2013; Andric et al., 2013). The study by Steines et al. (2021) 

further supports this evidence by examining how the left and right IFG interact with three types 

of gestures: metaphoric, iconic, and unrelated. Employing functional magnetic resonance 

imaging (fMRI), the study observed brain activity in 74 participants who were shown videos of 

an actor speaking accompanied by one of the three gesture types. The findings revealed that the 

brain’s response to metaphoric and unrelated gestures was markedly different compared to iconic 

gestures, particularly in the activation patterns within the bilateral IFG. To be more precise, the 

left IFG demonstrated heightened activity when processing metaphoric gestures, while the right 

IFG was more responsive to unrelated gestures (see Figure 6.11). 

 



46 

 

 

Figure 6.11 Brain activation patterns for different types of co-speech gestures (Steines et al., 

2021, p. 5) 

The first part of the figure (AR>CR) demonstrates heightened activity in the left IFG when 

abstract speech is paired with related metaphoric gestures as opposed to concrete speech with 

related iconic gestures, indicating this region’s significant role in processing abstract tasks. The 

second part (CU>CR) demonstrates heightened activity in the right IFG for concrete speech with 

unrelated gestures compared to concrete speech with related iconic gestures. The last part (AR > 

CR ∩ CU > CR) depicts the overlapping activation in the left IFG for both abstract-related and 

concrete-unrelated gestures as compared to concrete-related gestures, suggesting a shared neural 

substrate involved in processing both types of complex gestures. 

Similar results were also observed in the Straube et al.’s (2011) study. Specifically, in their study, 

researchers focused on metaphoric and iconic gestures to determine how the brain processes 

these types of co-speech gestures. During the experiment, participants were exposed to videos 

where an actor performed gestures that either directly represented the spoken content (iconic 

gestures) or symbolized abstract concepts related to the speech (metaphoric gestures). The study 
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included four experimental conditions: iconic gestures with speech, metaphoric gestures with 

speech, gestures only, and speech only. The findings showed that each type of gesture engaged 

the brain differently. To be more precise, iconic gestures evoked a significant activation in the 

left posterior MTG and right STG, while metaphoric gestures activated both the posterior 

temporal regions and the left IFG (see Figure 6.12). The evidence regarding the left IFG further 

complements previous studies, indicating that IFG is deeply involved in semantic integration, 

particularly combining abstract concepts conveyed by metaphoric gestures. 

 

Figure 6.12 Brain activation patterns in four experimental conditions (Straube et al., 2011, p. 

529) 

Figure 6.12 above illustrates the activation of three brain regions: left IFG, right STG, and left 

MTG in four different conditions. It can be seen that metaphoric gestures elicited a significantly 

higher response in the left IFG compared to iconic gestures and isolated gesture conditions. 

However, iconic gestures evoked slightly higher activations in the right STG than metaphoric 

gestures. Additionally, both metaphoric and iconic gestures elicited an increased response in the 

left MTG. These findings indicate that even though both iconic and metaphoric gestures elicited 

activation in the left MTG, each gesture also tended to evoke distinct brain regions that perhaps 
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reflect their distinct cognitive and communicative functions. To be more precise, as IFG is 

traditionally associated with processing the meanings of words and sentences, it becomes more 

active when processing metaphoric gestures that express abstract content. At the same time, STG 

is more associated with comprehending spoken words and language, which, therefore, becomes 

more active when processing iconic gestures that express concrete concepts. 

Furthermore, the study conducted by Holle et al. (2008) corroborates the findings regarding 

iconic gestures by showing that these types of co-speech gestures elicit activation in the left 

posterior superior temporal sulcus (STS), the bilateral inferior parietal lobule, and the bilateral 

ventral precentral sulcus. During their experiment, participants watched video clips where 

sentences included words with ambiguous meanings. These sentences were paired with different 

types of hand movements: a non-meaningful grooming movement, a gesture supporting the 

dominant meaning of the word, or a gesture supporting the subordinate meaning of the word. The 

researchers found that meaningful iconic gestures (whether they emphasized the dominant or 

subordinate meaning of the word) activated the left posterior superior temporal sulcus (STS), the 

bilateral inferior parietal lobule, and the bilateral ventral precentral sulcus (see Figure 6.14).  
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Figure 6.13 Brain activation in response to dominant gestures vs. grooming (Holle et al., 2008, p. 

2018) 
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Figure 6.14 Brain activation in response to subordinate gestures vs. grooming (Holle et al., 2008, 

p. 2019) 

Figure 6.13 and Figure 6.14 illustrate the brain’s differential activation patterns when processing 

dominant and subordinate gestures in relation to non-meaningful grooming movements. Both 

figures reveal increased activity in the left posterior STS, the precentral sulcus bilaterally, and the 

inferior parietal lobule bilaterally when dominant and subordinate iconic gestures were used.  

The study by Hubbard et al. (2009) focused on how beat gestures influence the brain’s 

processing of spoken language. Using the fMRI method, researchers examined the neural 

responses to speech accompanied by beat gestures compared to speech presented alone or with 

non-meaningful hand movements. Their findings demonstrated significant neural activations 

extending beyond the traditional auditory processing areas. Specifically, when speech was paired 

with beat gestures, there was an increase in activity within the bilateral auditory cortex, 

suggesting that the presence of gestures enhances the auditory processing of speech. 

Furthermore, the left STG/S was particularly responsive to speech paired with beat gestures as 

opposed to nonsensical hand movements. Additionally, the right PT emerged as a critical area for 

the multisensory integration of speech and beat gestures. This region demonstrated increased 

activity for combined speech and gesture inputs, exceeding the activity observed when each 

modality was presented individually (see Figure 6.15 below). This finding demonstrates the PT’s 

essential role in merging the rhythmic aspects of both speech and gesture. 
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Figure 6.15 Neural activity related to processing speech with and without beat gestures (Hubbard 

et al., 2009, p. 1032) 

In Figure 6.15 (a), increased neural activity can be seen in both the left and right hemispheres 

when speech is accompanied by beat gestures as opposed to when no gestures are used (still 

body). Figure 6.15 (b) specifically highlights that the left STG/S was especially responsive to 

beat gestures paired with speech, more so than when speech was accompanied by nonsensical 

hand movements. This finding suggests a significant role for the left STG/S in the semantic 

processing of speech and rhythmically relevant gestures. Figure 6.15 (c) depicts the right PT 

showing increased activity for the combination of speech with beat gestures, which is greater 

than the summed activation levels of speech and gestures when each is presented alone.  

Furthermore, it is important to mention that despite an extensive search across available 

literature, no studies were found that specifically addressed how the brain processes deictic 

gestures. Studies in the field of gestures and speech have primarily focused on investigating 
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other co-speech gestures, such as metaphoric, beats, and especially iconic gestures. One potential 

reason for the lack of focus on deictic gestures in neuroimaging research may be related to their 

perceived simplicity. To clarify, unlike iconic gestures, which visually depict objects or actions, 

deictic gestures involve simple pointing or indicating, which might lead researchers to prioritize 

more complex gestures.  

In essence, this section focused on different types of co-speech gestures, more precisely, 

metaphoric, beat, and iconic, and examined whether the brain responds to these gestures in a 

similar or distinct manner. The analysis of multiple fMRI studies revealed that each gesture type 

uniquely engages distinct brain regions. This diversity in neural activation patterns demonstrates 

the specialized ways the brain processes different types of gestures, each contributing uniquely to 

human communication. A more detailed discussion of the results will be provided in the 

following 6.2.1 Conclusion and Discussion section. 

6.2.1. Conclusion and Discussion 

 

A vast number of studies conducted on the relationship between speech and gestures clearly 

demonstrate that these two modes of communication are intricately linked not only in the way 

they are expressed but also in the way the brain processes them. Studies focusing on the neural 

mechanisms underlying the processing of co-speech gestures have identified four critical brain 

regions: IFG, Broca’s area, MTG, and STG, all of which were discussed in detail in previous 

sections. Interestingly, the evidence shows that different types of co-speech gestures tend to 

evoke responses in different brain regions.  

To elaborate further, metaphoric gestures, which represent abstract meanings, tend to elicit a 

notable response in brain regions that are responsible for processing semantic information or, in 

general, help to comprehend spoken words and language. Particularly, findings demonstrated that 

during the processing of metaphoric gestures, the left IFG shows increased activation. This 

increased activation suggests that the left IFG is crucial in understanding metaphoric gestures, as 

it works in a greater capacity to comprehend what is being said and shown. The study by Straube 

et al. (2011) expanded on previous findings by showing that this type of co-speech gesture elicits 

a significant response not only in the left IFG but also in the left MTG. However, this response 

was evoked not only by metaphoric gestures but also by iconic ones. These findings demonstrate 
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that although both types of gestures activate these brain regions, the left IFG, in particular, is 

more actively involved in the processing of metaphoric gestures. 

Iconic gestures, on the other hand, as was mentioned, evoked a response in the left MTG; 

however, the most noticeable increase in the activation was observed in the right STG, in which 

this brain region reacted more deeply than to metaphoric gestures or isolated gesture and speech 

conditions. Furthermore, Holle et al.’s (2008) study demonstrated that brain areas involved in 

processing sensory, linguistic, and motor information, particularly STS, bilateral inferior parietal 

lobule, and the bilateral ventral precentral sulcus, show activation during the processing of iconic 

gestures. This evidence shows that gestures that visually mimic the physical characteristics of 

objects or actions tend to be more deeply processed in these brain areas that focus on combining 

sensory information with language comprehension and movement. 

Another type of co-speech gestures, known as beat gestures, which mainly reflect the rhythm of 

the speech, predominantly show activation in brain areas traditionally associated with auditory 

processing, such as the bilateral auditory cortex, left STG/S, and the right PT. These findings 

further align with the view that each type of co-speech gesture tends to evoke brain regions that 

reflect their distinct cognitive and communicative functions more. 

To conclude what has been stated so far, the neural processing of speech and gestures involves 

complex interaction of different brain regions. Each type of gesture tends to activate specific 

neural networks based on its meaning and function. This connection highlights the role of 

gestures in enhancing and clarifying spoken language, demonstrating that speech and gestures 

are deeply interconnected. However, as the relationship between these two modes of 

communication in the brain is complex and involves many factors, a more in-depth research is 

needed to fully comprehend the intricate mechanisms at play and how they shape the 

understanding and use of language and gestures.  
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7. The Evolutionary Perspective  

 

This chapter delves into the evolutionary origins of human language by addressing the main 

theories that propose different ways through which language may have evolved. Specifically, 

through the analysis of various studies on non-human primates, this chapter aims to discern 

whether human language originated from gestural, vocal, or multimodal communication.  

7.1. Language Origin Theories 

 

The quest to understand the origins of language has generated numerous theories and extensive 

scholarly debate over the years (Cäsar et al., 2013; Zuberbühler et al., 2009; Gentilucci & 

Corballis, 2006; Corballis, 2003). Although there is a broad consensus that language evolved 

from simpler forms of communication, the specific pathway of this evolution remains unclear. 

Some scholars believe that as humans primarily communicate with each other using speech, it 

would be a natural or plausible theory that human language evolved from vocalizations 

(Zuberbühler et al., 2009; Cäsar et al., 2013; Seyfarth & Cheney, 2003). However, others provide 

a contradictory view, saying that gestural communication observed in non-human primates 

exhibits more flexibility than their vocal calls, which thus suggests that language may have 

originated from gestures rather than vocalizations (Tomasello, 2007; Pollick & de Waal, 2007). 

Therefore, to explain the evolution of language, three major theories have been proposed: 

Gesture-First theory, Vocal-First theory, and the Multimodal theory (Prieur et al., 2020, p. 538). 

7.1.1. The Gesture-First Theory  

 

The gestural theory of language origin posits that early humans, or hominins, primarily relied on 

manual gestures and body language for communication, which subsequently laid the foundation 

for the development of spoken language (Corballis, 2003; Arbib, 2005; Arbib et al., 2008; 

Gentilucci & Corballis, 2006). This theory is supported by various research, indicating that in 

non-human primates, gestures provide a richer and more flexible means of communication 

compared to vocalizations (Call & Tomasello, 2007; Tomasello, 2007; Pollick & de Waal, 2007; 

Arbib et al., 2008).  
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The study by Pollick & de Waal (2007) exemplifies this by highlighting the adaptability and 

complexity of gestural communication in contrast to vocal calls. In their study, researchers 

examined the natural communication behaviors of bonobos and chimpanzees focusing on 

gestural flexibility and its potential implications for the evolutionary development of language. 

In their study, researchers identified 31 manual gestures and 18 facial/vocal signals used by 

bonobos and chimpanzees and analyzed the context and flexibility of these manual gestures 

compared to facial/vocal signals. The findings showed that bonobos and chimpanzees used facial 

and vocal signals similarly, however, their use of gestures was more flexible and adaptable (see 

Figure 7.1).  

 

Figure 7.1 Comparative analysis of contextual correlation for gestural and facial/vocal signals in 

apes (Pollick & de Waal, 2007, p. 8187) 

Figure 7.1 demonstrates the varying degrees of consistency in the use of gestural and facial/vocal 

signals by bonobos and chimpanzees across different behavioral contexts. It can be seen that both 

facial and vocal signals showed significantly high positive correlations. This is especially evident 

in their vocal signals, such as ‘scream,’ and facial signals, such as ‘relaxed open mouth.’ 

Interestingly, ‘silent pout’ exhibited lower correlations than other vocal signals. These results 

demonstrate that bonobos and chimpanzees tend to use their vocal/facial signals consistently in 

specific contexts. In contrast, gestural signals exhibited relatively low or even negative 
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correlations, particularly ‘reach out side’, reflecting their more flexible use of gestures as 

opposed to their vocal/facial signals.  

Additionally, the discovery of mirror neurons in monkeys which are homologues to Broca’s area 

in the human brain, lends further support to the gestural theory of language origins (Arbib, 2005; 

Rizzolatti & Arbib, 1998; Fabbri-Destro & Rizzolatti, 2008). These neurons, located within the 

ventral premotor cortex (F5) area, show activation when monkeys perform a grasping motion 

and also when they observe others performing the same action (Rizzolatti & Arbib, 1998, p. 

188). Additionally, research indicates that mirror neurons are activated not only by actions but 

also by sounds associated with those actions, use of tools, and mouth actions observed in social 

partners (Prieur et al., 2020, p. 540). This evidence supports the gestural theory of language 

origins, suggesting that the foundational elements of linguistic communication might derive from 

the innate ability to decode and mimic observed behaviours (Rizzolatti & Arbib, 1998). 

However, other researchers offer contradictory views of linking mirror neurons to the evolution 

of language (Hickok, 2009; Jacob & Jeannerod, 2005). For instance, Hickok (2009) challenges 

the idea by pointing out the lack of direct evidence from both monkeys and human studies that 

mirror neurons support action understanding in a way that is necessary for language evolution. 

To be more precise, he questions the broad or ‘popular’ claims surrounding mirror neurons; how 

can cognitive processes that allow interpreting and mimicking actions be attributed to mirror 

neurons if there is no sufficient or clear evidence. Similarly, Jacob & Jeannerod (2005) argue that 

social cognition, including language, requires an understanding of other’s goals, beliefs, and 

desires, which often extend beyond the direct observable actions and intentions that mirror 

neurons are proposed to encode. The authors contend that the complexities of linguistic 

communication and symbolic representation involve cognitive processes that cannot be solely 

explained by motor simulations provided by mirror neurons. For instance, mirror neurons are 

mainly concerned with mimicking actions, such as grabbing food. However, language and 

symbols are more complex as they can evolve meanings that extend beyond grasping actions. 

Additionally, researchers highlight the absence of direct evidence linking mirror neuron activity 

to the syntactic structures and symbolic nature of language. Therefore, attributing the evolution 

of language to mirror neurons overlooks the broader and more complex cognitive mechanisms at 

play, which could be misleading. 



57 

 

Moreover, another argument supporting the gestural theory of language origins revolves around 

similar cerebral lateralization (specialization of brain hemispheres) and its correlation with 

handedness (hand preference) found in both humans and non-human primates (Meunier et al., 

2013; Knecht et al., 2000; Hopkins & Cantero, 2003; Hopkins et al., 2005). Specifically, the 

majority of people exhibit right-handedness, a phenomenon linked to the specialized roles of the 

brain’s left hemisphere (Papadatou-Pastou, 2011). This hemispheric specialization includes not 

just motor control but also extends to the domain of language, suggesting a link between hand 

use and cognitive functions (Knecht et al., 2000).  

The study conducted by Meunier et al. (2013) provides compelling evidence that the phenomena 

of hemispheric lateralization and handedness extend beyond humans, as it is also observed in 

non-human primates. In their study, researchers subjected Tonkean monkeys to two types of 

tasks: communicative (pointing, showing objects) and non-communicative (grasping objects) 

tasks. In the experiment, these objects were strategically placed in different positions around the 

macaques: to the left side of the subject (positions 1, 2, 3), to the right side (positions 5, 6, 7), 

and in the center (position 4). The findings revealed a significant preference for using the right 

hand during manual communicative tasks compared to non-communicative tasks (see Figure 

7.2). Additionally, the authors claimed that this right-hand preference for communicative 

gestures was consistent with the patterns observed in human infants and baboons, suggesting a 

common evolutionary basis for hemispheric specialization in manual gestures and, potentially, in 

language.  
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Figure 7.2 Hand preference patterns in reaching task (a) and manual gesture task (b) (Meunier et 

al., 2013, p. 184) 

The figure above shows the distribution of hand preferences among Tonkean macaques during 

non-communicative (a) and communicative (b) tasks. In the non-communicative task  

(a), macaques showed a left-hand preference for object positions on their left side (1, 2, and 3) 

and a right-hand preference for positions on their right side (5, 6, and 7). In the central position 

(4), a right-hand preference was also observed, with only one individual showing no clear 

preference. For the communicative task (b), positions 1 and 7 were omitted due to their 

proximity to the subjects. In this task, a more varied pattern was observed: Position 2 showed a 

balance between ‘Left-handed’ and ‘No preference’. In contrast, positions 3 through 6 

demonstrated a stronger right-hand preference, particularly for central and right-side positions. 

These results highlight a distinct lateralization when the macaques engaged in communicative 

tasks, with some variation depending on the spatial position of objects.  

Furthermore, the gestural theory is also supported by shared properties found in non-human 

primates’ gestural communication and the foundational elements of human language. This 

includes gestures that are intentional, referential, involve turn-taking, comply with linguistic 
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principles, and exhibit iconicity (Prieur et al., 2020, p. 541). These shared properties suggest that 

gestural communication could have provided the initial framework upon which verbal language 

was built, with gestures evolving to accompany and eventually give rise to spoken language. 

In essence, the Gesture-First theory suggests that language evolved from manual gestures. This 

theory is supported by various studies demonstrating the significant adaptability and flexibility of 

primates’ gestural communication. Further support comes from observed similarities in cerebral 

lateralization, handedness, and the functioning of the mirror neuron system across both humans 

and primates. Additionally, the presence of shared characteristics between non-verbal 

communication in primates and the foundational aspects of human language suggests that 

gestural communication might have been the foundation of the evolution of language.  

7.1.2. The Vocal-First Theory 

 

The vocal theory, on the other hand, posits that human language originated from vocal calls, 

suggesting that the complex languages in use today evolved from more basic vocalizations akin 

to those produced by primates (Zuberbühler et al., 2009). Specifically, research has shown that 

certain vocalizations among non-human primates, particularly alarm calls, carry specific 

meanings that communicate the nature and urgency of threats, such as the type and proximity of 

predators (Cäsar et al., 2013; Seyfarth & Cheney, 2003). 

In the study by Cäsar et al. (2013), researchers explored the complexity and informativeness of 

alarm call systems in non-human primates, particularly focusing on the black-fronted titi 

monkeys. Researchers aimed to determine whether these primates’ alarm calls could convey 

specific information about both the type of the predator and its location. During the experiment, 

titi monkeys were presented with two models of predators: an oncilla and a caracara, which were 

placed either on the ground or within the canopy (in the tree). The findings demonstrated that titi 

monkeys produced distinct alarm call sequences depending on the predator type and its location 

(see Figure 7.3).  
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Figure 7.3 Call response patterns of titi monkeys to predatory threats (Cäsar et al., 2013, p. 2) 

The figure above provides a clear illustration of how black-fronted titi monkeys adapted their 

call sequences based on both the type and location of a potential predator. Specifically, when a 

raptor was in the canopy, the monkey’s responses were consistent; showing that only ‘call A’ was 

made across all stages with only brief moments of silence. In contrast, when a raptor was on the 

ground, the initial response was ‘call A’, but as the sequence progressed, they began to 

incorporate ‘call B’ and a small part of ‘call C’ into their alarms. The change from one type of 

call to another over time could indicate the monkey’s ability to convey that the threat (usually 

spotted in the trees) changed their usual location to a different one. The response to oncilla, a 

ground predator, contrasted this pattern. More specifically, when oncilla was seen on the ground, 

monkeys predominantly used ‘call B’ from the start, suggesting an innate ability to distinguish 

between aerial and terrestrial threats and use calls accordingly. Interestingly, when an oncilla was 

spotted in the canopy, the call sequences started with a ‘call A’, indicating an aerial threat, 

however over time, their call changed to a mixture of ‘call A’ and ‘call B’, indicating that a 

predator that is usually seen on the ground was spotted in the tree. These varied call patterns 

demonstrate the monkeys’ capacity to convey detailed information about the nature and location 
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of potential dangers. This supports the vocal theory of language origins by showing that primate 

vocalizations can indeed carry complex, context-specific information similar to elements of 

human language. 

Furthermore, certain foundational elements of grammar, similar to those in human language, 

have been observed in the vocal communication of primates, which further supports the vocal 

theory of language origins (Crockford & Boesch, 2005; Coye et al., 2016). Specifically, 

Crockford and Boesch (2005) conducted a pivotal study investigating the complexity and 

informational content of vocal communications among chimpanzees. In their study, researchers 

aimed to understand how chimpanzees use combinations of different call types to communicate 

and how these combinations compare to the use of single calls in terms of the information 

conveyed. The experiment involved observing two groups of habituated chimpanzees and 

documenting their vocalizations and associated contexts. The results showed that nearly half of 

all chimpanzee vocalizations occurred in combination with other vocalizations of different call 

types, indicating a complex vocal communication system. These call combinations were found to 

be context-specific, often conveying different or more detailed information than single calls 

alone. Moreover, the production of call combinations was non-random, with some combinations 

occurring more frequently or in a specific sequence, suggesting an element of ‘lexical syntax’ 

(see Table 7.1). However, the study notes that while these combinations reflect some structural 

consistency, they should not be directly equated with lexical syntax observed in human language 

as it requires more in-depth research. 
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Table 7.1 Order of signal combinations produced by adult male and female chimpanzees 

(Crockford & Boesch, 2005, p. 410) 

Table 7.1 illustrates the structured patterns of vocal combinations in chimpanzee 

communications, demonstrating that these combinations were used systematically rather than 

randomly. Specifically, the table shows that ‘Pant hoot (PH)’ frequently initiated sequences, 

particularly leading a ‘Pant grunt (PG)’ or a ‘Scream (SM)’, with a notably high occurrence 

observed in the PH+SM combination. This pattern suggests a preferential and possibly syntactic 

ordering in these vocal interactions. However, other call pairings, such as ‘Hoo (HO)’ and ‘Grunt 

(GR)’, showed more variability in their sequencing, indicating a more flexible arrangement 

within these specific vocal combinations. In essence, this variability highlights the complexity of 

chimpanzee vocal communication, reflecting structured and systematic patterns of interaction. 

Moreover, research reveals the existence of structured communication patterns within primate 

vocal interactions that are similar to conversational rules observed in human speech, such as 

turn-taking, call-overlap avoidance, and acoustic matching (Prieur et al., 2020, p. 539). The study 

by Levréro et al. (2019) further supports this evidence by demonstrating complex vocal 

exchanges of great apes. Specifically, in their study, researchers observed that bonobos avoid 

overlapping their calls and tend to respond quickly to each other; following specific rules that 

resemble the turn-taking seen in human communication (see Figure 7.4). Notably, bonobos were 

more likely to engage in these vocal exchanges with individuals they had stronger social bonds 

with, demonstrating a preference for communicating with specific group members. Additionally, 

the study revealed that the rate of vocal sharing was primarily affected by the age difference 

between bonobos rather than other factors like sex, kinship, or social and vocal affinity (see 

Table 7.2). This implies that age significantly influences vocal communication patterns among 

bonobos.  
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Figure 7.4 Distribution of inter-call durations in bonobo vocal exchanges (Levréro et al., 2019, p. 

2) 

The figure above illustrates the timing between vocalizations in bonobos’ communication, 

highlighting three patterns of vocal interaction: successive, overlapped, and isolated. It can be 

seen that the majority of the distribution is characterized by short, positive inter-call durations, 

aka successive pattern, indicating a tendency for bonobos to wait briefly before responding to 

another’s call. The second pattern emerges from the inter-call durations, representing instances 

where calls from different bonobos overlap. However, these occurrences were relatively 

infrequent, as the graph predominantly displays positive intervals, implying that overlapping is 

not the norm in bonobo vocal interactions and there is a general preference for sequential calling. 

The third pattern is distinguished by very short and slightly longer positive inter-call durations, 

indicating a more deliberate pace of communication in certain contexts. These intervals reflect 

instances where bonobos exhibit greater patience, possibly allowing for more contemplation or 

processing of the vocalizations heard before issuing a response.  

 

Table 7.2 Socio-demographic influences on vocal sharing in bonobos (Levréro et al., 2019, p. 4) 
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The table above illustrates a statistical analysis of factors influencing vocal sharing among 

bonobos. It can be seen that the only variable with a significant effect was the age difference 

between callers (p=0.004), suggesting that vocal sharing is predominantly influenced by age 

disparity rather than other socio-demographic influences.  

In conclusion, the Vocal-First theory suggests that the origins of human language are rooted in 

vocalizations rather than gestures. This theory is supported by various studies on non-human 

primate communication, demonstrating the complex use of vocalizations to convey immediate, 

context-specific information, such as the nature and location of potential threats. Furthermore, 

primates’ vocalizations exhibit certain foundational elements of grammar and structured 

conversational patterns, such as turn-taking, overlapping avoidance, and acoustic matching, that 

mirror those observed in human language. This collective evidence suggests that the vocal 

communication system in non-human primates could have laid the foundation for the human 

language. 

7.1.3. The Multimodal Theory 

 

Other research, however, challenges the notion that language evolution must be attributed to a 

single mode of communication and states that language simultaneously evolved from both 

gestures and speech (Taglialatela et al., 2011; Gillespie et al., 2014). To be more precise, the 

Multimodal theory posits that human language developed through the integrated evolution of 

gestural, vocal, facial expressions, and eye signaling systems (Prieur et al., 2020, p. 541). This 

theory is supported by empirical research indicating that these various modes of communication 

are not isolated but deeply interconnected in both humans and non-human primates, highlighting 

their collective role in the evolution of communicative systems (Morrill et al., 2012; Tada et al., 

2013; Emery, 2000).  

The study by Morrill et al. (2012) contributes to this theory by demonstrating that lip-smacking 

by monkeys mirrors the progression from infant babbling to adult human speech, both 

converging on a similar rhythmic frequency. In their study, researchers recorded and analyzed 

lip-smacking behaviors by rhesus monkeys across three distinct age groups: neonatal (infant), 

juvenile, and adult monkeys, focusing on the rhythm and variability of these movements. The 

study’s results showed that, much like human infants, younger monkeys produced slower and 
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more variable lip-smacks, which became faster and more consistent as they aged (see Figure 7.5, 

Figure 7.6, and Figure 7.7). Additionally, the study compared lip-smacking with another 

rhythmic mouth movement – chewing, which revealed that unlike lip-smacking, the frequency 

and variability of chewing did not change significantly as the monkeys grew. 

 

Figure 7.5 Rhythmic dynamics of neonatal lip-smacks (Morrill et al., 2012, p. 562) 

 

Figure 7.6 Rhythmic dynamics of juvenile lip-smacks (Morrill et al., 2012, p. 562) 
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Figure 7.7 Rhythmic dynamics of adult lip-smacks (Morrill et al., 2012, p. 561) 

Figures 7.5, 7.6, and 7.7 illustrate differences in the rate and consistency of lip-smacking across 

three developmental stages. Panel (A) in each stage shows the timing of mouth opening. It can be 

seen that infants open their mouths slower compared to juveniles and adults. Furthermore, the 

power spectrum (B) reveals the dominant lip-smacking frequencies, which are wide-ranging and 

less defined in neonates but narrow and more defined in juveniles and adults. Panel (C) shows 

the average frequency in all stages, confirming that neonates lip-smack at a slower rate, and this 

rate increases with age. Lastly, panel D illustrates consistency, with infants showing the most 

variation in their lip-smacking rhythm and adults the least, signifying a developmental change in 

their behavior. 

Furthermore, research indicates that eye signaling (eye gazing or blinking) plays an essential role 

in both human and primates’ communication (Emery, 2000; Bard et al., 2005; Hömke et al., 

2018). Tada et al. (2013) study supports this evidence by examining patterns and implications of 

eye-blink behaviors across a wide range of non-human primate species. In their experiment, 

researchers video-recorded 141 individual primates and analyzed these recordings to measure the 

blink rate, duration of blinks, and the proportion of blinks that occurred without accompanying 

eye or head movements (named ‘isolated blinks’). The findings revealed that blinking behaviors 

in primates varied widely among species and were influenced by body size and social dynamics. 

Specifically, results showed that larger primates blinked more frequently, had longer blink 

durations, and exhibited a higher percentage of isolated blinks compared to smaller primates. 
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Furthermore, the analysis revealed a significant relationship between blink rate and the size of 

the social group. To be more precise, primates living in larger groups tended to blink more 

frequently than those in smaller groups, hinting at the potential role of blinking in social 

communication and interaction (see Figure 7.8). In addition, the study showed that diurnal 

(active during daytime) primates blinked more often than nocturnal species, suggesting that 

environmental demands during their active hours may have an impact on their blinking patterns 

(see Figure 7.9).  

 

Figure 7.8 Scatterplots of eye-blink measures in primates by body size and group size (Tada et 

al., 2013, p. 7) 

In Figure 7.8, the first row of scatterplots illustrates the relationship between the body weight of 

primates and three specific eye-blink measures: blink rate, blink duration, and isolated blink 

ratio. It can be clearly seen that as the body weight increases, so does the blink rate and blink 

duration, and a higher proportion of blinks occur without concurrent eye or head movements 

(isolated blinks). The second row depicts the same blinking measures against the size of the 

social group to which the primates belong. It can be seen that a positive correlation occurs 

between group size and blink rate, suggesting that primates in larger social groups tend to blink 

more frequently. In contrast, the relationship between group size and blink duration or isolated 

blink ratio is less pronounced or non-significant, as the lower correlation coefficients indicate. 
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Figure 7.9 Comparison of mean blink rates between diurnal and nocturnal primates (Tada et al., 

2013, p. 5) 

In essence, the multimodal theory challenges the unimodal explanations for language evolution, 

such as the gesture-first and the vocal-first theories by proposing a more integrated approach to 

the development of human communication. Specifically, it posits that language evolved from the 

interconnected evolution of gestural, vocal, facial, and eye signaling systems. This theory is 

supported by various research demonstrating similarities between primate and human 

communication methods, such as the rhythm of lip-smacking or the use of eye-signaling in social 

interactions. Such evidence suggests that the foundations of language can be traced back to 

multimodal communicative strategies, prevalent not only in non-human primates but also 

inherent to human language. 

7.1.4. Conclusion and Discussion 

 

This section has explored the evolutionary origins of human language by examining three main 

predominant theories: the Gesture-First theory, the Vocal-First theory, and the Multimodal theory. 

Each of these theories offers unique insights into the complex pathways through which human 

language might have evolved, highlighting different aspects of both human and non-human 

primate communication.  

The Gesture-First theory, as the name suggests, posits that human language developed from 

manual gestures, which were a primary form of communication among early hominins. This 

theory is supported by evidence from various studies on non-human primates, which demonstrate 
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that their gestures are not only very flexible but also richly contextual. To be more precise, non-

human primates use a vast amount of gestures which are intentional, referential, involve turn-

taking, comply with linguistic principles, and exhibit iconicity, which shares a resemblance to 

human communication. Additionally, neurological evidence, particularly the discovery of mirror 

neurons, significantly bolsters this theory. Mirror neurons, which fire both when an individual 

carries out an action and when they observe the same action performed by others, were found in 

regions of the brain analogous to Broca’s area in humans – a key area involved in language 

processing. These neurons allow primates to understand and replicate gestures, facilitating a pre-

linguistic method of communicating intentions and meaning, much like the basic functions of 

language. However, despite substantial support for the theory of mirror neurons, considerable 

skepticism remains regarding their direct role in language evolution. Critics highlight the 

absence of direct evidence supporting the idea that mirror neurons are capable of supporting the 

complex cognitive processes required for language evolution. Additionally, anatomical and 

functional correlations between humans and non-human primates, such as cerebral lateralization 

and a preference for right-handedness, suggest that gestures could be linked to how language 

developed in the brain.  

Vocal theory, on the other hand, suggests that language evolved not from gestures but rather from 

vocalizations. The evidence from studies on primates, including titi monkeys and chimpanzees, 

reveal that their vocalizations are not random but possess specific patterns and meanings, 

indicating a primitive form of ‘syntax’. This complexity in primate calls, which varies according 

to the context and the nature of the threat, suggests an evolutionary pathway towards more 

complex language systems seen today. For instance, the vocal strategies observed in non-human 

primates involve combinations of calls that are context-specific and carry detailed information, 

which parallels the syntactic structures in human speech. Such structured vocal patterns, found in 

the orderly sequences of chimpanzee calls, imply an inherent capacity for grammatical 

construction that could predate human language. Furthermore, the vocal interactions among 

bonobos, characterized by turn-taking and a preference for responding to familiar individuals, 

mirror the social aspects of human communication, indicating that the social use of language also 

has deep evolutionary roots. 
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Lastly, the Multimodal theory of language evolution presents a view that language developed not 

from a singular mode of communication but from a blending of several systems, including 

gestures, vocalizations, facial expressions, and eye signals. This theory posits that these modes of 

communication co-evolved, enhancing the complexity and effectiveness of interaction both in 

humans and non-human primates. This view is supported by research indicating that various 

communication strategies are deeply intertwined; supporting the notion that human language is 

an integrated system rather than a byproduct of one dominant communicative form. Studies like 

the one by Morrill et al. (2012) demonstrate how behaviors like lip-smacking in monkeys 

resemble infant babbling in humans, evolving in complexity and speech as they mature, which 

suggests that vocal rhythm might have played a critical role in the language development 

process. This idea is complemented by studies on eye signaling, which suggest that non-verbal 

cues like eye movements and blinking patterns are not just supplementary but pivotal in 

communication. They contribute to the regulation of social interactions and convey nuanced 

messages, which are essential to human communication. 

In essence, while each theory presents compelling arguments and evidence, the intricate 

relationship between speech and gestures discussed in the previous chapters gives further support 

that language evolution was likely a multifaceted process involving an integrated development of 

various communication modes. The findings from behavioral and neurobiological studies of both 

human and non-human primates indicate that neither gestures alone nor vocalizations in isolation 

fully account for the complexities of human language. Instead, as the Multimodal theory 

proposes, the simultaneous evolution of gestures, vocalizations, facial expressions, and even eye 

signaling likely contribute to the sophisticated communicative systems that exist today. While the 

present thesis lends support to the Multimodal theory as a plausible explanation for the origins of 

human language, further research is required in order to more confidently delineate the pathways 

of language evolution.  
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8. Conclusion 

 

The present thesis explored the intricate relationship between gestures and speech at a neural 

level, uncovering how these two modes of communication are not merely interconnected but are 

co-dependent systems that enhance human interaction. More specifically, the thesis focused on 

three main objectives, which aimed to deepen the understanding of how gestures and speech are 

processed and integrated by the brain and what this might indicate about the evolutionary origins 

of human language.  

The first objective aimed to identify specific brain regions involved in processing speech and 

gestures. In order to achieve this goal, various fMRI and EEG/ERP studies were discussed and 

critically analysed. The evidence from the studies demonstrated that brain areas: Inferior Frontal 

Gyrus (IFG), the Superior Temporal Gyrus (STG), the Middle Temporal Gyrus (MTG), and 

Broca’s area are not only crucial for language processing but also for interpreting and integrating 

co-speech gestures. Results regarding IFG showed that both parts of this area responded to 

semantic incongruence but in slightly different ways. To be more precise, the left IFG was 

mainly concerned with processing abstract information and integrating complex inputs for 

coherent comprehension. Meanwhile, the right IFG resolved semantic mismatches between 

speech and accompanying gestures, ensuring that communication remains clear and effective. 

Similar findings were observed in Broca’s area as during semantic mismatch between gestures 

and speech, this area of the brain showed increased activation, which demonstrates its critical 

role in integrating and analyzing information from multiple sources. Additionally, when gestures 

semantically aligned with spoken content, Broca’s area exhibited reduced activity. This evidence 

shows that gestures are essential to communication as they can ease the cognitive demands of 

language processing. Furthermore, STG was found to be exceptionally responsive to gesture-

speech integration when auditory conditions were challenging. This shows that STG plays an 

integral part in multimodal communication as it gathers information from both speech and 

gestures to comprehend and enhance information. Lastly, MTG showed increased activation 

during semantic processing in situations when gestures metaphorically aligned with spoken 

language and in cases when they visually complemented verbal information. Moreover, the 

results from the EEG/ERP studies provided complementary insights, revealing that when 
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gestures and speech were incongruent, the brain showed heightened semantic processing 

demands, as evidenced by increased activation of the N400 component. These findings from both 

fMRI and EEG/ERP studies show that the relationship between gestures and speech is complex 

and multifaceted, affecting how people gather and comprehend information.  

The second objective of the present thesis aimed to elucidate how different types of co-speech 

gestures, namely metaphoric, iconic, beat, and deictic, influence neural activity. However, due to 

a lack of research done on deictic gestures, only three of them were discussed. The analysis of 

fMRI studies revealed that each type of gesture stimulated distinct brain regions. Particularly, 

gestures tended to evoke activations in those brain areas that corresponded to their cognitive 

functions. For instance, metaphoric gestures, which carry abstract meaning, elicited activations 

in both the left IFG and left MTG, brain areas primarily associated with comprehension and 

production of spoken language. However, the most noticeable response was found in the left 

IFG. This evidence shows that as metaphoric gestures are not so ‘straightforward’, they evoke 

responses in brain areas that are responsible for decoding given information. Iconic gestures, 

directly representing objects or actions, have been found to elicit activations in several brain 

regions: the right STG, the left MTG, the STS, the bilateral inferior parietal lobule, and the 

bilateral ventral precentral sulcus. These regions are responsible for various cognitive processes, 

including language, perception, and action, which align with the role of iconic gestures. 

Therefore, these findings further support the idea that specific gestures are processed by specific 

neural networks systematically rather than randomly. The results regarding beat gestures, 

reflecting the rhythm of the speech, were no exception. They tended to elicit an increased 

response in brain regions associated with auditory processing: the bilateral auditory cortex, left 

STG/S, and the right PT. In essence, even though the present thesis came to the conclusion that 

gestures tend to evoke responses in brain areas that seem to be the most reflective of their 

functions, it is difficult to claim it as a fact. More in-depth research and analysis are needed to 

determine this complex processing of gesture-speech integration. 

The third objective aimed to investigate whether existing studies on non-human primates could 

shed light on the potential evolutionary origins of human language. More specifically, the study 

aimed to determine whether human language evolved from gestural, vocal, or multimodal forms 

of communication. The gestural theory revolves around the view that in the early stages of 
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human evolution, the early ancestors, or hominins, primarily used manual gestures to 

communicate, eventually laying the foundation for the present language. This view is supported 

by multiple studies on non-human primates, showing that primates’ gestures are highly flexible 

and context-dependent, displaying intentional, referential, iconic, and turn-taking qualities, 

resembling human communication. Additionally, neurological findings, such as discovering 

mirror neurons, cerebral lateralization, and handedness in both humans and non-human primates, 

provide further arguments for this theory. However, even though it is clear that gestures may 

have been crucial in language evolution, the role of vocalizations cannot be overlooked. Findings 

have shown that, similarly to gestures, primates’ vocalizations are complex and context-

dependent. More specifically, they can carry detailed information about the environment 

surrounding them. Even though their vocalizations are not as flexible as gestures, they can easily 

alert others about potential threats, indicate their preferences and desires, or, in general, have a 

meaningful conversation by involving turn-taking. Overall, these findings demonstrate that both 

gestures and vocalizations observed in non-human primates’ communication resemble human 

interaction, which thus leads to multimodal theory.  This theory revolves around the view that not 

only one but multiple forms of communication, such as gestural, vocal, facial, and eye signalling, 

have played a part in the origins of human language. This view is supported not only by research 

on non-human primates but also by various neuroimaging studies, which were discussed in the 

present thesis. Specifically, it is clear that human communication is inherently multimodal; 

people use gestures when they speak, even if they do not realize it. To claim that only gestures or 

speech is the foundation of the present language would be misleading. Therefore, the current 

thesis comes to the conclusion that as human communication is a sophisticated and complex 

process, it must have evolved in a complicated way involving multiple modes of communication. 

8.1. Limitations and Suggestions for Further Research 

 

Although the current research has provided valuable insights into the neural processing of speech 

and gestures, it is important to mention several limitations inherent in the study.  

The present thesis primarily revolved around analysing and discussing various studies employing 

fMRI and EEG/ERP methodologies. While these studies have provided profound insights, it is 

crucial to acknowledge that their findings were often constrained by specific experimental 
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conditions and settings. These controlled environments may not fully mirror the complexities of 

naturalistic communication, potentially limiting the validity of the results. 

Moreover, the studies discussed in the present thesis mostly used a narrow demographic, 

primarily consisting of right-handed young adults. While this demographic choice may have 

facilitated controlled experimental conditions, it also raises concerns regarding the broader 

applicability of the findings across different age groups and populations.  

Additionally, the methodologies employed in the studies under review inherently come with their 

own set of limitations, which were briefly described in Chapter 5. While fMRI offers excellent 

spatial resolution, it lacks the temporal precision necessary to capture the rapid dynamics of 

speech and gesture integration. On the other hand, EEG/ERP provides superior temporal 

resolution but suffers from poorer spatial localization. Thus, a comprehensive 

understanding/analysis of the neural processing of speech and gesture integration necessitates a 

multi-modal approach that mitigates the limitations of individual methodologies. 

In light of these considerations, future research should address these limitations by incorporating 

more diverse participants, employing several neuroimaging techniques, and embracing 

ecologically valid experimental paradigms. Furthermore, as the gesture-speech relationship is 

complex and multifaceted, it requires a more in-depth analysis and research to fully comprehend 

how these two modes of communication interact. While previous research has explored 

metaphoric, iconic, and beat gestures, there is a notable gap in the research regarding deictic 

gestures. Therefore, future research should focus on all types of co-speech gestures in order to 

gain a more comprehensive understanding of how gestures and speech interact at a neural level. 
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Appendix: Searching Strategies 

 

To find published sources on the neural processing of speech and gestures, the following 

databases and providers were searched intermittently between October 2022 and May 2024. 

1. NTNU – NTNU Universitetsbiblioteket 

2. JSTOR – JSTOR: Journal Storage 

3. ScienceOpen Inc. – ScienceOpen 

 

Additionally, other search engines were used to find various studies and books, which are listed 

below.  

1. Google Scholar 

2. CiteSeerX 

3. archive.org 
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Search terms 

The numbered search terms below were used to find relevant studies. The search strategy 

involved using both individual key words and their combinations. 

1. co-speech gestures; gestures accompanying speech; primates gestures; non-human 

primates gestures; classification; gesture types 

2. gestures; speech; language acquisition; language acquisition; non-human primates 

vocalizations 

3. brain functions; human brain; language processing areas; STG; MTG; IFG; Broca’s area; 

PT; parietal lobule; brain lobes; neural processing; neural bases; neural networks 

4. neuroimaging techniques; fMRI; EEG; ERP; EEG/ERP; ERP components; N400; 

negative deflection;  

5. language origins; language evolution; evolutionary perspective; evolution theories; 

gesture theories; vocal theories; multimodal theories 

 




