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Abstract 

Artificial Intelligence (AI) development is an increasingly significant area of interest for Information 

Systems (IS) scholars, aiming to explore the socio-technical aspects of human-AI collaboration. This 

paper reports on a qualitative case study focused on a dementia-predicting AI tool currently under 

development. Through in-depth interviews with AI developers, we aim to gain insights into their expert 

practices and the uncertainties they encounter during the development process. Using a framework to 

outline the stages of AI tool development, we uncover four key uncertainties: feasibility, data, decision-

making, and adoption. We examine how AI developers cope with these uncertainties through varying 

methods and present strategies for end-user involvement to reduce uncertainty when possible. 
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1 Introduction 

In the past decade, the innovative technologies of artificial intelligence (AI) and machine learning (ML) 

are becoming embedded into a variety of contexts, including healthcare (M. Braun et al., 2022). This 

adoption is incentivized by AI’s potential to effectively transform various tasks (ibid) and meet increas-

ing levels of case complexity and workload (Weber et al., 2022), therefore improving health services 

and quality of care (Lai et al., 2021). AI’s advances in clinical decision-making and its capacity to learn 

allow humans and AI to work together mutually by leveraging and enhancing their respective strengths 

(Hemmer et al., 2022). As of today, in the healthcare domain, we talk about collaborative work between 

humans and AI rather than autonomous decision-making of the latter. Lai et al. (2021) define this hu-

man-AI collaboration “as an evolving, interactive process whereby two or more parties actively and 

reciprocally engage in joint activities aimed at achieving one or more shared goals” (p. 390), which in 

the context of clinical decision-making means “bilaterally sharing information and collaboratively form-

ing decisions based on interactive knowledge exchange” (Hemmer et al., 2022, p. 2).  

Despite the allure of interdependency, human-AI collaboration in clinical decision-making still needs to 

be improved. Impediments to the use of AI stem from imperfect algorithms, biases, and transparency or 

opacity, which demonstrate the uncertainty intrinsic to the black-box nature of these systems (Gagnon 

& De Regt, 2022; Lebovitz et al., 2022; Moltubakk Kempton & Vassilakopoulou, 2021). AI is com-

monly referred to as a computer program or intelligent system capable of mimicking human cognitive 

function (Asan & Choudhury, 2021). On the other hand, ML, essential in building these systems (Joshi, 

2020), uses computational algorithms to make autonomous recommendations or decisions (Helm et al., 

2020). AI tools are trained through ML to process, analyze, and learn from large data sets from various 

sources. With the ever-increasing digitalization of the healthcare sector in the form of electronic health 

records (EHRs) and services such as telehealth, the capacity for patient-generated data to train AI tools 

is most favourable. However, this data-driven aspect gives rise to several uncertainties related to the 
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completeness, sufficiency and quality of the input data, including ground-truth labelling, algorithmic 

processing, or the accuracy of the algorithmic output and prediction (M. Braun et al., 2022; Dietz et al., 

2021; Lebovitz et al., 2021).   

Despite the great potential of collaborating with AI, decision-making in healthcare is more critical than 

in many other domains and can have fatal consequences if errors occur. In such cases, the medical ex-

perts remain primarily accountable nonetheless, which underscores the significance of the perceived 

trustworthiness of AI tools (Braun et al., 2022) and experts’ ability to navigate situations of uncertainty 

(Lebovitz et al., 2022). A study by Weber et al. (2022) further emphasizes this relationship between the 

social and psychological factors—like trust or perception of technology—for a sustainable and success-

ful adoption of and collaboration with AI tools. On the other hand, Hemmer et al.  (2022) associate AI 

adoption with the presence or lack of user-centeredness during the design process, which determines the 

perceived validity by expert users, performance expectancy, and interferences with the workflow. More-

over, Bond et al. (2019) highlight the importance of placing humans at the center of AI solutions, as this 

can ensure that these systems will be adopted, usable, and ethical, which is closely linked to AI explain-

ability, i.e., explanations of the tool’s decision logic. The significance of this approach is also highlighted 

by Jacobs et al. (2021), who state that user involvement is crucial for contextual awareness, a lack of 

which can negatively impact how interpretable and useful these tools are, once embedded in a real-world 

scenario. It can, therefore, be argued that involving medical experts in the design and development pro-

cess of AI tools could improve human-AI collaboration by mitigating uncertainty through transparency 

and usability through participation.  

However, AI work has often prioritized increasing model accuracy rather than focusing on the needs of 

the intended users (Jacobs et al., 2021). Traditional design approaches face unique challenges for in-

cluding end-users in AI tool development, such as explainability, but are poised to offer strong Human-

AI interaction solutions (Bond, et al., 2019). While conventional obstacles to involving end-users in 

software development are known issues such as time demands, scalability, and contextual needs. In 

addition, although a growing number of publications focus on human-AI collaboration in the healthcare 

domain, including human-centered design and evaluation (Cai, Winter, et al., 2019; Jacobs et al., 2021; 

Lee et al., 2020), there is unexplored research in IS outlets for human-AI collaboration in clinical prac-

tices, such as prognosis and prevention, and disease-specific algorithms or tools (Lai et al., 2021). While 

IS researchers can contribute valuable insights to address the various challenges, the existing literature 

is primarily related to the technological use of AI and much less to its societal (or governmental) impli-

cations and recent advancements (Collins et al., 2021). The black-box of AI is a suitable metaphor to 

extend to the relatively unknown and understudied practices of AI developers (Dietz et al., 2021; Nas-

cimento et al., 2019) and the differences from traditional software development practices, especially 

when working with data handling activities such as labelling (Amershi et al., 2019; Wan et al., 2020).   

Due to such differences in AI development processes compared to traditional software development 

processes (Nascimento et al., 2019; Wan et al., 2020), novel uncertainties are emerging. Recent attention 

is being given to this phenomenon gap as “it is important to understand at which stage in the ML devel-

opment process ML specific uncertainties occur and how they can be reduced and handled in order to 

steer a tremendous number of upcoming ML projects and ensure their success” (Dietz et al., 2021, p. 1). 

Consequently, investigating how AI experts cope with these emergent uncertainties in AI development 

projects requires particular attention (Cai, Reif, et al., 2019). Research that explores the developers’ 

perspective (Grundstrom et al., 2023) and end-user collaboration (Hemmer et al., 2022) are moreover 

scarce in the extant literature, with early indications of phenomena to be of great interest to IS scholars 

(Dietz et al., 2021). To address the phenomenon above of interest for IS, we conduct an exploratory case 

study to answer the following research questions:  

1. What uncertainties do AI developers navigate?  

2. How can end-user involvement help reduce uncertainty in the development of AI tools in 

healthcare?  

To address these questions, we first examine what uncertainties AI developers face during different AI 

development stages. Then we examine how end-users have been involved during different AI 
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development stages to manage, mitigate, or cope with uncertainties of AI tools in a healthcare context. 

The paper is organized as follows. In section 2, we discuss the theoretical background for AI develop-

ment processes used as the framework for this study. Section 3 presents information about the case study 

and research methodology. Section 4 presents the results, and section 5 discusses the contributions and 

implications of our findings. 

2 Theoretical background 

2.1 AI development  

Research looking into the development practices and challenges of AI tools shows that there is currently 

no well-defined, standardized development process, possibly due to the ongoing evolution of the field 

(Nascimento et al., 2019). Several publications have proposed frameworks for the ML development 

process, each with a different number of stages, but all generally following a workflow familiar to tra-

ditional software development (Amershi et al., 2019; Wan et al., 2020). Based on a qualitative study 

with software developers working with ML projects, Nascimento et al. (2019) organized this workflow 

into a three-phase process—Elicitation, Development and Production—comprised of four stages, 1) 

Problem Understanding, 2) Data Handling, 3) Model Building, and 4) Model Monitoring. This model is 

visualized in Figure 1 and used as a framework in this article.   

In the first stage, problem understanding, the team aims to collaboratively analyze the problem with the 

stakeholders, identify the requirements, define the scope and objectives of the project, and formulate a 

plan; hence, the ‘Elicitation’ phase. According to Wan et al. (2020), ML experts engage in dialogue with 

stakeholders to establish a realistic understanding of AI's capabilities and limitations, enabling them to 

manage expectations more effectively. The second phase, ‘Development’, consists of the data-oriented 

and model-oriented stages, 2 and 3, respectively. The Data Handling stage includes data acquisition, 

data labelling, data exploration, data structuring and feature engineering, tasks which aim to identify, 

collect, and process the dataset necessary to train the tool (Nascimento et al., 2019). In the last stage, 

model building, the developers choose, train, and tune the model. Preliminary tests evaluate the tool’s 

performance using pre-defined evaluation measures. If the results are good, the model is deployed (ibid). 

Model monitoring is the last stage once the tool is applied to the production environment. Because in 

the ‘Production’ phase, the tool’s training requires iterations as it learns with more and new data, con-

tinued performance monitoring is needed. This is done to identify errors or unexpected consequences 

and determine if changes over time invalidate the algorithm (Wan et al., 2021).   

 

Figure 1. AI system development process stages were adopted from Nascimento et al. (2019) 

with three phases and four stages. Each stage includes the developer’s tasks part of the 

stages. Solid arrows indicate iteration potential during the process.  

The stages of the development and production phase are highly iterative, and feedback loops are exe-

cuted continuously. Uncertainties may necessitate revisiting earlier stages, such as model building or 
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data handling. Dietz et al. (2021) highlight that although the literature already gives an overview and 

description of the stages undertaken to develop AI tools, it does not elaborate on the uncertainties which 

arise at these respective steps. They address this gap in their study by integrating AI-specific uncertain-

ties into the development framework and show how a collaborative approach with end-users in an or-

ganizational context can help address them. Our research takes a similar approach to fill this gap but 

with a context on AI developed in the healthcare domain and an emphasis on end-user involvement for 

uncertainty reduction strategies. 

2.2 Uncertainty 

Uncertainty emerges due to the complex nature of AI's decision-making process, making it challenging 

to explain the underlying logic and interpret the outcomes. Black-boxing the machine’s decision-making 

process necessitates experts to cope with the uncertainty through various tactics (Grundstrom et al., 

2023). In contrast, human decision-making is generally characterized to be traceable as it is more dy-

namic and is formed by a combination of intuitive and analytic reasoning styles, with cognitive limita-

tions such as speed (Leyer et al., 2020). AI’s ability to process and continuously learn from large datasets 

of different formats rapidly, all while delivering conclusions that resemble human execution, is intimi-

dating (ibid). Considering that AI’s self-learning is a continuous process, it can be said that AI develop-

ment models are inherently dynamic and ever-changing and, therefore, never fully settled (Waardenburg 

& Huysman, 2022). As a result, it becomes challenging to draw the boundary between ‘development’ 

and ‘use.’ However, most of the extant AI research looks separately at either the process of creating the 

AI systems or the organizational impacts of their implementation (ibid). This stretches into classifying 

the actors that play a role in each as distinct entities that co-exist together but operate independently 

within their expertise. This distinction is heavily criticized as it hinders scholars from examining the 

socio-technical aspects of these processes, including but not limited to the context-specific designing of 

a tool or its impacts on its users and application environment (ibid).   

In more recent research, a shift in this perspective is slowly taking place as scholars have started to 

recognize the importance of viewing the developers and users as co-creators of AI systems mutually 

dependent on one another (Lebovitz et al., 2021; van den Broek et al., 2021). This calls attention to the 

collaborative perspective of human-AI relationships in expert work practices, the opportunity for end-

user collaboration, and a need for continual exchanges between technical and field-specific knowledge. 

Inevitably, emergent uncertainty between these dynamics of human-human and human-AI produces 

shifts in practice and collaboration, in addition to the inherent uncertainty to ML stochastic methods, 

which is more established in the field and can be classified by aleatoric (statistical) and epistemic (sys-

tematic) sources (Hüllermeier & Waegeman, 2021). Aleatoric uncertainty is inherent in ML due to the 

randomness in training data (such as flipping a coin) and is irreducible. In comparison, epistemic uncer-

tainty refers to a lack of knowledge and can thus be reduced through additional data collection, expert 

knowledge, and model refinement (Chen & Geyer, 2022; Hüllermeier & Waegeman, 2021). Uncer-

tainty, therefore, can be understood as the disparity between certainty and the knowledge available to 

the decision-maker at a given time (Nikolaidis et al., as cited by Dietz et al., 2021). In such instances, it 

is essential to identify strategies that can reduce or mitigate uncertainty, resulting in more successful AI 

tools. The choice between techniques that embrace or mitigate uncertainty depends on the nature of the 

uncertainty at hand. The former can be used when uncertainty is aleatoric, and coping strategies must 

be employed, as it is irreducible through additional data. Different techniques can be utilized to change 

the tolerances of the irreducibility, such as degrees of probabilistic outcomes in model variations. Epis-

temic, which refers to a gap between the current level of information and the threshold of complete 

details, where everything knowable is known, is reducible if the proper knowledge can be acquired. 

Collaborating with end-users offers a strategy to reduce epistemic uncertainty by facilitating the reduc-

tion of the knowledge gap. 



Sokolaj et al. / Uncertainty in AI tool development 

Selected papers of the Information Systems Research Seminar in Scandinavia (IRIS), Issue Nr 14 (2023) 5 

 

3 Methodology 

3.1 Case study 

This qualitative research is the first phase of an exploratory case study to understand how experts handle 

uncertainty while developing AI tools. The exploratory case study is appropriate for studying our re-

search question's “how” (Yin, 2003). As decision-making during development is a complex phenome-

non entangled with experts' know-how and know-what knowledge, there are blurred boundaries between 

our area of interest and the context of the AI tool (Baxter & Jack, 2015). Furthermore, as the investiga-

tion of developers’ strategies for facing uncertainties part of the development process is relatively un-

derstudied for AI tools and has rich unknown phenomena of interest (Dietz et al., 2021), we see this 

research approach as highly appropriate. The case study occurred in a collaborative venture named “Au-

rora” (for anonymity). Aurora is based in northern Europe with a constellation of academic participants. 

It works exclusively on sustainable and trustworthy AI and represents a variety of perspectives, includ-

ing the sociotechnical one. Our focus in Aurora was a specific and ongoing research project called 

“Cerebro,” an AI tool designed and developed for detecting the advancement of dementia. Cerebro was 

in the early stages of development when our study began in June 2022. The development is carried out 

centrally at Aurora, while clinicians' evaluation and user involvement are performed with international 

collaborators. Cerebro contains two components: the connector (sensor) and the detector (predictor). 

The connector examines whether the brain connectivity (how the different regions of the brain connect) 

exhibits risk factor signs of electrical signal degradation affected by dementia. Patterns in the electroen-

cephalography (EEG) (a test with small electrodes attached to the scalp to record electrical activity) are 

analyzed to detect if subjects indicate some form of Mild Cognitive Impairment (MCI), which may 

develop into dementia in the future. The second component uses the data from the connector as an 

indicator for brain functionality and connectivity and, along with two other data inputs—cognitive 

scores and blood samples— assesses the risk for developing dementia and provides an output for clini-

cians in the form of a prediction with >95% accuracy. These together give the formulation for Cerebro 

to perform the prediction of a subject developing dementia, intending to enable clinical decision-making 

to intervene in a timely manner. 

3.2 Data collection and analysis 

This study is exploratory and therefore has several phases, but not all are included in this article. For 

this phase, nine in-depth interviews with eight different AI experts involved in developing the Cerebro 

research project were conducted; one interview was with the same expert. For this study, experts are 

characterized as AI developers who are part of the design and development of AI tools and may possess 

a variety of expertise necessary for application development (Piorkowski et al., 2021). Ethical approval 

was obtained through the appropriate governing board, and all participants provided informed consent 

to participate in the study.   

Pseudonym*    Expertise   Duration   Pseudonym*   Expertise   Duration   

Ana    Statistics   56 mins + 35 mins   David    Machine learning   45 mins   

Hari    Data science   56 mins   Omar    Machine learning   63 mins   

Maria    Neuroimaging   45 mins   Luis    Machine learning   49 mins   

Eric    Statistics    60 mins   Jorge    Computational science   56 mins   

*Pseudonyms used throughout results to represent anonymized participants   

Table 1. Interview participant characteristics. 

The in-depth interviews were semi-structured in design, with questions tailored around the decision-

making practices of experts, involvement of clinicians, ways they cope with uncertainty, and their values 

before, during, or after AI tool testing and development phases. Details about the participants can be 
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seen in Table 1. This qualitative data collection process has been conducted alongside the development 

of the Cerebro AI dementia tool, which involves a variety of experts in the Cerebro research group. 

During the first phase, developers working under the Cerebro research group were identified, contacted 

for participation, and interviewed over a period of 6 months from June-December 2022. This stage of 

the study only focuses on the developer’s perspective, additional data collection from clinicians (as end-

users) is ongoing in the form of semi-structured interviews and a questionnaire. The interviews were 

conducted digitally over Microsoft Teams or in-person for an average of 52 minutes in length, with 

video and written transcript recordings taken. Following the interviews, the transcripts were cleaned, 

finalized and the data was anonymized. Our interviews focused on gaining insights of participants’ un-

derstanding of uncertainty, how they may quantify and work with uncertainty, as well as their decision-

making processes and user involvement during AI tool development. This was based on the questions 

in the semi-structured interview guide; due to space considerations the interview guide will not be ap-

pended.   

The data was analyzed following the six-phase thematic analysis process from Braun and Clarke (2006) 

with recursive inductive coding (Azungah, 2018). This is a back-and-forth process between data analysis 

and existing literature, with the aim of deriving themes by coding the raw data, as well as creating 

meaning and understanding the emerging concepts (ibid). This approach was selected to capture patterns 

of our phenomena of interest (uncertainty) throughout the phases of the system development process 

(Nascimento et al., 2019). An inductive approach to coding the data was chosen considering the explor-

atory nature of this case study, relatively limited research on types of uncertainties in the development 

process (Dietz et al., 2021), and capacity for theory and model building (Thomas, 2006). As the inter-

views were transcribed, they were entered into Dedoose (version 9.0.62 Mac) which is a computer-

assisted qualitative data analysis software tool. Authors (US and AM) began familiarising themselves 

with the data, and early codes were assigned and collated to gain an initial understanding of the devel-

opers' ideas around uncertainty and decision-making in the development of Cerebro. As the iterative 

stages between data collection and analysis were carried out, different themes began emerging from the 

data, and new themes which became of interest were then discussed with participants in later interviews. 

Further subthemes were then generated based on emerging patterns of themes in the dataset, including 

aleatoric and epistemic uncertainty. Themes were reviewed and the four stages of the system develop-

ment process were connected according to Nascimento et al., (2019): 1) Problem Understanding, 2) Data 

Handling, 3) Model Building, and 4) Model Monitoring to structure the phase of uncertainty and corre-

sponding reducing actions. Continued definitions and names for each theme were iterated according to 

the overall narrative of uncertainty when developing an AI tool, resulting in main themes for uncertainty 

and corresponding actions. The authors revised literature to compare and inform theme descriptions to 

harmonize with relevant works such as Dietz et al. (2021). We present the results of our analysis in the 

format of the four system development phases, their corresponding uncertainties, and subsequent actions 

to reduce or cope with uncertainty.  

4 Findings 

This section presents the findings from the interviews with AI developers. The findings are arranged 

according to Nascimento et al.’s (2019) process model for AI development with three phases and four 

stages; see Figure 1. The participants had varying levels of experience and degrees of expertise relevant 

to working with the four stages of tool development. Therefore, they had unique perspectives on their 

uncertainties and coping strategies. The findings narratively account for the process of developing Cere-

bro and provide a comprehensive overview of these development stages and the uncertainties encoun-

tered, alongside a description of user involvement and strategies for uncertainty mitigation. 

4.1 Elicitation 

4.1.1 Stage 1: Problem Understanding 

The very initial phase of developing an AI tool is elicitation. This phase refers to efforts to analyze, 
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understand and define the problem at hand, determine the task and requirements of the AI solution,  and 

understand the problem being solved. This stage lays the foundation and shapes the direction of the 

entire project. Once the problem being solved is understood, it becomes possible to identify what sort 

of approach, method, and data is needed. This also involves checking whether the required data is avail-

able and determining how it can be collected.   

Uncertainty in this stage is related to the feasibility of the AI tool's value for the end-user or business 

and the capacity for whether the project can be executed to meet the end-user needs. A detailed analysis 

with critical reflection of all aspects of the proposed project must be informed by the problem under-

standing to ensure an effective and appropriate AI tool to address the case. This uncertainty is caused, 

on the one hand, by the nature and current state of AI technology itself. Despite significant advancements 

in the field, there are still limitations to what AI can do. Moreover, the development of an AI tool re-

quires a deep understanding of the problem domain. If this understanding is limited, or the problem’s 

complexity is very high, such as in healthcare, designing an efficient tool can be pretty challenging, and 

therefore its feasibility becomes uncertain.   

“And for [Cerebro] as it is at the moment, at least in my view, it isn’t really fixed, as this is going to be 

what it is. […] We don’t quite know yet because the data hasn’t been recorded yet, whether it’s due to 

the data missing or due to us having made a mistake in our thought process, in our hypothesis.” Maria   

AI developers often need to gain the expert knowledge of healthcare professionals (or other domain-

specific experts) using Cerebro to develop a more holistic understanding of the underlying problem. 

Moreover, they may need more intricate details that can be beneficial in understanding how certain 

models work with specific data or how a tool is applied in its end use. This is especially relevant in the 

medical field, where technicians need to gain expert knowledge utilized by medical professionals in 

their decision-making processes in practice. AI developers work to extend their knowledge into the 

relevant domain to varying degrees as a coping strategy for this.   

“So I think the most important is to understand the biological or medical application to some extent. 

We usually try at the start to read a lot about the problem and what has been done there already. And 

then once we understand that, we talk a lot to the partners and maybe do some more reading.” Hari   

The uncertainty of feasibility further requires the acknowledgement of how significant the end-user is 

in the application, for business value but especially for meeting the needs of the experts who will be 

using the AI tool in practice, as well as for the implications of that use. Traditional IT tools which support 

work practices have differing consequences from AI tools due to their nature and real-world conse-

quences. Cerebro will be supporting the decision-making of medical experts in the prognosis of a patient 

developing dementia. Therefore, this demands as much certainty as possible for patients and healthcare 

professionals for accuracy and usability. These implications are risky for the project and are considered 

by AI developers in the early phases. Aspects such as ethics and regulation impact the capacity for 

accessing relevant data, using AI tools in clinical practice, or decision-making outcomes.   

“ […] some AI that are embodied are not just running on the computer, they are running physical 

artifacts, controlling a robot or some device in a plant. And this is a risk at a different scale because it 

has a very large impact. So there is other risk that impacts [development] like regulations and laws […] 

there is extended risk when we actually then deploy and embody stuff in the real world and there are 

also impacts on other people or […] ethical implications of the decisions made and stuff.” Luis   

The AI developers indicate that early-stage user involvement can remove the disillusionment of building 

a successful AI tool as a strategy for reducing uncertainty and risk in the elicitation phase.   

“If we just start right away to develop and to try out and create a prototype and we kind of forget at the 

moment about who's going to use it we might end up with something that is not usable, so I think it's 

very important in the applied to kind of involve early the users. I think that's kind of key because other-

wise if you just sit on your own and you do the best technical implementation, then it's not usable for 

[many] reasons.” Luis   
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Maria extends this strategy further, referring to communication between AI developers and end-users 

for the importance of creating a shared understanding of the Cerebro project’s outcomes and realistic 

expectations in interdisciplinary environments and opportunities for involvement.   

“Communication is one of the most important things, especially for these interdisciplinary projects. So, 

what we often do is we organize seminar workshops to give an overview of the basics of machine learn-

ing, and [the medical experts] also understand the limitations and the possibilities.” Maria   

User involvement from this initial stage of the AI tool development becomes crucial in reducing the 

uncertainty of feasibility. 

4.2 Development 

The next phase is the development, which includes two stages. The first stage is data handling with such 

tasks as the acquisition, labelling, and structuring of data for ML training. The second stage tasks the 

training, evaluation, and deployment of the model being built for the AI tool. These two stages are 

iterative as part of the development process. 

4.2.1 Stage 2: Data handling 

Data uncertainty at this stage of development is of extraordinary concern for AI developers. The vari-

ety of tasks necessary for collecting and preparing data for training the ML model is substantial. Several 

of the participants involved in the initial stages of AI tool development identified the significance of the 

data handling process in shaping the deliverable:   

“This is one of the first steps we should take and the amount of data we collect. So, this is a very im-

portant process. After this process, then we have these data pre-processing phase. That means we get 

all the data we collect, we clean it up, we set-up the cleaning up process, which is also important because 

we have multiple partners." Hari   

“We use a sentence [about data], [if you put garbage in then you get garbage out]. If you don't use 

efficient data, you cannot take any efficient response.” Ana   

For Cerebro developers, this manifested as uncertainty around the quality of the data, and the incom-

pleteness of the data labels. As the data is used to train and test the ML models, quality data sets must 

be used, and where there are errors in the data, they should be understood so the model is more trust-

worthy:   

“If you have a really poor data set to be able to make some sort of predictions, you will see it when you 

test it, you'll see that the model is performing in the pool, so then you will kind of directly get a feedback 

that this is not good.” Eric   

Several aspects of data collection and acquisition were identified by the participants connected to the 

quality of data, which is subjective. One of these aspects was the utilization of complete data sets with 

sufficient data and no missing values, which requires enormous efforts to clean and is very often not the 

case in open data sets. This is where the initial EEG training data comes from for Cerebro. Another 

aspect is ensuring that the data is representative of the population and unbiased.   

“Uncertainty is everywhere, in data set, in model, in prediction and all parts include uncertainty now. 

If you don’t take enough observation in your data set for training, there is uncertainty because of the 

underrepresented groups, for example. And in the real world you cannot be sure of all conditions.” Ana   

“It depends a bit on your use case, but usually we want the data set that is not biased...but also that 

represents reality because you can have a perfect data set, but then the clinical practice is not perfect. 

If we know OK, the reality is also biased, then we also have to work with biased data sets...But then the 

most important I think for us is the clinical usability at the end. We are not really interested in making 

models that cannot be used.” David   

Uncertainty in this stage is connected to something inherent in the data quality, like noisy data with 

missing values. Random elements that cannot be accounted for, much like the weather, represent the 

aleatoric type of uncertainty, which is irreducible and must be acknowledged and worked with. The 
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participants kept the usability of the model in mind as the end goal and recognized there would often be 

bias or uncertainties in the data sets that could only be removed if the data was cleaned. Where uncer-

tainty cannot be removed and instead must be acknowledged, AI developers expressed mitigation meth-

ods as a coping strategy.   

“… usually one of the first things that I do is I try to remove noise from the data. The data I usually 

work on is not super clean or nice data. It's typically noisy. So, the typical step to, before I start even to 

kind of develop the [model], is [look at] what are the best ways to filter out noise. Depending on what 

data it is. [...] To remove uncertainty is like noise quantification, noise removal, filtering tricks, repro-

cessing. Basically, it's the answer to my uncertainty and mitigation.” Luis   

On the other hand, the AI developers also talked about epistemic uncertainty represented in data quality, 

which identifies a lack of knowledge and can therefore be reduced by collecting and cleaning more data. 

Part of this data collection and cleaning allows end-users and their medical expertise to be involved in 

relevant knowledge-building practices for data sets. The AI developers are engaged with this tacit 

knowledge transfer to data and clinical involvement in informing information gaps. However it is un-

clear to what degree of intensity the clinicians’ expertise is utilized.   

Cleaning out noise is generally done by the AI developers, but in some cases, it can also include the 

clinicians’ input and feedback. The involvement of clinicians in uncertainty mitigation is most im-

portantly beneficial due to their knowledge, both know-what and especially know-how, that medical 

experts, for instance doctors, have in their field. This background knowledge is necessary when devel-

oping the data sets for the ML model. If the AI developers are not experts in the field the tool is to be 

used in, they must learn necessary information through this collaboration. The experts can help the de-

velopers understand the data and the context in which this data can be used. In addition, they can check 

the quality of the data, identify the important features for the decision-making process, and how they 

are used to produce an outcome. Omar talked about the involvement of neuroscience domain experts 

during the Cerebro tool development:   

“They help us with the design itself because we have to take into account features or characteristics that 

come from the neuroscience domain, because it does not help that we throw away all the knowledge 

from neuroscience.” Omar   

Participants also talked about uncertainty related to data structuring and the preparation part of the data 

handling stage. The data labelling causes explicitly this, and whether the medical experts did this or 

otherwise remains unclear. As it is used for training the ML model, knowing and trusting the data labels 

lends certainty to the overall outcome of the AI tool. Uncertainty in the labels is associated with the soft 

vs. hard ground truth, which is especially relevant in the medical context due to the know-how nature 

of situated, tacit knowledge.   

“We have this principle of hard and soft ground truths. Let's say you have images of cancer, and you 

took biopsy of this, send it to a lab and then get the result and it exactly says this was cancer, so you 

have like a hard evidence that there was something. And soft ground truth is, if you would have a lot of 

images from polyps and you let three doctors annotate them to find the cancer, even if they might be 

correct a lot of the time, they might also make mistakes because they're just humans.” David   

In this scenario, user involvement when building data labels for domain-specific knowledge can create 

more data uncertainty for the AI developers, which is acknowledged as the human element of the 

development process. However, the AI developers proactively approach this data labelling uncertainty 

by asking the expert end-users to describe their levels of uncertainty in their own labels, which can later 

be accounted for in overall prediction estimations.   

“Then you have more uncertainty where the doctors are doing annotations for example, and what we're 

trying to do there is at the same time as they’re annotating, they think about how certain they are. Which 

we then can use in the models […] But I think it basically comes from the human part where they don't 

really know what it is or maybe you don't have all the labels or the information in the data which also 

includes of course some uncertainty.” David   
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This demonstrates an essential strategy for developers when reducing uncertainty through end-user es-

timation. 

4.2.2 Stage 3: Model building 

Once data is collected and cleaned, the developers must consider which method or algorithm is suitable 

for solving the identified problem. They then apply it to the data and look at the output to understand its 

accuracy and appropriateness. However, this stage is not a bounded one, especially in relation to the 

previous data-handling process. Typically, iterations between data handling and modelling are normal 

in the development process as a form of infinite regression. As the tool goes through development, AI 

developers simultaneously utilize layers of neural networks to contribute to the deep learning of the 

model, so it can continuously learn parameters from the data set. In addition, developers experiment 

with different sets of hyperparameters to fine-tune the output and explain data variations.  

The decision-making uncertainty in this stage of development is mainly related to the algorithm's 

suitability and selection, which manifests in the model outcome. Uncertainty encountered in this stage 

stems first from choosing which algorithm is the best or most suitable to solve something:   

“[…] uncertainty about what is the best model. For instance, there is also a kind of more qualitative 

uncertainty in these technical aspects. […] So, in that kind of uncertainty, then we try to bring down, so 

to say, to find the kind of quantity that enables us to take a decision.” Jorge   

Another form of decision-making uncertainty is related to the variability of the algorithm’s perfor-

mance across different times and settings, depending on dynamics in the end-user environment, but most 

importantly, stemming from the human factor of development:   

“This is more like uncertainty within the algorithm that we use and there is uncertainty in our brain too. 

We might come up with two different answers on the same problem, in two different times, based on 

other aspects, noise, stress, the things that we have learned, so uncertainty is part of like the biological 

intelligence machinery as well. Not only the algorithm uncertainty as well.” Luis   

Maria and Eric also elaborated on uncertainty connected to how well the subject that the tool is intended 

to be used on fits within the parameters of the ML model and, ultimately, the sample data:   

“You have your system and then you will later use it on new patients. So then usually in statistics when 

you think of quantifying uncertainty you assume that the new patients that arrive follow the same distri-

bution as the data you use to train the model.” Eric   

One of the coping strategies used by AI developers to manage the uncertainty of algorithms and human 

factors is relying on intuition. The concept of intuition was associated with experience gained over time, 

which generally manifests in knowing which technique or algorithm has a high probability of being fit 

for a certain type of data:   

“...there is of course intuition that comes out of experience, when you develop the tools, which technique 

would fit best for this kind of problem, which architecture can fit best? Because there is out there so 

many, many approaches for machine learning that really rely on intuition mostly because we know that 

for this type of data, this type of architecture worked well and then it should work probably.” Omar   

Two participants added that when different team members collaborate and their intuitive suggestions 

overlap, it becomes a sort of evidence which validates their decisions. This highlighted collaboration as 

a reduction strategy for decision-making uncertainties:   

“With designing deep learning models, it's mainly that we agree on the model architecture, then we 

develop some kind of model architecture. We have these collaborative brainstorming sessions as well 

that’s [to figure out] how we do it or which way we should do it? What components should we add or 

not? So there is a lot of collaboration in designing the model...” Hari    

“...Sometimes it's better if we are in the team. Each one will make a suggestion. If the suggestion is the 

same from everybody, then this is strong evidence that we should start in that way.” Jorge    
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Decision-making uncertainty towards outcomes can further be linked to the likelihood of the AI tool 

predictions being accurate and presenting explainable AI decision-making to end-users:   

“... uncertainty in the output of the artificial intelligence algorithm that we are using... uncertainty 

would be then with how much certainty is this output the actual output that might be real and then there 

are ways of doing that […] to quantify some kind of an error margin on the output.” Luis   

Because the complexity of human decision-making may not be accurately mimicked by the machine, 

some developers identified the value in having users involved with the development of the tool and its 

decision-making processes to mitigate this problem. The participants recognized the inherent uncer-

tainty in the nature of the clinicians’ work and decision-making in practice. This should be considered 

in the tool to offload decision-making uncertainty.   

“No models are 100% correct. So that's why it's very important to have humans in the loop, especially 

the domain experts who are using it.” Hari   

Where tools are designed to assist clinicians in their clinical decision-making, alongside their know-

how knowledge in the medical field, it’s important that technicians can understand this uncertainty and 

reflect it in the tool development and outputs. As Cerebro is still in the development phase, limited 

evidence of the effect of user involvement at this stage was available but is planned iteratively through-

out the project. 

4.3 Production 

4.3.1 Stage 4: Model Monitoring 

The final phase of the process is production, which stages model monitoring through tasks of evaluation 

and evolving in the model. This takes place in iterations with the previous stage 3, model building.   

Uncertainty during this phase is exhibited in the human-machine interactions, specifically clinicians’ 

lack of know-how in how to use the AI tool in clinical practice due to little training or experience, 

willingness to engage with Cerebro, and perceived usefulness and safety for their patients. This was 

characterized as adoption uncertainty due to implications for the need to continuously evolve the AI 

tool through feedback loops, for further data acquisition to support ongoing ML training, and for end-

users’ willingness to incorporate the Cerebro solution into clinical practice. Either of these scenarios are 

significant barriers to sustainable AI learning and for the AI developers to monitor, evaluate, or evolve 

Cerebro.   

Medical experts’ involvement during the development of the tool could help mitigate this adoption 

uncertainty considering that knowledge exchange workshops are a planned part of the project process, 

as is expert involvement throughout the development lifecycle. Uncertainty, moreover, rises in relation 

to users’ acceptance of the tool. Trustworthiness and explainability of the artifact were discussed as 

important factors that can play a key role. The explainability of AI tools was especially emphasized 

when uncertainty can only be minimized and not eliminated. Being able to estimate the degree of un-

certainty of the tool makes it possible for the experts using it to understand the degree of accuracy of its 

outcome and therefore reduce the risk of making wrong decisions. David highlighted the importance of 

explaining the ML experts’ decision-making process to the end-users, specifically in the medical do-

main:   

“And we try to do that for each part in the pipeline in a way, because I think it's very important that 

they understand what we’re doing. They might not have to understand the mathematics, but they have 

to understand we did this because of this and now we do this because of this.” David   

Efforts to increase the explainability of the dementia prediction tool are evident in the AI developers’ 

practices. Since the health domain experts do not understand the AI experts' techniques, they should be 

provided with explanations of the decision-making process of the tool. These explanations can then lead 

to higher transparency and trust to support the reduction of adoption uncertainties of the artifact.  

“Maybe if you can make it more transparent by design, if it's really opaque and you can explain it, then 

you increase the trustworthiness of the model. I use the opportunity to make my model more trustworthy 
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so that I can tell the end-users that this is the probability of confidence or probability of happening that 

all that my model is saying yes or no.” Hari   

However, the attitude for the acceptability of uncertainty also depends on the domain field in which the 

tool is being used, driving adoption uncertainty. Therefore, it is important to involve the end-users to 

determine this:   

“[…] for some use cases you have very little acceptance for mistakes and for others you don't really 

care because everything that is better than random is acceptable in a way. And then of course, it depends 

also on the doctors, the final users, how much they would accept.” David   

According to Omar, uncertainty is a new topic in ML, at least how it is understood today. He observed 

that their development research team did not prioritize uncertainty until Cerebro's dementia prediction 

model in stage 3, but it should have been incorporated from the beginning. Since the tool is expected to 

go into the certification stage, which is heavily regulated, it is now important to properly prepare so all 

the testing should be done thoroughly. However, uncertainty at times can only be identified in “small 

scale, small instances”, so the only solution is to embrace uncertainty as part of adopting an AI tool for 

decision-making. In such cases, it is important to have collaborative systems between humans and the 

machine, to reach better decisions and reduce uncertainty:   

“... this goes hand in hand with the idea of the future of having collaborative system between AI and 

humans, because the person can know what is uncertain about the AI tool, in order to help. If the person 

is taking the decision at the end it will help to make a better decision, not to rely exactly on the machine 

learning tool when there is high uncertainty, or to correct the machine learning tool when it is highly 

uncertain about something...” Omar   

Several AI developers proposed to assess the AI tool with the users to upgrade it according to their 

perspective needs and emergent requirements to cope with adoption uncertainties. The usage of quan-

titative criteria measurements as a strategy to evaluate the accuracy of the tool from the technical per-

spective is one possibility, a more qualitative approach can also be taken to evaluate and evolve the AI 

tool with the end-users. According to Jorge, two main things should be understood. First, whether the 

end-users consider the tool's outcome or rely on their own decision-making, and second, whether the 

reasons behind the expert decision-making are influenced by absent explanations or usability. This strat-

egy was also echoed by Eric:   

“The feedback we get from the medical experts affects how we develop the machine learning systems 

and how we try to modify and improve them…” Eric 

5 Discussion 

Our findings contribute to the emerging information about AI tool development uncertainty with theo-

retical and practical implications. Using the AI development process model from Nascimento et al. 

(2019) as a theoretical framework, we found four variations of uncertainty connected to AI tool devel-

opment at different stages: feasibility, data, decision-making, and adoption uncertainties. We character-

ized coping strategies employed by AI developers when navigating uncertainty and examined how the 

end-users in all stages of development could mitigate uncertainty to varying degrees of reduction.   

First, our work contributes to the literature on uncertainty in the design and development of AI tools. 

Our work directly contributes to the gap in developer perspectives when coping with uncertainty, as 

pointed out in a recent literature review (Grundstrom et al., 2023). In alignment with a similar study 

from a different domain, the four uncertainties we uncovered were harmonious with the eight uncertain-

ties identified by Dietz et al., (2021) during comparable phases of the AI tool development process. 

More robust data collection and interview participation in the Dietz et al., (2021) article leads us to 

believe that missing uncertainties in our study are yet to be recognized. Our future research will follow 

a second phase with clinician involvement to further narrow the gaps of uncertainty in the Aurora case 

study from the end-user perspective, which we anticipate will enrichen the argumentation for involving 

end-users in AI tool development (Bond et al., 2019; Hemmer et al., 2022; Lai et al., 2021).  Second, 

we further extend the theoretical importance of several key areas of AI research, such as explainability 
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in healthcare for AI tools (Moltubakk Kempton & Vassilakopoulou, 2021). The explainability of AI 

tools was especially emphasized when uncertainty can only be minimized and not eliminated. Being 

able to estimate the degree of uncertainty of the tool makes it possible for the experts using it to under-

stand the degree of accuracy of its outcome and therefore reduce the risk of making unacceptable pre-

dictions. Reducing the opacity of the black-box in the AI tool through end-user involvement was dis-

cussed as an important aspect of the implementation, especially for overcoming decision-making and 

adoption uncertainties. Ensuring engaged augmentation—embedding AI results in decision-making 

practices of experts (Lebovitz et al., 2022)—supports the value of end-user involvement for human-AI 

collaboration (Hemmer et al., 2022). According to user participation literature (Markus & Mao, 2004), 

active participation makes users perceive the system more relevant, leading to more optimistic attitudes 

and positively influencing system usage. The strategy for overcoming acceptance uncertainties in stage 

4 complements this idea despite nearly 20 years having lapsed and differing development contexts. 

Moreover, involvement of users ensures that the end-user requirements are well-informed, and the re-

sulting system will likely align with the business demand. It is widely acknowledged that user partici-

pation in development impacts attitudinal and behavioural project outcomes (He & King, 2008; Shen et 

al., 2013).   

Third, our work has practical implications for AI developers working on projects that do not involve 

end-users early and throughout the AI development lifecycle. Reducing uncertainty when possible and 

managing it when necessary is highly impactful to the sustainability of the AI tool and creating a sym-

biotic human-AI collaboration to ensure ongoing data creation and learning. According to Dietz et al. 

(2021), uncertainties in developing conventional tools often stem from the unknown amount of neces-

sary design work, or the accurate recognition of customer requirements, with strategies like requirements 

engineering or knowledge transfer between users and developers used to address them. In the case of 

conventional software, the strategies that directly reduce uncertainties and improve project performance 

are much more effective than the ones that merely mitigate their impact on development. On the other 

hand, when it comes to AI development projects, according to Dietz et al. (2021) and as apparent from 

our study, strategies that mitigate uncertainty impact are essential because, more often than not, uncer-

tainty is inherent and not possible to be entirely reduced (Wan et al., 2020). Therefore, it is ultimately 

vital to embrace the differences between traditional IT implementation and AI practices, which empha-

size a culture of acceptance and change as “the self-learning nature of AI systems calls for a sustained 

collaboration between developer and user, even when the tool is fully deployed in practice” (Waarden-

burg & Huysman, 2022, p. 6). We see this relationship as recursive between the developer and end-user 

in the data practices for labelling. Where AI developers were using medical experts to label their per-

ceived uncertainty in the data, clinical experts expect AI developers to demonstrate their degree of cer-

tainty in the form of explainability in return. Future investigation into specific symbiotic relationships 

for data uncertainty reduction should be investigated in more detail.   

Our study has limitations. Due to the nature of our exploratory case study, only emergent evidence of 

activities around the parts of the second phase and most of the third phase’s uncertainty are available 

for analysis and presentation. The connecter component of Cerebro was delivered in March 2022, and 

additional data collection is ongoing. Therefore, further development of the results is needed to expand 

the theoretical contributions and practical implications. The number of participants in our study and 

triangulation through documentation will also be increased over time to ensure empirical data saturation 

and improve the case study validity (Yin, 2003). Even though uncertainty mitigation was a central part 

of the narrative, experts often observed that it is not necessarily an unwanted or negative feature. They 

recognized uncertainty mitigation is an inherent feature in many real-life and biological intelligence 

systems; therefore, removing it is not always the ultimate goal, as the AI model may fail to depict the 

system accurately if removed. Nevertheless, understanding uncertainty sources while developing the 

tool remains necessary, and future work to create taxonomies with mitigation strategies for strategic 

responses to uncertainty is undoubtedly valuable to the AI development process. 
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