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Abstract
Human face perception is a specialized visual process with inherent social sig-
nificance. The neural mechanisms reflecting this intricate cognitive process have 
evolved in spatially complex and emotionally rich environments. Previous re-
search using VR to transfer an established face perception paradigm to realistic 
conditions has shown that the functional properties of face- sensitive neural cor-
relates typically observed in the laboratory are attenuated outside the original 
modality. The present study builds on these results by comparing the perception 
of persons and objects under conventional laboratory (PC) and realistic condi-
tions in VR. Adhering to established paradigms, the PC-  and VR modalities both 
featured images of persons and cars alongside standard control images. To inves-
tigate the individual stages of realistic face processing, response times, the typical 
face- sensitive N170 component, and relevant subsequent components (L1, L2; 
pre- , post- response) were analyzed within and between modalities. The between- 
modality comparison of response times and component latencies revealed gen-
erally faster processing under realistic conditions. However, the obtained N170 
latency and amplitude differences showed reduced discriminative capacity under 
realistic conditions during this early stage. These findings suggest that the ef-
fects commonly observed in the lab are specific to monitor- based presentations. 
Analyses of later and response- locked components showed specific neural mech-
anisms for identification and evaluation are employed when perceiving the stim-
uli under realistic conditions, reflected in discernible amplitude differences in 
response to faces and objects beyond the basic perceptual features. Conversely, 
the results do not provide evidence for comparable stimulus- specific perceptual 
processing pathways when viewing pictures of the stimuli under conventional 
laboratory conditions.
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1  |  INTRODUCTION

Faces are a constant presence in daily life and essential 
components of the visual experience. Despite their uni-
versal familiarity, faces are processed as intricate visual 
stimuli, reflected by complex neural mechanisms that 
evolved through real- life interactions, providing vital so-
cial cues for evaluation in various contexts.

In conventional laboratory research, this complex phe-
nomenon is simplified by deconstructing it into accessible 
components. Researchers manipulate individual vari-
ables, maintaining experimental control, and often use 
two- dimensional screens to present facial stimuli, reduc-
ing them to their basic attributes (e.g., Blau et al., 2007; 
Civile et al., 2018; Dering et al., 2011; Jemel et al., 2003; 
Rossion,  2014a, 2014b). However, this reductionist ap-
proach removes the inherent complexity and natural con-
text, focusing on isolated neuronal processes in a controlled 
laboratory setting, despite face perception's real- world in-
tegration. The same limitations extend to common control 
images used in face perception research, with cars being 
a prominent category (e.g., Boehm et  al.,  2011; Dering 
et al., 2009; Kloth et al., 2013; Kuefner et al., 2010; Ratcliff 
et al., 2009; Thierry et al., 2007). Whereas cars are chosen 
for their real- world relevance and familiarity (Rossion & 
Jacques, 2011), displaying them alongside facial stimuli of 
equal size on a 2D screen does not accurately represent 
their real- life proportions. In reality, perceiving a car or 
encountering a person walking by evokes a distinct re-
sponse that differs from merely viewing images on a com-
puter screen.

However, investigating the psychophysiological cor-
relates underlying face perception, often assessed through 
measures like response times and electroencephalography 
(EEG), requires the strict experimental control provided 
by the reductionist approach, ensuring reproducibility 
and further development. Creating an equally controlled 
setup in natural settings resembling our brain's typical 
face processing environment is considerably more chal-
lenging. Consequently, there are limited studies exploring 
face perception with electrophysiological measures under 
more realistic conditions, including realistic virtual set-
tings (e.g., Kirasirova et  al.,  2021; Sagehorn et  al.,  2023; 
Stolz et  al.,  2019), settings with real persons as stimu-
lus material (Myllyneva & Hietanen,  2015; Pönkänen 
et  al.,  2011), and actual real- world settings (Johnston 
et al., 2015). Investigating face perception in these settings 
significantly enhances our understanding of the cognitive 
mechanisms and neural correlates involved in process-
ing real faces within their natural contexts, as opposed to 
the two- dimensional images on screens. Yet, conducting 
research with live stimulus material or in real- world set-
tings (Johnston et al., 2015; Myllyneva & Hietanen, 2015; 

Pönkänen et  al.,  2011) presents methodological chal-
lenges, including the need for resources like time, fund-
ing, and personnel to meet strict requirements (e.g., trial 
sequencing and timing). For studies on real- life face per-
ception, obtaining human stimuli and creating standard-
ized emotional expressions for all participants requires 
additional efforts.

Virtual reality (VR) presents a valuable solution to 
bridge the gap between laboratory settings and real- life 
cognition to gain a comprehensive understanding of the 
functional properties of cognitive and emotional processes 
in real life. VR allows to present diverse stimuli in a con-
ceptually plausible context and at the same time maintain 
high experimental control. It enhances the naturalism of 
conventional laboratory designs by presenting stimuli in 
real- world dimensions with depth and spatial proximity, 
yielding behavioral and neural responses akin to real- life 
scenarios (Blascovich et  al.,  2002; Gabana et  al.,  2017; 
Gromer et  al.,  2018; Kisker, Gruber, & Schöne,  2021; 
Kisker, Lange, et  al.,  2021; Newman et  al.,  2022; Rubo 
& Gamer, 2018; Schöne et al., 2019; Schöne et al., 2023; 
Schöne, Kisker, et al., 2021; Van Den Oever et al., 2022; Xu 
et al., 2021). Despite the fact that participants are aware 
of the virtual nature of their environment and stimuli 
(e.g., avatars), a potential bias similar to artificial envi-
ronment awareness in laboratory studies (McCambridge 
et al., 2014), the immersive VR experience allows for indi-
viduals' faces to be perceived as close to lifelike.

In our prior study (Sagehorn et  al.,  2023), we used 
3D- 360° photographs of real persons and standard con-
trol images (i.e., blurred and scrambled images; see, 
e.g., Bombari et  al.,  2013; Civile et  al.,  2018; Herrmann 
et  al.,  2005; Kuefner et  al.,  2010; Rossion,  2014a, 2014b; 
Schwaninger et al., 2009) in VR, creating a photorealistic 
virtual environment in which participants encountered 
the stimuli in life- sized proportions and in close proximity 
to themselves, while simultaneously recording EEG. The 
study revealed distinct neural mechanisms for real- life 
face perception, challenging the generalizability of results 
from conventional laboratory paradigms. This trade- off 
between experimental control and ecological validity is a 
well- known issue in laboratory research (Parsons,  2015; 
Shamay- Tsoory & Mendelsohn, 2019).

Further evidence that different modalities yield al-
tered cognitive- affective processes comes from previous 
studies comparing cognitive and emotional processes in 
conventional laboratory settings with realistic VR condi-
tions, highlighting the limited ecological validity of lab-
oratory methods (Johnsdorf et al., 2023; Kisker, Gruber, 
& Schöne, 2021; Pan & Hamilton, 2018; Parsons, 2015; 
Schöne, Sylvester, et al., 2021; Snow & Culham, 2021). 
Attentional, motivational, and memory processes op-
erate differently in realistic compared to laboratory 
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conditions (Johnsdorf et  al.,  2023; Kisker, Gruber, & 
Schöne, 2021; Kisker, Lange, et al., 2021; Schöne, Kisker, 
et  al.,  2021; Schöne, Sylvester, et  al.,  2021). The trans-
fer of established paradigms to realistic VR conditions 
not only changes the extent of the effects but also their 
morphology.

Electrophysiological research on face perception has 
primarily been focused on the event- related potential 
(ERP) component N170, a negative signal deflection at 
approx. 170 ms post- stimulus at occipito- temporal elec-
trodes (i.e., Itier & Taylor, 2004; Kloth et al., 2013; Ratcliff 
et  al.,  2009; Rossion et  al.,  2003). In conventional lab-
oratory studies, the N170 showed stronger amplitude 
deflections and shorter latencies in response to facial 
stimuli compared to objects and other non- facial stimuli 
(e.g., Churches et  al.,  2009; Goffaux et  al.,  2003; Itier & 
Taylor, 2004; Kuefner et al., 2010). However, previous re-
search has pointed to inconsistencies in the results con-
cerning the N170, with studies reporting contradictory 
effects or no significant amplitude difference at all (Dering 
et al., 2009; Kloth et al., 2013). Factors such as stimulus 
expertise (Bukach et  al.,  2006; Ip et  al.,  2017) and per-
ceptual variability within the stimulus category (Boehm 
et al., 2011; Dering et al., 2009; Thierry et al., 2007) have 
been proposed to account for these discrepancies, empha-
sizing the need for cautious interpretation of the N170 
as a neural correlate of comprehensive face perception. 
Furthermore, there is increasing recognition that complex 
processes like face perception cannot be fully captured 
by early exogenous ERPs. The N170 primarily captures 
stimulus- specific information (Berchicci et  al.,  2016), 
whereas later components such as the early posterior 
negativity (EPN: ≈200–400 ms at posterior electrodes) or 
the late positive potential (LPP: ≈400–1000 ms at contro- 
parietal electrodes) (e.g., Bublatzky et  al.,  2014; Herbert 
et al., 2013; Schindler et al., 2017; Wheatley et al., 2011) 
provide insights into more comprehensive stimulus pro-
cessing (Nasr,  2010; Ratcliff et  al.,  2009; Zion- Golumbic 
& Bentin, 2007), influenced by social relevance, emotions, 
and decision- relevant factors (Bublatzky et  al.,  2014; 
Herbert et al., 2013; Sollfrank et al., 2021; Stolz et al., 2019). 
These insights can be further strengthened by locking the 
ERPs to participant responses (Nasr, 2010), as later com-
ponents related to the processing of perceptual decisions 
are more strongly associated with the response than the 
stimulus onset (Berchicci et  al.,  2016). Thus, advanced 
face processing leading to personalized and contextually 
relevant representations is more accurately reflected in 
the later and response- locked components.

The findings from the EEG- VR study by Sagehorn 
et al. (2023) support the re- evaluation of the N170 as an 
insufficient neural marker for face perception and the 
potential contribution of later components, which also 

applies to realistic virtual conditions. Under laboratory 
conditions, the N170 discriminated faces and blurred 
faces, whereas it did not under realistic conditions in VR. 
The study further revealed greater discriminative power 
concerning faces and controls for potentials subsequent 
to the N170, reflected in distinct topographic distribu-
tions showing that unique neural mechanisms are applied 
for face compared to silhouette and object perception 
(Sagehorn et  al.,  2023). If minor changes to the experi-
mental paradigm or the stimulus material cause substan-
tial changes in the observed effects even under laboratory 
conditions, it remains to be addressed whether these ef-
fects are caused by the artificiality of the laboratory set-
ting or whether they are also relevant for the processing 
of faces in reality.

The current study aims to expand on Sagehorn 
et  al.'s  (2023) research on the neural mechanisms em-
ployed for the perception of realistic faces as opposed to 
their monitor representation. Specifically, to investigate 
the initial perception and classification, conceptual identi-
fication and recognition, and post- decisional evaluation of 
realistic faces, we compared a conventional laboratory set-
ting and a naturalistic setting in a blocked two- modality 
design (i.e., PC modality via monitor vs. VR modality via 
headset). In both modalities, we directly contrasted the 
perception of faces with standard objects and perceptual 
controls (i.e., cars and blurred images; see, e.g., Boehm 
et  al.,  2011; Bombari et  al.,  2013; Dering et  al.,  2009; 
Kuefner et al., 2010; Rossion, 2014a, 2014b; Schwaninger 
et  al.,  2009) within the same experimental context. 
Moreover, to enforce the face identification process and 
accurately differentiate it from the post- decisional stimu-
lus evaluation process, participants were actively engaged 
in a standard face–car discrimination task (e.g., Boehm 
et al., 2011; Ratcliff et al., 2009).

In alignment with standard paradigms investigating 
face perception, the current study compares response 
times, N170 latencies, and N170 amplitudes in response to 
faces, cars, and their respective blurred images under con-
ventional laboratory and realistic conditions. Following 
the approach of previous electrophysiological studies 
comparing differences in complex cognitive processing 
across varying levels of realism (Johnsdorf et  al.,  2023; 
Sagehorn et al., 2023), we furthermore aimed to investi-
gate the processing mechanisms for both faces and cars 
on a more profound conceptual level. More precisely, to 
further determine how differences in face and object per-
ception beyond basic physical features were reflected by 
electrophysiological responses within the N170 latency 
range, the blurred images served as a perceptual baseline 
before contrasting the stimulus categories within each 
modality, resulting in modality- specific face–object differ-
ences (FODs). As an index for face- specific processing, the 
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FODs were then compared between conventional labora-
tory and realistic conditions to determine the functioning 
of face processing depending on modality.

To investigate subsequent face- specific processing 
stages applied under realistic conditions, the FODs were 
also compared for later potentials and response- locked 
components. Since there are currently no established stan-
dards regarding the specific timing and location of these 
components, the analysis adopted a regional mean anal-
ysis approach, specifically examining the regional means 
of relevant electrode clusters that encompass the entire 
scalp surface. In line with previous studies that followed 
a similar exploratory approach (Johnsdorf et  al.,  2023; 
Sagehorn et al., 2023), the later components are defined as 
L1 (200–450 ms) and L2 (600–1350 ms) component com-
plexes broadly corresponding to the established EPN and 
LPP in terms of their time windows but with a broader 
electrode distribution.

We expected the behavioral measures and neural cor-
relates to exhibit discernible patterns that are specific to 
each modality. In particular, considering the heightened 
realism and thereby closer approximation to the natural 
environment in which the stimuli occur, we predicted that 
reaction times and N170 latencies would indicate faster 
stimulus processing and discrimination between stim-
ulus categories (face vs. car) under realistic conditions. 
Furthermore, as the discrimination task increases stim-
ulus attention and facilitates the perception and identi-
fication process, we hypothesized that the amplitude of 
the N170 would be noticeably influenced depending on 
modality. In addition to early perception, we also expected 
that distinct patterns of conceptual identification and rec-
ognition as well as post- decisional stimulus evaluation be-
tween modalities would emerge in modality- specific FODs 
of the late components and response- locked components.

2  |  METHOD

The present article constitutes a follow- up study of a pre-
viously conducted experiment on face perception under 
realistic conditions (Sagehorn et al., 2023). The methodo-
logical approach is therefore partly equivalent to the pre-
ceding experiment.

2.1 | Participants

An a priori power analysis using Power Contour 
Estimation (Baker et al., 2020) based on the mean differ-
ence and within-  and between- subject standard deviations 
from the previous study as well as the trial count of the 
present study yielded a total sample size of 55 participants 

to be necessary to find the hypothesized small to medium 
effects.

To compensate for possible technical issues during 
EEG acquisition or potential data loss due to poor signal 
quality, a total of 65 participants were recruited from the 
student population of Osnabrück University. The pre- 
experimental screening of all participants included ques-
tions about psychological and neurological disorders and 
regular drug use. Participants who did not meet the in-
clusion criteria did not participate in the experiment. If 
vision correction was necessary, participants were only 
allowed to participate when wearing contact lenses. 
Wearing glasses was not permitted because they may be 
uncomfortable beneath the EEG cap and the VR headset 
mounted over it for an extended period of time. Before 
recruiting, it was ensured that participants had not been 
photographed for the stimulus creation (see section 2.2), 
knew any of the people whose pictures were presented to 
them, or had already participated in the preceding study 
on face perception in VR using the same facial stimuli. All 
participants gave informed written consent and received 
either partial course credits or 18€ for their participation.

Due to unmet anamnesis criteria (n = 1), insufficient 
data quality (n = 4), or because they aborted the experi-
ment (n = 2), seven participants had to be excluded from 
participation. In the end, 58 data sets were selected for 
data analyses (Mage = 22.98 years, SDage = 4.3 years, 39 fe-
male, 55 right- handed).

2.2 | Stimulus material

The stimulus material consisted of 120 pictures of regu-
lar cars and 120 pictures of persons sitting on stools, both 
with an empty garage yard as background and rendered 
as 2D and 3D- 360° images. All persons had neutral facial 
expressions. For all cars, any brand logo as well as the 
license plate were removed. All images were shot with 
the Insta360Pro VR camera with an 8 k resolution. The 
background image (i.e., the garage yard) was chosen as a 
neutral scene in which either a person or a car would not 
appear physically improbable.

Within each stimulus category (face and car), the im-
ages were randomized across participants and conditions 
(PC or VR), yielding 60 person images and 60 car images 
per condition, to ensure that participants would not see 
the same person or car twice. Additionally, cars and per-
sons were presented as a blurred version as one of the 
standard perceptual control stimuli in face perception 
(Bombari et al., 2013; Kuefner et al., 2010; Rossion, 2014a, 
2014b; Schwaninger et al., 2009). Thereby, only the high- 
frequency content of the stimuli was removed, and color 
information and perceptual frame were conserved, that is, 
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stimulus size and shape remained unchanged. The stim-
uli were thus still identifiable as either a person or a car, 
but the conceptual relevance was omitted (see Figure 1). 
By controlling for a perceptual baseline, a comparison of 
face- specific processing reflected by ERP amplitude differ-
ences among stimulus types and between the two modali-
ties can be achieved. In total, each condition included 240 
stimuli (60 normal persons, 60 blurred persons, 60 normal 
cars, and 60 blurred cars). The normal persons and cars 
and their matching blurred control images were always 
presented in the same modality, respectively.

In both conditions, participants were instructed to per-
form a simple face–car discrimination task. Participants 
were asked to respond by pressing the shoulder buttons 
on a basic USB gamepad with their index fingers as soon 
as they identified the image being presented as either a 
person or a car, irrespective of it being blurred or not. The 
button presses were alternated between participants (even 
participant numbers were pressing right for face and left 
for car, and odd participant numbers vice versa).

Each of the 240 trials of each condition followed a 
standardized sequencing structure, which was the same 
for both modalities (PC-  and VR condition) (see Figure 1). 
Preceded by a fixation dot (0.5–0.8 s) that participants 
were asked to fixate at the beginning of each trial in both 

modalities, the pictures of all categories were presented 
for 1.5 s. They were followed by a short visual feedback 
on the correctness of the participants' response (0.2 s) and 
an interstimulus interval (ISI; background image without 
person or car; 1.5 s). To reduce ocular and movement ar-
tifacts, the participants were instructed to blink or move 
only during the ISI, that is, when the garage yard was 
empty. Each trial lasted between 3.7 and 4 s, yielding a 
total run time of approximately 18 min per condition.

2.3 | Procedure

All participants completed both, the PC and the VR con-
dition, and the order of both conditions was alternated 
between participants. Both conditions were conducted in 
the same soundproof and electrically shielded room suit-
able for EEG measurements. Due to the sensitivity of EEG 
data to motion- induced artifacts, participants were asked 
to keep motion to a minimum and refrain from looking 
around, especially in the VR environment. Between con-
ditions, they were given a 5- min break to relax while the 
EEG signal's quality was checked.

For the PC condition, participants were seated in front 
of a standard PC monitor (24″, 1920 × 1200 resolution) 

F I G U R E  1  Procedure of stimulus presentation: 0.5–0.8 s fixation, 1.5 s stimulus presentation, 0.2 s feedback, 1.5 s interstimulus interval 
(ISI). Exemplary stimuli of face, car, and perceptual control (blurred) conditions are illustrated.
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with a constant distance of 115 cm to the screen, resulting 
in a horizontal viewing angle of 7.5° and a vertical view-
ing angle of 5°. The pictures were presented in 2D in the 
center of the screen using the video- game engine Unity 5 
(Version 2020) for stimulus presentation.

For the VR condition, participants remained seated 
and were equipped with a VR headset (HTC Vive Pro 
2, 2448 × 2448 pixels per eye, up to 120° field of vision, 
120 Hz refresh rate). The pictures were presented in 
3D- 360° in real- life size at a distance of 62 cm for the 
persons (horizontal viewing angle 42°; vertical viewing 
angle: 98°) and 92 cm for the cars (horizontal viewing 
angle 166°; vertical viewing angle: 168°) also via Unity 5. 
For both conditions, the trigger stream from Unity was 
transmitted to the Lab Streaming Layer (LSL by SCCN, 
https:// github. com/ sccn/ labst reami nglayer) to synchro-
nize the EEG data stream and Unity triggers. The precise 
timing of the stimulus onset trigger and the stimulus ap-
pearance on the monitor or VR headset were ensured 
by the use of a photodiode. The timepoint of the button 
press was also recorded and saved to a separate response 
time for each participant file by Unity for further anal-
ysis, and the respective triggers were later merged with 
the EEG data stream (see 2.4).

2.4 | Electrophysiological recordings and 
preprocessing

Electrophysiological recording (EEG) was derived with 
128 electrodes, attached in accordance with the inter-
national 10–20 system. An Active- Two amplifier system 
from BioSemi (Amsterdam, Netherlands) was used with a 
sampling rate of 512 Hz and a bandwidth (3 dB) of 104 Hz. 
In addition, a horizontal electrooculogram (hEOG) and a 
vertical electrooculogram (vEOG) were recorded, and a 
common mode sense (CMS) and a driven right leg (DRL) 
electrode were applied as reference and ground electrodes 
(for details, see www. biose mi. com/ fraq/ cms& drl. htm).

All preprocessing steps were applied to the record-
ings of both modalities using MATLAB (version R2022a, 
MathWorks Inc.) and EEGLAB (version 2023, Delorme 
& Makeig, 2004). First, the EEG data stream and trigger 
stream had to be merged via the EEGLAB add- on MoBi- 
Lab (Ojeda et  al.,  2014). The data were re- referenced to 
the average reference, high- pass filtered at 0.25 Hz, and 
low- pass filtered at 25 Hz. Bad channel identification was 
achieved using the automatic channel removal add- on 
(ASR; Mullen et  al.,  2015), followed by respective chan-
nel interpolation. For the elimination of extended poten-
tial drifts, linear detrending was applied to all channels. 
Artifact rejection was applied for muscle, eye, heart, line 
noise, and channel noise artifacts using independent 

component analysis (ICA; Delorme et  al.,  2007). For 
stimulus- locked epoching, the time window around the 
trigger onset was set from −500 to 1450 ms, with a baseline 
window of 300 ms before stimulus onset. For response- 
locked epoching, the time window around the trigger 
onset was set from −600 to 1400 ms, with a baseline from 
−600 to −450 ms pre- response.

For ERP analysis, grand means were computed per 
modality and within modality per stimulus category (face, 
face blurred, car, car blurred), resulting in eight individ-
ual stimulus- locked ERPs (i.e., VR- face, VR- face blurred, 
VR- car, VR- car blurred, PC- face, PC- face blurred, PC- car, 
PC- car blurred) and eight response- locked ERPs (i.e., see 
above).

2.5 | ERP components

2.5.1 | Stimulus- locked ERP components

Standard analysis: N170 Latency and amplitude
The time windows and electrode sites for the analysis of 
the N170 were selected based on prior literature (Boehm 
et  al.,  2011; Dering et  al.,  2011; Latinus & Taylor,  2006; 
Rossion & Jacques, 2008) combined with visual inspection 
of the root- mean- squared ERP (see Figure 2). The N170 
was analyzed at temporal parieto- occipital electrodes (i.e., 
P7, P8, P9, P10, P07, and P08). Due to latency differences, 
the time windows were set individually for the two mo-
dalities, that is, from 145 to 191 ms for PC (see Figure 2a) 
and 112 to 150 ms for VR (see Figure 2b).

For the latency analysis of the N170, mean peak- 
amplitude latencies were collected for each stimulus type 
by locating the maximum negative amplitude deflection 
of each participant's mean ERP within the N170 time win-
dow. Peak latencies were validated by visual inspection 
at the individual subject level and manually corrected as 
needed.

Regional mean analysis: N170, L1, and L2
For the regional mean analysis, the time windows for the 
N170 component were the same as for the standard ap-
proach (see above). The time windows for the later com-
ponents were chosen based on prior literature (Bublatzky 
et al., 2014; Johnsdorf et al., 2023; Stolz et al., 2019) com-
bined with visual inspection of the root- mean- squared 
ERP (see Figure 2). The latency range for the L1 was de-
fined from 200 to 450 ms and for the L2 component from 
600 to 1350 ms post- stimulus onset, corresponding to the 
late components defined in Sagehorn et al. (2023).

All stimulus- locked components were analyzed at 
six regional means: frontal, temporal left, posterior left, 
temporal right, posterior right, and parieto- occipital (see 
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Figure 3). The ERP amplitudes were computed by calcu-
lating the mean voltage across the respective time window 
and for each regional mean individually.

The investigation of electrophysiological responses 
during the N170 latency range in two separate analyses 
is performed to be consistent with previous research on 
the N170 component and simultaneously maintain con-
sistency in analyzing all components of interest (early, 
late, and response- locked). The N170 component is con-
ventionally analyzed by comparing the mean amplitude 
between stimulus types (faces vs. perceptual and object 
controls), which is performed for both modalities, PC and 
VR. In addition, analyzing the regional averages provides 
more comprehensive insights into the spatial distribu-
tion of neural processing during the N170 latency range, 

allowing comparison with the later and response- locked 
components.

2.5.2 | Response- locked ERP components

Regional mean analysis: Pre-  and post- response 
components
The explorative response- locked analysis extends the 
stimulus- locked analysis by providing precise timing 
information about the participants' responses. Thus, 
the time windows for the response- locked ERP analy-
sis were set liberally before (−400 to −50 ms) and after 
(50–450 ms) the response. Both were analyzed at the same 
six regional means as the stimulus- locked components: 

F I G U R E  2  Time- by- amplitude plots of the root- mean- squared event- related potential (ERP) averaged over all electrodes per condition 
(panel a: PC, panel b: VR) for the selection of appropriate time windows for all stimulus- locked ERP components. Highlighted sections mark 
the time windows for N170 PC (145–191 ms), N170 VR (112–150 ms), L1 (200–450 ms), and L2 (600–1350 ms).
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8 of 25 |   SAGEHORN et al.

frontal, temporal left, posterior left, temporal right, pos-
terior right, and parieto- occipital (see Figure 3). The pre-  
and post- response component amplitudes were computed 
by calculating the mean voltage across the respective time 
window and for each regional mean individually.

2.6 | Statistical analysis

All statistical analyses were performed using SPSS 
Statistics (IBM, Version 28). All post hoc testing was cor-
rected for multiple testing using Bonferroni correction, 
that is, the alpha- level of α = 0.05 was adjusted according 
to the number of tests being performed (adjusted α = α/
no. of tests).

2.6.1 | Response times

Response times were averaged across trials for each partic-
ipant and per stimulus type and the resulting means were 
analyzed using a 2 × 4 repeated- measurements anova 
(rmanova) with the within- subject factors “modality” 
(VR vs. PC) and “stimulus type” (face vs. face blurred vs. 

car vs. car blurred). Whenever necessary, Greenhouse–
Geisser- corrected p values are reported. Significant ef-
fects of rmanova were complemented by post hoc t tests 
within each modality and between modalities.

2.6.2 | Standard analysis: N170 amplitude 
& latency

Both, the mean N170 amplitudes and latencies were ana-
lyzed using a 2 × 4 rmanova with the within- subject fac-
tors “modality” (VR vs. PC) and “stimulus type” (face vs. 
face blurred vs. car vs. car blurred). Whenever necessary, 
Greenhouse–Geisser- correction was applied. Significant 
effects of rmanova were complemented by post hoc t 
tests within each modality and between modalities.

2.6.3 | Regional mean analysis: N170, L1, 
L2, and response- locked components

The EEG data for all stimulus- locked ERP compo-
nents (N170, L1, L2) and response- locked components 
(pre-  and post- response) were analyzed using a 2 × 4 × 6 

F I G U R E  3  Electrode positions of the six regional means selected for the regional mean analysis approach for the stimulus- locked 
components (N170, L1, L2) and the response- locked components (pre-  and post- response): frontal, temporal left, temporal right, posterior 
left, posterior right, and parieto- occipital. The 10–20 system positions are labeled when available (gray italic labels correspond to approx. 
electrode positions). For a complete BioSemi 128- channel ABC layout, see https:// www. biose mi. com/ headc ap. htm.
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rmanova with the within- subject factors “modality” (VR 
vs. PC), “stimulus type” (face vs. face blurred vs. car vs. 
car blurred), and “regional mean” (frontal vs. temporal 
left vs. temporal right vs. posterior left vs. posterior right 
vs. parieto- occipital). Whenever necessary, Greenhouse–
Geisser- corrected p values are reported.

Planned comparisons
The goal of the regional mean analysis was to compare the 
processing mechanisms for faces and cars not only on a 
broader spatial frame but moreover on a deeper concep-
tual level to determine when, over which areas, and under 
what conditions potential differences occur. Specifically, 
the goal was to compare the differences in the processing 
of faces and objects (in this case, cars) beyond basic physi-
cal features between the two modalities.

Thus, to compare the perception of faces and objects 
beyond their basic perceptual features, the blurred image 
was first subtracted from the sharp image of the same 
stimulus category (face – face blurred; car – car blurred), 
before contrasting the two categories within each modal-
ity to determine neural processes inherently dedicated 
only to human face processing. The resulting FOD was 
then compared between modalities to determine whether 
and to what extent they differed between laboratory and 
realistic conditions.

Hence, significant effects of the rmanova were com-
plemented by planned contrasts of the FODs between 
modalities per regional mean, that is, PC- FOD versus 
VR- FOD.

Topography similarity testing
To test whether the L1 and L2 components from the 
stimulus- locked analysis yield comparable topographies 
to the pre-  and post- response components from the 
response- locked analysis, they were tested for similarity 
employing a previously applied approach that uses 2D 
correlation (Sagehorn et al., 2023).

3  |  RESULTS

3.1 | Response times

The rmanova for the response times revealed signifi-
cant main effects for the factor “modality” (Fmodality(1, 
57) = 127.33, p < .001, η2 = 0.69) and “stimulus type” 
(Fstimulus(2.4, 136.4) = 492.45, p < .001, η2 = 0.97), as well as 
the interaction effect (Finteraction(1.3, 76) = 31.79, p < .001, 
η2 = 0.44). The respective descriptive statistics are given in 
Table S1.

Within the PC modality, response times for faces were 
significantly slower than all other stimulus categories. 
Cars and blurred cars both yielded faster response times 
than faces and blurred faces, but were not significantly 
different from each other. Within the VR modality, re-
sponse times for faces were significantly slower than all 
other stimulus categories, whereas response times for cars 
were the fastest. Responses for blurred faces were slower 
than for blurred cars. For detailed statistics, see Table S2, 
and Figure 4.

F I G U R E  4  Boxplots illustrating the distributional characteristics of response times [panel a] and N170 latency [panel b] for all stimulus 
types in both modalities. The boxes depict the interquartile range (IQR), the exclusive median is depicted as a solid line, the mean as a cross, 
and outliers (>1.5 × IQR) as dots. The whiskers comprise the range from Q1 to Q1.5 × IQR to Q3 + 1.5 × IQR. For the sake of clarity only the 
non- significant differences are marked (ns).

 14698986, 2024, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/psyp.14519 by N

tnu N
orw

egian U
niversity O

f Science &
 T

echnology, W
iley O

nline L
ibrary on [26/06/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



10 of 25 |   SAGEHORN et al.

The between- modality comparisons revealed signifi-
cantly faster response times in VR than PC for the same 
stimulus type (14 ms difference on average; all ps < .001; 
see Table S2).

3.2 | Stimulus- locked components

3.2.1 | Standard approach: N170 latency

The rmanova for the N170 latency revealed signifi-
cant main effects for the factor “modality” (Fmodality(1, 
57) = 222.43, p < .001, η2 = 0.90) and “stimulus type” 
(Fstimulus(2.1, 120.1) = 41.28, p < .001, η2 = 0.42), as well as 
the interaction effect (Finteraction(2.4, 136.2) = 9.10, p < .001, 
η2 = 0.14). The respective descriptive statistics are given in 
Table S1.

Within the PC modality, faces yielded the shortest N170 
latencies compared to all other stimulus types. Cars and 
blurred cars both displayed longer latencies than faces and 
blurred faces, with shorter latencies for cars than blurred 
cars. Within the VR modality, blurred faces showed the 
shortest latency among all stimulus types, even though 
they were not significantly shorter than normal faces. 
The latencies for cars were not significantly different from 
normal faces or blurred cars. Blurred cars yielded signifi-
cantly longer latencies than normal and blurred faces. For 
detailed statistics, see Table S2, and Figure 4.

The between- modality comparisons revealed sig-
nificantly shorter latencies for VR than PC for the same 

stimulus type (approx. 30 ms difference on average; all 
ps < .001; see Table S2).

3.2.2 | Standard approach: N170 amplitude

The rmanova for the N170 amplitude revealed signifi-
cant main effects for the factor “modality” (Fmodality(1, 
57) = 30.75, p < .001, η2 = 0.35) and “stimulus type” 
(Fstimulus(2, 113.4) = 67.81, p < .001, η2 = 0.54), as well as the 
interaction effect (Finteraction(2.3, 131.5) = 19.94, p < .001, 
η2 = 0.26). The respective descriptive statistics are given in 
Table S1.

Classical pairwise comparisons between stimulus 
types within the PC modality revealed the weakest 
negative N170 mean amplitudes for faces and blurred 
faces, which were, however, not significantly differ-
ent from each other. Cars elicited the strongest nega-
tive mean amplitudes. Within the VR modality, faces 
yielded the least negative mean amplitudes, followed 
by blurred faces. Cars and blurred cars elicited more 
negative mean amplitudes but were not significantly 
different from each other. For detailed statistics, see 
Table S2, and Figure 5.

The between- modality comparisons revealed signifi-
cantly stronger negative N170 amplitudes for VR than 
PC for the same stimulus type (all ps < .001), except for 
PC cars and VR cars (see Figure 5). Figure 6 depicts the 
lineplots comparing stimulus types within and between 
modalities.

F I G U R E  5  Panel a illustrates the N170 topographies for all stimulus types in both modalities. The electrodes used for analysis are 
highlighted (i.e., P7, P8, PO7, PO8, P10, P9, TP7, and TP8). Panel b illustrates the distributional characteristics of the N170 amplitude as 
boxplots for all stimulus types in both modalities. The boxes depict the interquartile range (IQR), the exclusive median is depicted as a solid 
line, the mean as a cross, and outliers (>1.5 × IQR) as dots. The whiskers comprise the range from Q1 to Q1.5 × IQR to Q3 + 1.5 × IQR. For 
the sake of clarity, only the non- significant differences are marked (ns).
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   | 11 of 25SAGEHORN et al.

3.2.3 | Regional mean analysis: N170, L1, 
& L2

N170
The rmanova for the regional mean analysis of the N170 
revealed significant main effects for the factors “modal-
ity,” “stimulus type,” and “regional mean,” as well as for 
all interactions of these factors (all ps < .001). The respec-
tive descriptive statistics are given in Table S3, and the de-
tailed statistics in Table S8.

The planned contrasts between modalities for the 
FODs per regional mean revealed no significant effects 
for any of the regional means when corrected for multi-
ple comparisons (all ps ≥ .01 > Bonferroni correction) (see 
Table 1). Figures S3 and S4, depict the regional mean lin-
eplots and topographies for the FOD effects per modality 
for the N170 time window.

L1
The rmanova for the regional mean analysis of the L1 
revealed significant main effects for the factors “modal-
ity,” “stimulus type,” and “regional mean,” as well as for 
all interactions of these factors (all ps < .001). The respec-
tive descriptive statistics are given in Table  S4, and the 

detailed statistics in Table S8. Figure 7 shows the mean 
topographies for the L1 component per modality and 
stimulus type.

The planned contrasts between modalities for the 
FODs per regional mean revealed significant effects 
for all regional means except the parieto- occipital 
(p = .024 > Bonferroni correction) when corrected for 
multiple comparisons (see Table 1). For the VR modality, 
amplitudes were significantly more positive at the frontal 
regional sensors and more negative at bilateral temporal 
and temporo- posterior regional sensors than for the PC 
modality. Figure 8 depicts the topographies and regional 
mean lineplots for the FOD effects per modality for L1 and 
L2.

L2
The rmanova for the regional mean analysis of the L2 
revealed no significant main effects for the factor “mo-
dality” (Fmodality(1, 57) = 0.28, p = .597), but for the factors 
“stimulus type” and “regional mean” and for all interac-
tions of these factors except “Modality × Regional mean” 
(FModalityxRegionalMean(2.6, 150.6) = 2.05, p = .117). The re-
spective descriptive statistics are given in Table  S5, and 
the detailed statistics in Table  S8. Figure  7 shows the 

F I G U R E  6  Time- by- amplitude plots of the mean N170 amplitudes for all stimulus types within the PC modality [panel a] and within 
the VR modality [panel c], for faces in both modalities [panel b], and for cars in both modalities [panel d].
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12 of 25 |   SAGEHORN et al.

mean topographies for the L2 component per modality 
and stimulus type.

The planned contrasts between modalities for the 
FODs in amplitude per regional mean revealed significant 
effects for all regional means except the parieto- occipital 
(p = .569) (see Table 1). For the VR modality, amplitudes 

were significantly more positive at the frontal regional 
sensors and more negative at bilateral temporal and 
temporo- posterior regional sensors than for the PC modal-
ity. Figure 8 depicts the topographies and regional mean 
lineplots for the FOD effects per modality for L1 and L2.

3.3 | Response- locked components

Pre- response

The rmanova for the regional mean analysis approach 
of the pre- response component revealed significant main 
effects for the factor “modality,” “stimulus type,” and 
“regional mean,” as well as for all interactions of these 
factors (all ps < .001). The respective descriptive statis-
tics are given in Table  S6, and the detailed statistics in 
Table S8. Figure 9 shows the mean topographies for the 
pre- response component per modality and stimulus type.

The planned contrasts between modalities for the 
FODs per regional mean revealed significant effects for 
all regional means except the parieto- occipital (p = .646) 
(see Table 1). For the VR modality, amplitudes were sig-
nificantly more positive at the frontal regional sensors and 
more negative at bilateral temporal and temporo- posterior 
regional sensors than for the PC modality (all ps ≤ .001). 
Figure 10 depicts the topographies and regional mean lin-
eplots for the FOD effects per modality for the pre-  and 
post- response components.

Post- response

The rmanova for the regional mean analysis of the 
post- response component revealed no significant main 
effects for the factor “modality” (Fmodality(1, 57) = 0.12, 
p = .735), but for the factors “stimulus type” and “re-
gional mean” and for all interactions of these factors ex-
cept “Modality × Regional mean” (FModalityxRegionalMean(2.6, 
147.5) = 1,26, p = .290). The respective descriptive statis-
tics are given in Table  S7, and the detailed statistics in 
Table S8. Figure 9 shows the mean topographies for the 
post- response component per modality and stimulus type.

The planned contrasts between modalities for the 
FODs per regional mean revealed significant effects for 
all regional means except the parieto- occipital (p = .559) 
(see Table 1). For the VR modality, amplitudes were sig-
nificantly more positive at the frontal regional sensors and 
more negative at bilateral temporal and temporo- posterior 
regional sensors than for the PC modality. Figure 10 de-
picts the topographies and regional mean lineplots for the 
FOD effects per modality for the pre-  and post- response 
components.

T A B L E  1  Planned contrasts between modalities (PC vs. VR): 
Face–object differences in amplitude for N170, L1, L2, and pre-  and 
post- response components.

df t p Cohen's d

PC vs. VR

N170

Frontal 57 −1.73 .089 −0.23

Temporal left 57 .54 .590 0.07

Temporal right 57 1.46 .151 0.19

Posterior left 57 1.29 .202 0.17

Posterior right 57 2.62 .011* 0.34

Parieto- occipital 57 .71 .483 0.09

L1

Frontal 57 −3.81 <.001** −0.50

Temporal left 57 4.86 .004** 0.64

Temporal right 57 3.00 <.001** 0.39

Posterior left 57 5.42 <.001** 0.71

Posterior right 57 3.33 .002** 0.43

Parieto- occipital 57 −2.31 .024* −0.30

L2

Frontal 57 −3.91 <.001** −0.51

Temporal left 57 4.35 <.001** 0.57

Temporal right 57 3.64 <.001** 0.48

Posterior left 57 4.50 <.001** 0.59

Posterior right 57 2.23 .002** 0.42

Parieto- occipital 57 −.57 .569 −0.08

Pre- response

Frontal 57 −4.63 <.001** −0.61

Temporal left 57 4.13 <.001** 0.54

Temporal right 57 3.85 <.001** 0.51

Posterior left 57 4.83 <.001** 0.64

Posterior right 57 3.42 .001** 0.45

Parieto- occipital 57 −.46 .646 −0.06

Post- response

Frontal 57 −4.72 <.001** −0.62

Temporal left 57 3.92 <.001** 0.52

Temporal right 57 3.61 <.001** 0.47

Posterior left 57 5.23 <.001** 0.69

Posterior right 57 3.41 .001** 0.45

Parieto- occipital 57 −.59 .559 −0.08

*Significant for α = .05. **Significant after Bonferroni correction.
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   | 13 of 25SAGEHORN et al.

3.4 | Topography similarity testing

The 2D- correlation similarity testing between the topog-
raphies of the L1 and pre- response components revealed 
moderate similarity for the PC condition (r2D = .67) and 
high similarity for the VR condition (r2D = .90). The 2D- 
correlation between the topographies of the L2 and post- 
response components showed high similarity for both the 
PC (r2D = .89) and VR (r2D = .92) conditions.

4  |  DISCUSSION

This study aimed to expand on previous insights into neu-
ral mechanisms for processing realistic human faces by 
comparing a 2D laboratory approach to a 3D VR setting 
(Sagehorn et  al.,  2023). We maintained laboratory con-
ventions in the setup and methods, presenting images of 
people and cars in both 2D and VR conditions. In the VR 
setting, participants encountered life- sized 3D represen-
tations, requiring the processing of contextual and self- 
relevant information. Participants actively discriminated 

stimulus categories via button presses to distinguish the 
identification process from post- decisional evaluation.

To control for stimulus-  or modality- dependent differ-
ences in perceptual characteristics and access the neural 
mechanisms of realistic face processing, we contrasted 
modality- specific FODs, comparing component ampli-
tude differences of the two stimulus categories between 
the PC and realistic conditions, beyond basic perceptual 
processes.

We conducted a comparative analysis of behavioral 
data (response times) and ERP components associated 
with face processing, that is, the N170 component, L1, 
L2, and response- locked components, to comprehensively 
investigate realistic face processing, including initial per-
ception and classification, conceptual identification and 
recognition, and post- decisional evaluation. In line with 
conventional laboratory studies, the N170 component was 
analyzed for latency and amplitude. To further compare 
neural mechanisms between monitor and realistic face 
processing in a broader spatial and temporal frame, we an-
alyzed the FODs of all components using a regional mean 
analysis.

F I G U R E  7  Topographies for all stimulus types and both modalities for L1 [panel a] and L2 [panel b].
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14 of 25 |   SAGEHORN et al.

We elicited N170 responses in laboratory conditions, 
demonstrating distinctions in latency and amplitude be-
tween face and car stimuli, consistent with previous labo-
ratory findings demonstrating distinctions in latency and 
amplitude between face and car stimuli in contrast to the 
established face effect (Dering et al., 2009; Kloth et al., 2013; 
Kuefner et  al.,  2010), providing evidence for the general 
feasibility of the approach used in this study. The between- 
modality comparison showed faster stimulus processing 
under realistic conditions. However, the N170 component 
did not exhibit conclusive face- sensitive characteristics 
relevant for realistic face processing. Analyses of later and 
response- locked components revealed more in- depth face 
processing under realistic conditions based on specific FOD 
effects not evident under laboratory conditions.

4.1 | Response times

The analysis of response times obtained from the ac-
tive discrimination task performed by the participants 

showed faster stimulus discrimination under realistic 
conditions. For each stimulus type, participants were able 
to decide faster whether they perceived a (blurred) face 
or a (blurred) car under realistic conditions than under 
conventional laboratory conditions, and the difference 
pattern across stimulus types was comparable between 
modalities.

For both categories in both modalities, reaction 
times for the blurred images were faster than their 
sharp equivalents except for cars and blurred cars in PC, 
which is consistent with previous results (e.g., Kuefner 
et  al.,  2010). The expedited processing of global fea-
tures or low- frequency information in stimuli, in con-
trast to the slower processing of detailed features or 
high- frequency information, has long been acknowl-
edged (e.g., Bar,  2003; Hoeger,  1997; Navon,  1977). In 
addition, the amount of spatial frequency information 
required for stimulus processing was found to depend 
on the task itself (e.g., identification or recognition) 
and the task demands (e.g., degree of feature similar-
ity of the stimuli to be discriminated) (Ruiz- Soler & 

F I G U R E  8  Time- by- amplitude plots of the mean face–object difference (FOD) for both modalities for all regional means (frontal, 
temporal left, temporal right, posterior left, posterior right, and parieto- occipital). Time windows of interest (L1 and L2) are highlighted in 
gray. Topographies for the modality- specific FODs are depicted for the L1 and L2 components.
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Beltran, 2006). Assuming that the silhouette of a person 
or car as a prominent global feature is sufficient to iden-
tify the stimulus category correctly in the rather simple 
discrimination task at hand, the faster identification 
of perceptual controls can be attributed to the absence 
of high- frequency information. Only the sharp stimuli 
contain high- frequency information, yet its presence is 
not essential for identification of the stimulus category 
but rather prolongs the process by requiring additional 
processing resources.

Regarding the differences in response time between 
the two stimulus categories (faces vs. cars), previ-
ous studies found that faces are identified faster than 
(Kuefner et al., 2010) or at the same rate as cars (Dering 
et al., 2009), whereas we found that cars are consistently 
identified faster than faces across modalities. The faster 
reaction times for cars compared to people cannot be 
attributed solely to the difference in relative stimulus 
size. For example, reaction times for cars in the PC con-
dition were faster than for faces in the VR condition, 
even though the latter were considerably larger (see 
Figure 4). The difference in reaction time between faces 
and cars on both modalities can be better explained by 

a difference in the amount of high- frequency informa-
tion, with faces being the most complex and detailed 
stimuli. The identification of an inanimate non- face ob-
ject is thus easier, causing faster response times for cars 
and perceptual controls.

In general, the response times are a rather rela-
tive measure that comprises several processing steps. 
However, the overall faster response times in VR for 
stimuli in the same category can be attributed to the 
more immersive environment in which the stimuli 
were presented under realistic conditions. The result-
ing increased stimulus salience (Schöne, Sylvester, 
et al., 2021) and subjective presence and self- relevance 
(Dan & Reiner,  2017) induce heightened stimulus at-
tention to be attributed to a life- sized person or car po-
sitioned directly in front of oneself. This observation 
accurately reflects real- life scenarios in which perceiv-
ing any stimulus from a personal distance requires a 
more immediate decision than seeing a picture of the 
same stimulus on a monitor. The accurate stimulus sizes 
contributed to faster decision- making under realistic 
conditions, at least on a behavioral level, corresponding 
to the behavior expected in reality.

F I G U R E  9  Topographies for all stimulus types and both modalities for the pre- response component [panel a] and the post- response 
component [panel b].
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It should be noted that the face–car discrimination task 
can, in theory, be executed without the necessity of per-
ceiving the stimuli in their entirety, as the distinction in 
size alone offers sufficient information to determine the 
stimulus type. Nevertheless, due to significant disparities 
in reaction times and physiological responses when con-
trasting normal and blurred stimuli of the same size, it can 
be assumed that participants perceived the normal faces 
and cars in their entirety rather than merely their outlines, 
even though the discrimination task did not explicitly de-
mand a full perception.

4.2 | N170 latency

As expected, an overall faster stimulus processing under 
realistic conditions is also reflected in the respective dif-
ferences in the N170 latencies between modalities. Under 
realistic conditions, the N170 appeared considerably ear-
lier for all stimuli compared to their counterparts under 

conventional laboratory conditions, although  displaying 
distinct modality- specific patterns of latency variations 
across different types of stimuli.

Our results from the PC condition align with previous 
laboratory studies that found faster processing of faces 
indexed by shorter N170 latencies for faces than for cars 
(Dering et al., 2009; Kloth et al., 2013; Kuefner et al., 2010). 
Thus, even though smaller stimuli usually elicit longer la-
tencies (De Cesarei & Codispoti, 2006), faces still elicited 
shorter N170 latencies than cars, which were larger in stim-
ulus size. The earlier occurrence of the N170 in response 
to faces does, however, not correspond to faster response 
times on a behavioral level (see section  4.1). In contrast, 
we observe only limited stimulus discrimination based on 
N170 latency differences under realistic conditions that is 
also not corresponding to the response time pattern.

Hence, the faster yet less distinct processing of realistic 
faces provides no evidence that the observed latency ef-
fect, commonly observed in conventional laboratory stud-
ies, can be extended to more realistic scenarios.

F I G U R E  1 0  Time- by- amplitude plots of the mean face–object difference (FOD) for both modalities for all regional means (frontal, 
temporal left, temporal right, posterior left, posterior right, and parieto- occipital). Time windows of interest (pre-  and post- response) are 
highlighted in gray. Topographies for the modality- specific FODs are depicted for the pre-  and post- response components.
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4.3 | N170 amplitude

4.3.1 | Standard analysis

The standard analysis approach of the N170 amplitude 
revealed complex differences within and between mo-
dalities. In general, all stimulus types except normal cars 
elicited stronger negative N170 responses under realistic 
conditions than under conventional laboratory condi-
tions when modalities were directly compared. Taking 
into account the larger size and the associated increased 
amount of visual resources required for real- life- sized 
stimuli, these amplitude differences are likely to be con-
siderably influenced by the physical properties of the 
stimuli (Busch et al., 2004; De Cesarei & Codispoti, 2006; 
Pfabigan et al., 2015). However, the modality- dependent 
amplitude differences are descriptively smaller than pre-
viously observed (Sagehorn et al., 2023), suggesting that 
the overall increased stimulus attention achieved by the 
active discrimination task reduces the influence of the 
basic physical features (i.e., stimulus size) on the N170 
amplitude. Moreover, in both the PC and VR conditions, 
stimuli of the same size elicited significantly different 
N170 amplitudes, that is, PC- cars versus PC- blurred cars 
and VR- faces versus VR- blurred faces, and PC cars elic-
ited stronger negative amplitude deflections than VR 
faces, although they were smaller (see Figure 5). Hence, 
though stimulus size remains an important factor that 
should not be disregarded, it cannot fully account for 
the observed amplitude differences. Nevertheless, direct 
comparison between modalities is of limited value when 
investigating the face and object perception and the un-
derlying neural mechanisms on a more profound con-
ceptual level.

The intra- modality amplitude patterns of the N170 re-
veal the extent to which the N170 differentiates stimulus 
types under conventional laboratory and realistic condi-
tions. The typical N170 face effect found repeatedly in 
conventional laboratory studies describes a stronger neg-
ative signal deflection in response to the presentation of 
a face compared to perceptual and object controls (e.g., 
Eimer,  2011; Rossion & Jacques,  2011). The majority of 
studies report stronger negative amplitudes for faces com-
pared to cars (Boehm et  al.,  2011; Flevaris et  al.,  2008; 
Kuefner et  al.,  2010; Rossion,  2014a, 2014b), although 
there are some studies that align with our findings and 
observe the opposite (Dering et al., 2009) or even no sig-
nificant difference at all (Kloth et al., 2013). In general, we 
did not replicate this established face effect, that is, stron-
ger N170 responses to face stimuli as to non- face or object 
stimuli, in either modality. Despite observing significant 
amplitude differences among the different stimulus types, 
both monitor and realistic faces consistently elicited the 

least pronounced N170 amplitudes, which stands in direct 
contrast to the typical pattern of findings.

Within our PC modality, the N170 amplitude did not 
differentiate between faces and blurred faces. It would 
have been expected for this outcome to manifest under 
conventional laboratory conditions, given the robustness 
of this effect that was also observed in the previous study 
(Sagehorn et  al.,  2023). Surprisingly, this distinction be-
tween normal and blurred faces was observed under re-
alistic conditions, which was not apparent previously 
(Sagehorn et al., 2023). The implementation of an active 
discrimination task likely increased general stimulus at-
tention, which might have caused the change in the N170 
result pattern. The component is prevalent to top- down 
modulation as its face effect can only be observed under 
very specific monitor conditions. Under realistic condi-
tions, the increased but also more natural attentional and 
contextual demands show that the effect is only of limited 
relevance for real- life face processing.

4.3.2 | Regional mean analysis

Regional mean analysis of the N170 revealed only a sig-
nificant FOD effect at the posterior right regional mean, 
which, however, did not survive Bonferroni correction. 
Thus, when examining the disparities in face and object 
perception between conventional laboratory conditions 
and realistic conditions during the N170 time window, 
we do not yet observe specific face processing for realistic 
faces. Although there is a discernible stimulus discrimina-
tion when directly comparing N170 amplitudes (standard 
analysis), the perception of faces and objects up until this 
processing stage remains fundamentally similar between 
conventional laboratory settings and realistic conditions. 
This lends support to the idea that the N170 serves a 
distinct role within the face perception process, deviat-
ing from conventional assumptions. Although it appears 
to reflect the initial perceptual awareness of whether a 
visual stimulus is a face or a non- face, acting as a sort of 
gating mechanism for basic- level visual categorization 
based on overall configuration and specific facial features 
(Sollfrank et al., 2021), this alone is insufficient to serve 
as a neural marker for real- life relevant face perception. 
Besides its involvement in perceptual awareness, the N170 
has also been considered a prediction error signal (Baker 
et al., 2021; Johnston et al., 2017). Manipulating attention 
and expectancy violations have independently amplified 
the N170 response for both cued and unexpected events, 
suggesting an alternative role for the N170 in signaling 
prediction errors (Baker et al., 2021; Johnston et al., 2017).

These observations highlight the need to examine 
established neural correlates like the N170 component 
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regarding their generalizability to realistic settings, as they 
are also frequently used in diagnostic and clinical con-
texts, for example, the N170 as a biomarker in disorders 
involving social dysfunction (Key & Corbett, 2020).

4.4 | Later components & 
response- locked analysis

The regional mean analysis of subsequent components 
revealed distinct patterns of face- specific processing de-
pending on modality on a broader timescale, as indexed 
by significant FOD effects at the frontal, bilateral tempo-
ral, and bilateral posterior electrode regional means for 
the later components (L1 and L2) and response- locked 
components (pre-  and post- response).

The L1 and pre- response components, as well as the L2 
and post- response components, do not completely overlap 
in time but represent the same neuronal mechanisms to 
which they are linked to varying degrees. Looking at the 
mean response times and their 95% confidence intervals 
(see Table S1), the response times for each stimulus type 
in both conditions lie well between the L1 and L2 com-
ponents, allocating them similarly to the pre-  and post- 
response components before and after the participants' 
response. However, employing response- locking further 
refines this distinction, allowing for the exclusion of peri-
ods predominantly affected by motor activity (such as but-
ton pressing). This level of specificity is not attainable with 
stimulus locking unless variations in reaction times are 
meticulously considered. In addition, response- locking 
of ERPs can attenuate the effects of later potentials re-
lated to the processing of perceptual decisions (Berchicci 
et al., 2016; Nasr, 2010), which is why they provide more 
meaningful results than the late stimulus- locked compo-
nents. As response- locking is not as commonly used and 
is not possible when the experiment does not require par-
ticipants to respond, we interpret the components of both 
types of locking in parallel. Moreover, the similarity test-
ing of the topographies of the L1 and pre- response as well 
as the L2 and post- response components showed a clear 
similarity between the stimulus- locked and response- 
locked domains. Although similar topographies do not 
necessarily reflect similar underlying neural generators, 
we take this as a strong indication that the L1 and pre- 
response components, as well as the L2 and post- response 
components, reflect similar or at least strongly overlap-
ping neural processes.

The comparison of face and object perception, exclud-
ing stimulus-  and modality- dependent perceptual fea-
tures, revealed distinct neural mechanisms being recruited 
under realistic as opposed to conventional laboratory 
conditions. The analysis of later components therefore 

extends the insights on the face perception process, both 
in spatial and temporal dimensions.

Under conventional laboratory conditions, there seems 
to be no pronounced differentiation in the processing of 
screen faces and cars, as reflected by later potentials. This 
is consistent with the results of the previous study sug-
gesting that similar processing mechanisms are employed 
for the perception of face and non- face stimuli presented 
in 2D (Sagehorn et al., 2023). In contrast, the processing of 
faces and objects under realistic conditions in VR involves 
distinct neural mechanisms depending on the stimulus 
category. Thus, encountering persons and cars in real size 
requires adaptation of processing depending on the stim-
ulus category, whereas viewing images on a monitor with 
only the laboratory as context does not.

As several studies investigating emotional and cogni-
tive processing properties under more realistic conditions 
have already shown, providing a realistic and immersive 
experience where different types of stimuli are presented 
in real- world dimensions reveals unique neural mecha-
nisms that are not evident under conventional laboratory 
conditions (Blascovich et  al.,  2002; Gabana et  al.,  2017; 
Gromer et  al.,  2018; Kisker, Gruber, & Schöne,  2021; 
Kisker, Lange, et  al.,  2021; Newman et  al.,  2022; Rubo 
& Gamer, 2018; Schöne et al., 2019; Schöne et al., 2023; 
Schöne, Kisker, et al., 2021; Van Den Oever et al., 2022; Xu 
et al., 2021).

In Sagehorn et al. (2023), analysis of later components 
already indicated different neural mechanisms involved 
in the perception of faces compared to silhouettes and 
objects under realistic conditions. In conjunction with re-
sults from conventional laboratory studies suggesting that 
later potentials (i.e., LPP) distinctly index human face pro-
cessing (e.g., Schindler et al., 2017; Wheatley et al., 2011), 
it was expected that these potentials would also be influ-
enced by the transfer to more realistic conditions. Already 
in the conventional laboratory, the influence of social 
relevance, emotional and motivational salience, and per-
ceived realism was found to be reflected in specific late 
potentials (Bublatzky et  al.,  2014; Schindler et  al.,  2017; 
Wheatley et al., 2011). Perception of human faces under 
more realistic conditions is associated with an increase in 
all of these dimensions, which resulted in the sustained 
and much stronger positive activation over frontal elec-
trodes in the present study, providing the first evidence for 
more elaborate face processing.

Perceiving human faces in a natural context, pro-
portionate to object control images (e.g., cars), further 
strengthens the notion that actual stimulus identifica-
tion and recognition on a conceptual level occurs over 
a longer timeframe, extending beyond 200 milliseconds 
after the stimulus presentation. During the late com-
ponent L1 and pre- response component, we observed a 
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pronounced face- specific processing of realistic faces on 
a conceptual level that continues into the post- decisional 
evaluation phase, reflected in the late component L2 and 
post- response component. Under realistic conditions, 
encountering a person or a car necessitates the use of 
specific neural mechanisms for identifying and evaluat-
ing the perceived stimuli. Conversely, viewing a picture 
of these stimuli in the PC condition does not appear to 
engage these stimulus- dependent perceptual processing 
mechanisms.

4.5 | Limitations and outlook

The transfer of a classical face perception paradigm to re-
alistic conditions using VR yielded broadly similar ERPs 
in the early processing phases (i.e., P1, N170), demonstrat-
ing the general feasibility of this approach. However, the 
processing of realistic stimuli also suggests that different 
neural mechanisms are recruited than under conven-
tional laboratory conditions.

At this point, it is important to note that the experi-
mental paradigm used in the current study, although more 
realistic than viewing images on a computer screen, is still 
unrealistic in terms of the physical probability of the stim-
ulus occurrence. It is highly unlikely that immobile people 
and cars will randomly appear out of nowhere in front of 
someone. Nevertheless, this approach is essential to main-
tain consistency with previous laboratory designs and en-
able a reasonable comparison of physiological correlates. 
To take the next step toward investigating realistic face 
processing and to further test the neural correlates that 
seem to be relevant in real- life face perception, the experi-
mental setup needs to become more realistic and dynamic 
without losing too much experimental control. Prior stud-
ies have employed dynamic 2D presentations of faces 
and bodies, revealing several important findings (Kilts 
et al., 2003; Puce et al., 2000; Wheaton et al., 2004). For in-
stance, they demonstrated that facial movements engage 
distinct processing mechanisms not implicated in the per-
ception of static images (Puce et al., 2000). Additionally, 
these studies highlighted differences in the processing of 
dynamic emotional facial expressions compared to static 
ones (Kilts et al., 2003). They also found that observing the 
movements of body parts activates a more extensive array 
of brain regions in comparison to merely viewing their 
static counterparts (Wheaton et al., 2004). With regard to 
the investigation of realistic face and person perception, 
the ultimate goal should therefore be to use dynamic 3D 
presentations of faces and the corresponding bodies in 
order to obtain a comprehensive picture of the underlying 
neural mechanisms.

Other approaches that focus on conducting their ex-
periments in a natural environment brought the labora-
tory directly into the real world (e.g., Gert et  al.,  2022). 
Although the results obtained in a real- life environment 
provide valuable insights into new aspects of face process-
ing, they are also very uncontrollable and make it difficult 
to reproducibly access physiological correlates. The con-
text and task demands within an experimental paradigm 
are undoubtedly of great importance for the cognitive 
processes under investigation, and it should therefore be 
possible to control them systematically.

As the complexity of experimental setups and par-
adigms continues to evolve to align with the intricate 
neural functions under investigation, there arises a con-
current demand for the development of more sophisti-
cated analytical approaches. Within this context, EEG 
data, characterized by its temporal variability, represent 
an ideal candidate for functional data analysis—an ap-
proach of growing significance in EEG research (Ullah & 
Finch, 2013; Wang et al., 2016). This methodology allows 
for a holistic interpretation of data in its continuous, not 
necessarily linear nature, facilitating the application of 
concepts like component analysis (Shangguan et al., 2020; 
Zhang et  al.,  2019), functional clustering and classifi-
cation (Yi et  al.,  2022), and predictive modeling (Zhang 
et al., 2020).

Although mean- based analyses have traditionally played 
a pivotal role in EEG research, it is essential to recognize 
the potential of more robust statistical measures. Given 
the frequent interest in identifying differences in locations 
and scales in EEG signals, the utilization of median anal-
ysis, such as the determination of median peak- amplitude 
latencies (see Figure S1) or the calculation of coefficients 
of variance (Ospina & Marmolejo- Ramos,  2019), proves 
highly advantageous. Furthermore, the exploration of 
alternative techniques, including robust statistics and 
distributional regression (Klein, 2024), warrants consider-
ation as alternatives to conventional parametric statistical 
methods like anovas. Additionally, representing data in a 
manner congruent with its underlying distributional char-
acteristics enables more comprehensive data exploration 
(e.g., cumulative distribution function plots; Marmolejo- 
Ramos et al., 2023) (see Figure S2).

At the same time, another challenge arises. 
Representing realistic and, at the same time, dynamic 
and responsive human avatars in virtual environments re-
mains a demanding task (Di Natale et al., 2023; Hepperle 
et al., 2022). Virtual faces created with today's advanced 
digital graphics technologies, although appearing re-
markably realistic, are still perceived as not fully human, 
which is reflected at both the behavioral and neural lev-
els (uncanny valley effect; Di Natale et al., 2023; Hepperle 
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et  al.,  2022; Miller et  al.,  2023; Schindler et  al.,  2017; 
Sollfrank et al., 2021).

These developments also have an impact on practical 
research areas that focus on recognizing, interpreting, and 
responding to human emotions, such as emotional arti-
ficial intelligence (AI), where AI systems are used to im-
prove the interaction between machines and humans in 
this regard. Here, EEG data is being utilized to gain deeper 
insights into emotion recognition processes, with the aim 
of modeling them (Kamble & Sengupta, 2023; J. Wang & 
Wang, 2021). Gaining a more nuanced understanding of 
the neural processes underpinning real- world face per-
ception and recognition and how these are expressed in 
differentiated EEG signals has implications for research in 
the field of emotional AI.

Consequently, future studies face the task of achieving 
three objectives: creating realistic and physically probable 
environments, implementing realistic dynamic human 
avatars, and maintaining an appropriate level of experi-
mental control to systematically manipulate context and 
task demands.

4.6 | Conclusion

Implementing established laboratory conditions in a 
more authentic VR environment represents a crucial 
stage of progress in the study of real- life relevant face 
perception. To our knowledge, together with Sagehorn 
et  al.  (2023), the direct comparison of face perception 
between a conventional 2D monitor and realistic VR 
conditions is still a novel approach that addresses the 
challenge of transferability between the laboratory and 
reality in this domain.

In line with conventional laboratory results, our stan-
dard analysis of the N170 latency and amplitude confirms 
the involvement of the component in the face perception 
process, however, only to a certain degree. As the N170 
does not exhibit conclusive face- sensitive characteris-
tics and is prone to contextual and attentional factors, it 
might rather represent a pre- selective gating mechanism 
involved in the initial awareness of faces.

The processing of faces beyond the initial perceptual 
level takes place across a broader spatial and temporal 
distribution, which can be observed through later compo-
nents linked to the response. Notably, both the pre-  and 
post- response components exhibit face- specific character-
istics in the conceptual identification and post- decisional 
evaluation of faces only under realistic conditions.

Our study aligns with previous research that com-
pares electrophysiological markers obtained in both 2D 
and VR conditions, offering evidence that these markers 

and the underlying neural properties are domain- specific. 
Conventional paradigms developed according to the re-
ductionist approach are limited in their ecological validity 
as they lack specific characteristics of the real environ-
ment, that is, depth and spatial proximity as well as phys-
ical and conceptual plausibility, from which the cognitive 
process of interest cannot be isolated.

To summarize, face perception involves intricate neu-
ral mechanisms that operate over a broader timeframe, 
extending beyond approximately 200 ms after stimulus 
presentation. The fundamental perceptual processing 
phase of perceiving faces exhibits substantial overlap 
when viewing them in 2D on a screen (conventional labo-
ratory conditions) or encountering them in their real size 
and 3D (realistic VR conditions). However, when it comes 
to in- depth processing at the conceptual level and eval-
uation of the perceived stimulus after initial categorical 
perception, distinct face- specific processing mechanisms 
are engaged for realistic faces that are not captured by con-
ventional laboratory conditions.
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SUPPORTING INFORMATION
Additional supporting information can be found online 
in the Supporting Information section at the end of this 
article.
Figure S1. Time- by- amplitude plots of the root- mean- 
squared ERP averaged over all electrodes per condition 
(mean PAL) (panel a: PC, panel b: VR) for the selection 
of appropriate time windows for all stimulus- locked 
ERP components. Highlighted sections mark the time 
windows for N170 PC (145–191 ms), N170 VR (112–
150 ms), L1 (200–450 ms), and L2 (600–1350 ms). The gray 
line illustrates the participant- based median ERP (median 
PAL).
Figure S2. Cumulative distribution functions (CDF) 
illustrating the distributions of response times [panel a], 
N170 latencies [panel b], and N170 amplitudes [panel c] 
for all stimulus types in both modalities.
Figure S3. Time- by- amplitude plots of the mean face–object 
difference (FOD) for both modalities for all regional means 
(frontal, temporal left, temporal right, posterior left, posterior 
right, and parieto- occipital). Time windows of interest are 
highlighted in red (N170 VR) and blue (N170 PC).
Figure S4. Topographies of the mean face–object 
difference (FOD) for the N170 time windows for both 
modalities (PC: 145–191 ms; VR: 112–150 ms).
Table S1. Descriptive statistics (mean, standard deviation, 
confidence interval) for response times, N170 latency and 
N170 amplitude (standard approach) for both modalities 
and all stimulus types.
Table  S2. Pairwise comparison of response times, N170 
latency and N170 amplitude (standard approach) within 
and between modalities.
Table  S3. Mean amplitudes, standard deviations and 
confidence intervals for N170 component per modality, 
stimulus type and regional mean.
Table  S4. Mean amplitudes, standard deviations and 
confidence intervals for L1 component per modality, 
stimulus type and regional mean.
Table  S5. Mean amplitudes, standard deviations and 
confidence intervals for L2 component per modality, 
stimulus type and regional mean.
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Table  S6. Mean amplitudes, standard deviations and 
confidence intervals for pre- response component per 
modality, stimulus type and regional mean.
Table  S7. Mean amplitudes, standard deviations and 
confidence intervals for post- response component per 
modality, stimulus type and regional mean.
Table  S8. Results of 2 × 4 × 6 repeated- measurements 
anova (rmanova) with the within- subject factors 
“modality” (VR vs. PC), “stimulus type” (face vs. car vs. 
face blurred vs. car blurred) and “regional mean” (frontal, 
temporal left, temporo- posterior left, temporal right, 
temporo- posterior right, parieto- occipital) for N170, L1, 
L2, pre- response and post- response components.
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