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Abstract—In recent years, image and video manipulations with
Deepfake have become a severe concern for security and society.
Many detection models and datasets have been proposed to
detect Deepfake data reliably. However, there is an increased
concern that these models and training databases might be biased
and, thus, cause Deepfake detectors to fail. In this work, we
investigate factors causing biased detection in public Deepfake
datasets by (a) creating large-scale demographic and non-
demographic attribute annotations with 47 different attributes for
five popular Deepfake datasets and (b) comprehensively analysing
attributes resulting in AI-bias of three state-of-the-art Deepfake
detection backbone models on these datasets. The analysis shows
how various attributes influence a large variety of distinctive
attributes (from over 65M labels) on the detection performance
which includes demographic (age, gender, ethnicity) and non-
demographic (hair, skin, accessories, etc.) attributes. The results
examined datasets show limited diversity and, more importantly,
show that the utilised Deepfake detection backbone models are
strongly affected by investigated attributes making them not
fair across attributes. The Deepfake detection backbone methods
trained on such imbalanced/biased datasets result in incorrect
detection results leading to generalisability, fairness, and security
issues. Our findings and annotated datasets will guide future
research to evaluate and mitigate bias in Deepfake detection
techniques. The annotated datasets and the corresponding code
are publicly available. The code link is: https://github.com/
xuyingzhongguo/DeepFakeAnnotations.

Index Terms—Deepfake, deepfake detection, databases, bias,
fairness, image manipulation, video manipulation.

I. INTRODUCTION

DEEPFAKE refers to a deep learning-based technique
that is able to create fake videos/images by swapping

the face of a person with the face of another. An example
of a Deepfake would be a video of someone convinc-
ingly speaking a language they have never learned, or even
impersonating a public figure so seamlessly that it’s nearly
impossible to distinguish from reality. Deepfake has become
a great concern for security and society [1] due to the
harmful usage of such fake content, such as fake news, fake
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pornography, or financial fraud. Moreover, the availability
of large-scale public face datasets and the development of
strong generative artificial intelligence (AI), and especially
deep learning techniques, such as Autoencoder or Generative
Adversarial Networks (GAN) [2], [3] have strongly increased
the realism of Deepfake. Various open-source and mobile
applications [4], [5] further allow to create highly realistic
Deepfake videos or images without any expert knowledge
and thus, make it possible for everyone to automatically
manipulate images of videos with Deepfake technology.

Consequently, many works have developed detection meth-
ods capable of detecting such face manipulations [6]. Previous
studies, however, pointed out some bias issues with these
detection methods for different factors such as age, gender,
and ethnicity [7], [8], [9]. The main reasons for bias in such
AI models are believed to originate from unbalanced train-
ing databases [7], [8], [9]. Biased decisions from detection
approaches significantly impact both security and society if,
for example, images from a certain group of people are
constantly scrutinised as Deepfake.

A. Societal and Technological Aspects

In 2018, the disappearance of Gabon’s President Ali
Bongo led to public unrest and speculation of his assas-
sination, culminating in a government-released DeepFake
New Year’s broadcast that inadvertently provoked a military
mutiny due to its unnatural appearance [10]. Reliable detection
across different demographic groups in such situations can
prevent inadvertent consequences. Despite the availability of
DeepFake detection algorithms, there is a growing concern that
these algorithms as with other machine learning algorithms,
misclassify authentic images from specific ethnic and demo-
graphic groups as DeepFakes.

Such misclassification for certain groups can have unin-
tended and significant societal and political consequences
[11], [12]. To address this issue, it is essential to thoroughly
investigate and analyse the factors related to bias in DeepFake
detection. With a comprehensive understanding of these fac-
tors, the deployment of such technology can be justified and
known limitations can be disclosed. Therefore, our primary
motivation is to thoroughly investigate and analyse the factors
responsible for bias in DeepFake detection.

This paper specifically focuses on analysing these factors
and does not propose or introduce any new DeepFake detection
methods. Our objective is to highlight the key aspects to be
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addressed before implementing a DeepFake detection algo-
rithm in operational contexts. By doing so, we aim to provide
valuable insights to inform the development and deployment
of more fair and accurate DeepFake detection systems.

B. Contributions

The present study highlights the necessity for annotated
datasets and balanced performance metrics to assess the impact
of biased datasets to determine the efficacy of detection
models. In this regard, this work makes two significant
contributions by analyzing factors that lead to perceived bias
in Deepfake detection.

1) We provide massive and diverse annotations for five
widely-used Deepfake detection datasets. Existing
Deepfake detection datasets contain none or only
sparse annotations restricted to demographic attributes,
as shown in Table II. This work provides over
65.3M labels using 47 different attributes for five
popular Deepfake detection datasets (Celeb-DF [13],
DeepFakeDetection (DFD) [14], FaceForensics++
(FF++) [15], DeeperForensics-1.0 (DF-1.0) [16] and
Deepfake Detection Challenge Dataset (DFDC) [17]).

2) We comprehensively analyse detection bias in three
state-of-the-art Deepfake detection backbone models
with respect to various demographic and non-
demographic attributes regarding to four current
Deepfake datasets. Previous investigations restricted
their analysis to a maximum of four demographic
attributes on a single dataset. Contrarily, we analyse
detection bias on a much larger scale of distinctive
attributes on four widely-used Deepfake datasets.1

For the first contribution, five annotated datasets are
created in the direction of earlier work using the MAAD-
Face principle [18]. By computing a reliability score from
the predictions of the MAAD classifier, we consider high-
confidence predictions for labelling process to ensure a high
annotation correctness. While the annotations from previous
works at most contain demographic information like age,
gender, and ethnicity, the annotations in this work are highly
diverse and include attributes such as hair-color and -style,
skin, face geometry, mouth, noise, and various accessories. We
assert that these rich annotations will allow future works to
evaluate the role of each attribute and use it to train better
detection models that can mitigate bias issues.

The second contribution of our work is a detailed analysis of
detection bias in Deepfake detection approaches by comparing
the differential outcomes of three state-of-the-art Deepfake
backbone networks (EfficientNetB0 [19], Xception [20], and
Capsule-Forensics-v2 [21]) on four of the proposed Deepfake
annotation datasets with respect to 31 demographic and non-
demographic attributes.2

1For the analysis, we do not consider DF-1.0 data as the detection
methods did not produce enough errors (Details in Table XIV, Table XV, and
Table XVI) on this dataset to analyse biased behaviours.

2For experiments, we neglected attributes that are not frequently occurring
to avoid wrong conclusions caused by limited testing data. Details can be
found in the Appendix and Table IV.

The results indicate that the investigated datasets are highly
imbalanced leading to highly biased detection backbone mod-
els when trained on such databases for a large variety of
demographic and non-demographic attributes.

The observed bias in the detection backbone models can
further explain the low generalisability of current Deepfake
detectors [22], [23] across different attributes. Interestingly,
the effect of the imbalanced attributes often differs in detection
performance if the attribute is observed on a pristine (nonfake)
image or a Deepfake. The results indicate that the detec-
tion backbone models learn several questionable factors that
require a deeper investigation. For example, a person smiling
or wearing a hat is strongly detected as a real person despite
being a Deepfake image. Depending on the application, these
factors can lead to biases and, subsequently, strong fairness
issues when a fake video of a smiling woman is detected as
a real one. Conversely, a biased detection backbone model
deciding a manipulated video as an unaltered video may lead
to security implications. A complete list of such findings from
our work along with the recommendations for future work is
provided in Section VI.

II. RELATED WORK

A. Deepfake Detection

There are two main approaches that are used to detect
manipulated media. One focuses on the spatial features
extracted from frames of a video. The other utilises temporal
features among frames to capture falsified clues.

1) Spatial features: Most of the early efforts to
detect Deepfake have been made using spatial fea-
tures extracted from video frames. Researchers have
been working on detecting artifacts using unnatural
facial features [24], blending traces [25], CNN-
generated/GAN-generated fingerprints [26], [27]. Some
studies have also been conducted in the frequency
domain in order to detect artificial image con-
tents [28], [29].

2) Temporal features: Instead of individual frames, tem-
poral features across frames have also been used
recently, for example, unsynchronised color [30], [31],
and phoney heartbeats appearing on faces [32], [33] and
inconsistent facial information [34], [35], [36], [37].

Most works have focused on developing Deepfake detec-
tion solutions tailored to available datasets. However, these
solutions can be imbalanced, leading to bias and low gener-
alisability across different demographic factors. We analyse
four Deepfake detection approaches to demonstrate the biased
performances for different demographic factors.

B. Deepfake Datasets

Table II shows seven popular Deepfake datasets that are
popularly used for the development and evaluation of reliable
Deepfake detection backbone models. DeepfakeTIMIT [38]
and FFW [39] were published in 2018, followed by DFD [14]
and FF++ [15], [40] in 2019. DFDC [17], Celeb-DF [13] and
DF-1.0 [16] were released in 2020. Over the years, the size
of the datasets has increased in terms of manipulations and
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TABLE I
COMPARISON OF PREVIOUS BIAS INVESTIGATIONS IN DEEPFAKE

DETECTION - THIS WORK PROVIDES A MORE COMPREHENSIVE BIAS

ANALYSIS INVOLVING MORE DATASETS UP TO 4 AND MORE

INVESTIGATED ATTRIBUTES REACHING THE QUANTITY OF 47

the total number of images/videos. However, there are limited
efforts to create more balanced datasets for gender and ethnic-
ity. Both Celeb-DF and DF-1.0 maintain parity between males
and females. Celeb-DF has a more extensive range of ages,
while DF-1.0 holds balanced skin types. Despite these efforts,
only a few databases provide additional annotations that could
be utilised for developing Deepfake detection algorithms or
testing these for influences of demographic factors. In contrast
to previous works, we provide high-quality annotations for five
popular databases for 47 demographic and non-demographic
attributes. We hope to enable the development and evaluation
of balanced and less-biased Deepfake detectors.

C. Analysing Bias in Deepfake Detection

Internal representations of neural network models preserve
attribute-related information of the training data even if it
is not directly needed for the model objective [42], [43].
These encoded attribute patterns are reported to lead to biased
performance in AI models [44]. Although there are many
works on studying fairness in AI [44], [45], [46], only a
few works analyse biases in the Deepfake detection field.
Hazirbas et al. [7] measured the robustness of Deepfake
detection backbone models across four primary dimensions:
age, gender, apparent skin type, and lighting. They analysed
the top five winners of the Deepfake Detection Challenge [47],
[48], [49], [50], [51] for these attributes and concluded that
all methods are biased towards lighter skin tones and fail
in subjects with darker skin. Trinh and Liu [8] measured
the predictive performance of popular Deepfake detectors,
MesoInception-4 [52], Xception [20] and Face X-Ray [25]
on racially balanced datasets for gender and race. Significant
disparities were found in predictive performances across races
and large representation bias in widely used FF++ [15].
Pu et al. [9] used a subset of the Face2Face dataset in
FF++ and investigated MesoInception-4 to verify the exis-
tence of gender bias. Studying bias in Deepfake detection
so far is limited to a few demographic factors such as
gender and ethnicity. In contrast, this work analyses bias
of three state-of-the-art Deepfake detection methods on four
widely-used Deepfake datasets considering 31 demographic
and non-demographic attributes as shown in Table I. With
this work, we provide up to 47 attribute annotations on 4
popular Deepfake datasets. This work makes it possible to
study the bias problem in a more comprehensive and reliable
manner.

III. METHODOLOGY

To analyse different attributes, we first create large-
scale annotations of 47 demographic and non-demographic
attributes for five Deepfake detection databases. Following
this, we conduct a comprehensive bias analysis of the state-
of-the-art Deepfake detection methods on these annotated
databases. In the following section, the process for creating
the large-scale annotations is described, and methodology for
measuring bias is presented.

A. Annotating Deepfake Databases

We utilize MAAD-Face classifier [18] trained on LFW [53]
and CelebA [54] as source databases to implement a novel
annotation-transfer technique that transfers the attribute anno-
tations from several source databases to target databases.
This approach prioritizes annotations with high confi-
dence predictions, thereby enhancing annotation correctness
and minimizing potential biases. We annotate five cur-
rent Deepfake detection databases (DFD [14], FF++ [15],
DFDC [17], Celeb-DF [13], and DF-1.0 [16]) in this work.

In the annotation process, each image is assigned with
one of three possible labels for an attribute, positive (1),
negative (−1), or undefined (0). A positive annotation for
attribute a of an image means that the face in the image has
attribute a. For instance, a face with a positive annotation
for ‘Young’ represents a face of an young individual. In
contrast, a negative annotation for attribute a of an image
means that the face in the image does not possess attribute
a. e further enforce a confidence-driven threshold to assert
if an attribute cannot be classified. The confidence score is
calculated based on the reliability measure from [55] and
aims at preventing error-prone annotations. Specifically, if
the classifier produces a decision for an attribute with a
confidence below 90%, we annotate the attribute as undefined
(0). We apply this methodology on five Deepfake detection
datasets (DFD, FF++, DFDC, Celeb-DF, DF-1.0), resulting
in the annotation datasets A-DFD (4.7M labels), A-FF++
(8.5M labels), A-DFDC (4.6M labels), A-Celeb-DF (9.2M
labels) and A-DF-1.0 (38.3M labels), shown in Table II. These
provide annotations for 47 attributes including information on
demographics, skin, hair, beard, face geometry, mouth, nose,
and accessories.

B. Evaluating Bias in Imbalanced Data

In this study, we assess the bias of a detection backbone
model to an attribute a by comparing its performance when the
attribute is present versus absent. However, there is a potential
issue of an unbalanced distribution of positive and negative
labelled testing samples during the experiments. To avoid
inaccurate results caused by this imbalance, we introduce
a corrected performance measure using control groups of
positive and negative samples. We adopt the methods of
creating two control groups for each attribute a by randomly
selecting N samples from the testing data from [44], where N
is the number of samples with or without attribute a. By doing
so, we ensure that each control group has the same number of
samples as their counterparts in the real data, thus making the
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TABLE II
OVERVIEW OF POPULAR DEEPFAKE DATASETS AND THE PROPOSED ANNOTATIONS DATABASES - WHILE PREVIOUS DATABASES LACK

DIVERSE ANNOTATIONS, THE FIVE PROPOSED ANNOTATION DATABASES CLOSE THIS GAP AND PROVIDE THE RESOURCES NEEDED TO

COMPREHENSIVELY ANALYSE AND MITIGATE BIAS IN DEEPFAKE DETECTION BACKBONE MODELS

positive and negative control groups independent of individual
sample properties and drawn from the same distribution.

Comparing the classification performance of the positive
and negative control groups for an attribute a allows us to
measure the effect of data imbalance on performance. If the
performances of the negative and positive control groups are
similar, the distribution of testing data does not significantly
impact the performance. Contrarily, if the performances of
the negative and positive control groups are dissimilar, the
unbalanced testing data affects the classification performance.
To measure the bias effect of an attribute a on the performance,
we adopt the relative performance (RP) measure from [44]

RPtype(a) = 1 − err(+)
type(a)

err(−)
type(a)

, (1)

with type = {data, control}. RPtype(a) measures the
performance differences for an attribute a based on the error
rates for a positive err(+)

type(a) and a negative err(−)
type(a) group.

If the error rates are the same, RP(a) = 0 and, thus, attribute a
does not affect performance. Positive RP values refer to lower
error rates for the positive class (samples with this attribute).
Contrarily, negative RP values refer to lower error rates for
the negative class.

To correct this bias in the relative performance measure
originating from the unbalanced testing data, we propose the
corrected relative performance (CRP)

CRP(a) = RPdata(a) − RPcontrol(a) (2)

which describes the difference between the relative
performance of the real data RPdata and the relative
performance of the control groups RPcontrol. The CRP measure
simplifies to

CRP(a) = err(+)
control(a)

err(−)
control(a)

− err(+)
data(a)

err(−)
data(a)

, (3)

and aims at removing the influence of the testing data distri-
bution from the performance measure. If biased performance

comes only from unbalanced test data, RPdata and RPcontrol

will be equal, and thus the corrected relative performance CRP
will be zero. We use the CRP(a) to measure the influence of
the presence of attribute a on the performance and thus, to
measure bias independently of the testing data parity.

IV. EXPERIMENTAL SETUP

A. Database and Considered Attributes

For the experiments, we choose five widely-used Deepfake
detection datasets, DFD [14], FF++ [15], [40], DFDC [17],
Celeb-DF [13] and DF-1.0 [16]. Details for the different
databases are provided in Table II. 30 frames are extracted
from the first 300 frames of each video using a 10-
frame interval. The faces are detected and aligned using
MTCNN [56] for each of the frames. To ensure that enough
data is available for analysing bias originating from specific
attributes, we ignore attributes where a minimum of 100
positive or negative labelled images are unavailable. Out of the
47 attributes available in the annotated databases, only 31 were
included in the bias analysis due to such a curation process.
The specific details of this process can be found in Appendix
Table IV.

B. Deepfake Detection Backbone Models

For the experiments, we choose three well used
Deepfake detection backbone models, EfficientNetB0 [19],
Xception [20], and Capsule-Forensics-v2 [21]. These three
networks have been used frequently as backbone networks
in the Deepfake detection [25], [29], [57], [58], [59], [60].
Therefore, we consider it reasonable to use them for the bias
analysis. Furthermore, we have trained and evaluated the three
backbone networks with a subject-exclusive train/dev/test for
all the attributes. Due to the lack of a standardised protocol
for all datasets, we spilt the datasets with a 60%/20%/20%
proportion for train/val/test respectively.

• Xception uses depth-wise separable convolutions to
reduce the computational cost of traditional convolutions
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while maintaining high accuracy. This is achieved by
performing spatial and channel convolutions separately,
allowing for more efficient image feature processing.
It is a highly effective deep learning architecture for
image recognition tasks that require high accuracy and
computational efficiency.

• EfficientNet is a model scaling method that uses a sim-
ple yet highly effective compound coefficient to scale
up CNNs in a more structured manner, balancing the
network’s depth, width, and resolution to optimize its
performance on a given resource budget. The architec-
ture includes several novel features, including a mobile
inverted bottleneck block, squeeze-and-excitation opti-
misation, and stochastic depth regularisation, further
improving its performance. In our paper, we select the
most lightweight version of EfficientNet, EfficientNetB0,
to showcase its effectiveness.

• Capsule-Forensics-v2 uses capsules to extract facial
features and their spatial relationships from the input image
to detect discrepancies. It incorporates a novel loss function
that encourages disentangled representations, improving
forgery detection accuracy. The model has demonstrated
high effectiveness in detecting image manipulations,
including copy-move, splicing, and face morphing.

C. Evaluation Metrics

Previous work on Deepfake detection has reported its results
based on a simple accuracy measure [8], [9]. However, dealing
with unbalanced testing data is the norm, and a simple
accuracy measure is vulnerable to this. We further notice many
attributes being unbalanced in terms of the positive/negative
labels from Figure 1. We, therefore, make use of a balanced
accuracy measure, which computes the arithmetic mean of the
sensitivity and specificity and is more robust to unbalanced
data [61]. More precisely, we report the performances in
terms of error rates (1-balanced accuracy) since this work
investigates bias issues driven by inaccurate predictions.

V. RESULTS

This section presents our findings on the presence of
bias in Deepfake detection datasets utilising our proposed
annotations. We analysed the relationship among various
variables regarding RP-vs-CRP and PDRP-vs-DDRP and used
24 plots to visualize these relationships. As we discuss these
findings, it is crucial to keep in mind the concepts of causality
and correlation in research and statistics. Causality refers to
the relationship between cause and effect, while correlation
measures the degree to which two or more variables are
associated. It is important to note that correlation does not
necessarily imply causality. Therefore, our results will focus
on explaining correlation, and we will leave an in-depth
exploration of causality for future studies.

A. Analysing Database Annotations

1) Attribute Statistics: Figure 1 shows the annotation dis-
tribution of the five annotated Deepfake detection datasets.
For each attribute, green indicates the percentage of positive

annotations, red indicates the percentage of negative annota-
tions, and grey represents the percentage of images that have
an undefined annotation for the attribute. According to the
data given by Celeb-DF [13], this dataset contains male of
56.8% and female 43.2%, and in Figure 1(a), the percentage
of male (positive) is 70.15% and the percentage of female
(negative) is 29.85%. The reason of the increased gap between
gender asymmetry is that Celeb-DF only generates Deepfake
videos using the same gender, so the number of differences
between male and female are enlarged among the synthesised
videos. We notice that most databases are quite balanced for
the gender attribute.

However, there is a big imbalance with respect to skin
colour, especially in Celeb-DF where people with white
skin tones occupy the vast majority of this dataset. The
big gap between numbers corresponds to the number dis-
parity of Celeb-DF [13] (5.1% Asian, 6.8% African, and
88.1% Caucasian) which clarifies the high accuracy of the
MAAD-classifier. The DFDC dataset appears to have a notice-
able under-representation of individuals of Asian descent.
Furthermore, there is a prevalence of white individuals in both
the DFD and FF++ datasets. The variations in skin color
distribution across different datasets may result in biases in
the Deepfake detection system.

To conclude, it is clearly visible that the investigated
Deepfake detection databases (DFD, FF++, DF-1.0, and
DFDC) are strongly imbalanced with respect to most analysed
attributes. Future work should consider creating balanced
datasets to prevent any potential biases in Deepfake detection
algorithms when such datasets are used for training.

2) Attribute Correlations: We present 20 most positive
and negative pairwise attribute correlations in Figure 2 to
understand the quality of the labels and potential biases in
the attribute space. For instance, we notice in Figure 2(a) that
the attributes of Mustache and Goatee are highly correlating
with each other. A high correlation also occurs between Heavy
Makeup and Wearing Lipstick. This is easy to understand as
the former attributes are mainly associated with males, and
the latter ones mainly are with females. In contrast, Mustache
and Goatee are negatively correlated to Heavy Makeup, and
Wearing Lipsticks. Similar patterns are observable across
different attribute correlations. The presence of negative cor-
relations, such as the inverse relationship between No Beard
and Mustache, as well as Goatee, highlights the quality of
the annotations. It still should be noted that some correlations
might also origin from the MAAD-classifier. Most of these
correlations can be explained with background knowledge of
the databases. For instance, the Celeb-DF dataset contains
mainly images of celebrities in which these are present-
ing themselves to the camera. Therefore, a high correlation
between Heavy Makeup and Wearing Lipstick is observed
which may not necessarily represent real-world Deepfake of
non-celebrities.

To conclude, our investigation has identified attribute pairs
within the databases that exhibit strong correlations. It is
imperative that future studies utilising these datasets and
annotations consider these attribute correlations to avoid any
misinterpretations that may result in biases. By acknowledging
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Fig. 1. Annotation distribution of the annotated Deepfake detection datasets - The distributions of the proposed dataset annotations are shown with the
y-axis presenting percentage. For each attribute, green indicates the percentage of positive annotations, red indicates the percentage of negatively annotations,
and grey represents the percentage of images that have an undefined annotation for the attribute. The distributions show that these databases are highly
unbalanced concerning these attributes.

and accounting for these correlations, we can enhance the
accuracy and fairness of any analysis or application of these
databases.

3) Annotation Correctness: To evaluate the effectiveness of
the proposed annotations, we have adopted Table III from the
MAAD-classifier [18]. This table verifies the accuracy of the
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Fig. 2. Attribute annotation correlations of the Deepfake detection databases - The 20 most positive and negative (Pearson) correlations are shown for each
of the five databases. Green indicates positive correlations, while red indicates negative correlations. For working with these databases, the highly-correlating
attributes should be considered to prevent misinterpretations.

MAAD-classifier for the attributes utilised in our study. This
table originates from [18] and shows the attribute correctness
of the classifier with respect to three human evaluators. For
each attribute, 100 images with and 100 images without this
attribute were chosen randomly and shown to the evaluators
to determine the true attribute label for each image. If the
evaluators disagreed on an attribute, majority voting was used
to decide on a label. Then, the accuracy, precision, and recall
of the classifier predictions are calculated based on the ground
truth provided by the human evaluators. The results are shown
in Table III. For most attributes, the classifier agrees with
human evaluators, resulting in an average accuracy of 92%,
precision of 90%, and recall of 94%. Compared to similar
facial annotation databases, such as LFW [53] (72% accuracy,
61% precision, 84% recall) and CelebA [54] (85% accuracy,
83% precision, 89% recall) [18], the proposed annotations are
of high correctness.

The annotations provided in this work are of higher quality
than the annotations provided for previous databases and we
assert them to be suitable for analysing bias in Deepfake
detection. Future works can make use of these attributes
for developing and analysing bias-mitigating approaches in
Deepfake detection.

B. Analysing Bias in Deepfake Detection

To understand the bias in Deepfake detection, we will
first study the general detection performance in presence

of several potentially imbalanced attributes and secondly,
analysing the detection performance in presence of these
attributes separately on pristine and fake data. We exclude
DF-1.0 dataset as the detection methods did not produce
high enough errors necessary to analyse biased behaviours.
The detailed results are shown in Appendices Table XIV,
Table XV, and Table XVI due to page limits.

1) Investigating General Bias Issues: This section analyses
the general bias issues in Deepfake detection based on RP-vs-
CRP plots as shown in Figure 3. In these plots, the relative
performance (RP) for each attribute is shown with respect
to the corrected relative performance (CRP). As mentioned
in Section III-A, RP describes the ratio of the performance
for images with a certain attribute versus the performance
without this attribute. Consequently, RP(a) = −100% for
an attribute a means that the error is twice as high if the
image has this attribute than without it. Since the testing data
is imbalanced for many attributes, the CRP was introduced
in Section III-A to remove the influence of data imbalance.
Consequently, attributes that lie in the top area (green) of the
RP-vs-CRP plots indicate an increased detection performance
and, contrarily, attributes that lie in the bottom (red) indicate
increased detection errors. Moreover, each plot contains a
bisectrix line where the attributes close to this line are less
affected by imbalanced testing data than attributes away
from it.

The RP-vs-CRP plots in Figure 3 are shown for three
models on four Deepfake detection databases. The plots show
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TABLE III
ANNOTATION CORRECTNESS STUDY - ANNOTATION CORRECTNESS OF

THE UTILIZED ANNOTATION GENERATOR IS COMPARED WITH THE

ANNOTATIONS OF THREE HUMAN EVALUATORS [18]. COMPARED TO

SIMILAR LARGE-SCALE FACIAL ANNOTATION CLASSIFIERS USED FOR

DATABASES, SUCH AS LFW [53] (72% ANNOTATION ACCURACY) AND

CELEBA [54] (85% ANNOTATION ACCURACY), THE PROPOSED

ANNOTATIONS ARE OF HIGH CORRECTNESS [18] (92%
ANNOTATION ACCURACY)

strong influences of most of the investigated attributes on the
performance, indicating strongly biased Deepfake detectors.
For instance, the analysis of EfficientNetB0 on Celeb-DF
shows that having a big nose/big lips/or being black or chubby
leads to more than twice the detection errors compared to
images without these attributes. This shows serious fairness
issues of these models when these are applied in real-world
applications for specific category of people. In general, most
attributes can be observed as strong factors leading to unfair
performance differences in DeepFake detection.

Moreover, we have observed that training Deepfake
detection backbone models on various datasets results in
significant variations in the influence of attributes on detection
performance. For instance, the misclassification of the pattern
Obstructed Forehead is observed in the Celeb-DF and DFDC
datasets. This finding suggests that both the selection of
Deepfake detection backbone networks and the choice of
datasets may significantly impact bias in the system.

To conclude, the experimental results demonstrate that the
analysed Deepfake detection backbone models are strongly

biased against a variety of demographic and non-demographic
attributes. The variation of the biased performances across the
models and databases indicates that this bias originates from
several sources such as unbalanced training data, the utilised
network, and their training process. The observed attribute-
related variation in performances shows a strong need for
mitigating bias in Deepfake detection models.

2) Investigating Bias Issues in Pristine and Fake Data:
To investigate the bias issues in DeepFake detection in
more detail, we conduct another analysis for pristine and
fake data individually in this section. The results of this
analysis is shown in Figure 4, for three Deepfake detection
backbone models on four databases. The pristine data relative
performance (PDRP) refers to the CRP that is only evaluated
on pristine data and, analogous, the Deepfake data relative
performance (DDRP) refers to the CRP that is calculated on
fake data only. For an attribute a, a negative CRP on the
pristine data means that people having this attribute are more
likely to be falsely detected as fakes than people without these
attributes. A negative CRP on fake data means that fake images
that are generated with such an attribute are less likely to
be detected as fake and thus, demonstrate weak points that
attackers are likely to exploit. Each plot also contains bisectrix
line where attributes that lie close to this line have a similar
affect on pristine data than on Deepfake. Attributes placed
above this line have a higher CRP on the pristine than on the
Deepfake. Conversely, attributes below this line have a higher
CRP on Deepfake than on the pristine data.

The results clearly show that the effect of the investi-
gated attributes on the detection performance strongly differ
between pristine and fake data since most attributes lie far
away from the bisectrix line. Analysing the four quadrants
of the plots shows that in most cases the attributes are
distributed in all four. Attributes in quadrant I (top right),
indicate that the attributes have the same positive effect on
the performance, while attribute in quadrant III (bottom left),
have the same negative effect on the detection performance.
Observed performance in these areas indicates a similar biased
effect on the decision. Attributes in quadrant II (top left) and
IV (bottom right) show the opposite effect on the detection
performance on pristine and Deepfake data. Consequently,
for attributes in these areas, the model learnt the critical
assumptions that the presence of the attribute is an indicator
for Deepfake detection decision. For instance, the analysis of
EfficientNetB0 on Celeb-DF for attribute wearing hat, shows
a positive DDPR ≈ 100% and a negative PDPR ≈ −75%.
Consequently, if a person in a Deepfake image is wearing a
hat the model comes twice as often to the right decision than
if the person is not wearing a hat. Conversely, if a real person
with hat is analysed by the model it leads to nearly twice
as many errors as without a hat. The model in this case has
seemingly learnt the presence of a hat as a strong indicator
for the Deepfake data. Such observations point to questionable
assumptions learned by the network and can result in biased
detection performance.

In general, the observations reveal similar trends and pat-
terns corresponding to the investigation from Section V-B1.
The biased performances for the different attributes vary across
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Fig. 3. Bias analysis - The relative performance RP is reported with respect to the corrected relative performance CRP using three Deepfake detection
backbone models, EfficientNetB0 [19], Xception [20], and Capsule-Forensics-v2 [21] on four annotated databases, A-Celeb-DF, A-DFD, A-FF++, and
A-DFDC. Many attributes strongly influence the detection performance.

the utilised models and training databases. If a Deepfake
person has a goatee, a big nose, is chubby, male, or black,
the probability that the model (EfficientNetB0 on Celeb-DF)

comes to a wrong decision is doubled compared to persons
without these attributes. The detection models therefore show
strong biases leading to fairness issues in real-life applications
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Fig. 4. Bias analysis on Pristine Data and Deepfake Data - The CRP on the pristine data (PDRP) is reported with respect to the CRP on Deepfake data
(DDRP) using three Deepfake detection backbone models, EfficientNetB0 [19], Xception [20], and Capsule-Forensics-v2 [21] on our four annotated databases,
A-Celeb-DF, A-DFD, A-FF++, and A-DFDC. Many of the attributes strongly influence the detection performance.

if deployed without considering the attribute distribution.
It should also be kept in mind that this analysis limits
its investigation to the influence of single attributes on the

detection performance. The analysis of multiple attributes can
be asserted to lead to an exponential increase in its bias effects.
However, this aspect is not considered in this work.
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To conclude, the impact of biased performance for the
analysed attributes on detection accuracy varies significantly
between pristine and fake data for several attributes. The
results suggest that the models learn several questionable
assumptions that the presence of a certain attribute, such as if
the person is smiling or wears a hat, is an strong indicator for
Deepfake detection decision. Lastly, the investigated Deepfake
detection backbone models have demonstrated unfair behavior,
with a significant increase in the probability of making incor-
rect decisions when presented with specific attributes such as
having a big nose or belonging to a particular gender or race.
This bias in current Deepfake detectors affects their accuracy
and limits their generalisability. In other words, these biases
may cause the Deepfake detectors to perform well on certain
datasets or scenarios, but may fail to perform effectively in
others, especially those where such attributes are different or
not present. Therefore, addressing these biases and improving
the generalisability of Deepfake detectors is crucial to ensure
their robustness and reliability in real-world applications.

VI. KEY FINDINGS & RECOMMENDATIONS

FOR FUTURE WORKS

In the following, we summarise our key findings from
our bias investigation of three Deepfake detection backbone
models in four databases with respect to 31 demographic and
non-demographic attributes:

• Deepfake detection databases and strong attribute imbal-
ance - The investigated Deepfake detection databases
(Celeb-DF, DFD, FF++, and DFDC) lack diversity for
most analysed attributes. Future works should aim to
provide more unbiased, balanced, and diverse datasets to
prevent the development of potentially biased Deepfake
detection algorithms.

• Strongly correlating attribute pairs in current Deepfake
detection databases - Future works using these databases
(or our annotations) should take into account that some
attributes show strong pairwise correlations to prevent
misinterpretations in their results.

• Deepfake detection backbone networks and
demographic/non-demographic attributes - The results
demonstrate that the analysed Deepfake detection
backbone models are strongly biased for a variety
of demographic and non-demographic attributes. The
variation of the biased performances across the models
and databases indicates bias possibly originating from
several sources such as imbalanced training data,
the utilised network, and their training process. Low
generalizability of current Deepfake detection methods
can also be attributed to these omnipresent biases
or imbalanced attributes. We expect bias-mitigating
Deepfake detection solutions in future work can also
improve the generalizability.

• Bias due to imbalance in attributes for pristine and
Deepfake data - For many of the investigated attributes,
the biased performance similarly affects the pristine
and Deepfake data. However, also the strong opposite

behaviour was observed for many attributes leading the
models to learn potentiality wrong patterns.

• Deepfake detection backbone models and questionable
assumptions - The results suggest that the models tend to
learn questionable assumptions where the presence of a
certain attribute, such as if the person is smiling or wears
a hat, is a strong indicator for Deepfake. Although this
could have originated due to training data distribution, our
analysis is limited and indicates it as a potential topic in
future works to enhance the reliability of these systems.

• Deepfake detection backbone models and societal secu-
rity - The presence of a certain attribute in a Deepfake
image resulted in an increased error rate, several times
higher than for a Deepfake without this attribute.
Attackers can likely exploit these issues to increase
their chances of overcoming Deepfake detection if unad-
dressed. On the other hand, the strong performance
differences based on the presence of an attribute show a
strong unfairness of these models. Future works therefore
should focus on mitigating bias problems for Deepfake
detection for the sake of security and society.

Based on the key observations of the three backbone
networks analysed, there appears to be a significant research
gap in developing Deepfake detection methods suitable for
real-world applications. However, further analysis of addi-
tional methods may be necessary to make a more definitive
statement. Our analysis points to a need for more diverse and
richly annotated databases for training and testing, as well as
developing bias-mitigating Deepfake detection approaches.

A. Limitations of Our Analysis

While our study reveals bias issues in Deepfake detection
datasets and AI-based detectors, it is essential to note the
difference between correlation and causation in our analysis.
Our results demonstrate strong correlations between attributes
and biased performance in detection, but they do not neces-
sarily establish causation. Bias in datasets arises from various
complex factors, including data collection methodologies,
historical biases, and societal contexts. While we provide
valuable insights into the presence of bias, further research is
needed to ascertain the causative factors responsible for these
biases. This understanding is crucial for designing effective
strategies to mitigate bias in Deepfake detection and to develop
more equitable and reliable detectors. Further, our work does
not analyse all available state-of-the-art detection approaches
leaving an open question on architecture dependence and
fairness factors.

VII. CONCLUSION

In this work, we provided large-scale annotations for five
popular Deepfake detection datasets and used these to compre-
hensively analyse bias in Deepfake detection. While existing
Deepfake detection databases are only sparsely annotated,
we closed this gap by making over 65.3M annotations of
47 different attributes for five Deepfake detection datasets
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publicly available. Based on these datasets, we comprehen-
sively analyse bias-causing factors in Deepfake detection
purely from an attribute perspective. The results indicated
that both the datasets as well as the state-of-the-art AI-based
Deepfake detectors trained on this data, demonstrate strong
bias issues for many demographic and non-demographic
attributes. Depending on the use case, the biased performance
can result in serious societal fairness and security problems.
Moreover, imbalanced attributes in these datasets can further
lead to generalisation problems across different attributes in
current Deepfake detection algorithms. Our findings from
the study and proposed publicly-available annotations are
expected to help future works to effectively evaluate and
mitigate bias issues in Deepfake detection and thus, to develop
reliable Deepfake detectors.
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