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A unified framework for estimating country-
specific cumulative incidence for 18 diseases
stratified by polygenic risk
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Polygenic scores (PGSs) offer the ability to predict genetic risk for complex
diseases across the life course; a key benefit over short-term prediction
models. To produce risk estimates relevant to clinical and public health
decision-making, it is important to account for varying effects due to age and
sex. Here, we develop a novel framework to estimate country-, age-, and sex-
specific estimates of cumulative incidence stratified by PGS for 18 high-burden
diseases. We integrate PGS associations from seven studies in four countries
(N = 1,197,129) with disease incidences from the Global Burden of Disease. PGS
has a significant sex-specific effect for asthma, hip osteoarthritis, gout, cor-
onary heart disease and type 2 diabetes (T2D), with all but T2D exhibiting a
larger effect in men. PGS has a larger effect in younger individuals for 13
diseases, with effects decreasing linearly with age. We show for breast cancer
that, relative to individuals in the bottom 20% of polygenic risk, the top 5%
attain an absolute risk for screening eligibility 16.3 years earlier. Our frame-
work increases the generalizability of results from biobank studies and the
accuracy of absolute risk estimates by appropriately accounting for age- and
sex-specific PGS effects. Our results highlight the potential of PGS as a
screening tool which may assist in the early prevention of common diseases.

Clinical calculators are often used to estimate disease risk in common
diseases to facilitate early identification and primordial prevention.
Clinical calculators are designed from clinical and epidemiological
knowledge of disease risk factors and validated in the best set of

representative data available. Designed to be generalizable, clinical
calculators give physicians a simplified framework for clinical decision-
making, with risk thresholds often dictating whether patients should
receive earlier or more frequent screening in the case of breast cancer
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or pharmaceutical and behavioral interventions in the case of cardio-
vascular disease. QDiabetes1 (https://qdiabetes.org/), and the pooled
cohort equations estimate risk for type 2 diabetes (T2D) and athero-
sclerotic cardiovascular disease2, respectively using sex, age, smoking
status, clinical information, and biomarkers such as cholesterol. The
breast and ovarian analysis of disease incidence and carrier estimation
algorithm v6 now includes monogenic (e.g., BRCA) and polygenic risk
factors3.

Polygenic scores (PGSs) use combined information from a per-
son’s genome to estimate their genetic risk of developing a specific
disease or trait4. Most of the predictive ability of PGS is obtained by
summing thousands of common genetic variants of small effect, but
PGS can also incorporate rare genetic variants with large effect5. There
is extensive discussion about the clinical and public health value of
PGSs6–8 with varying values on short-term prediction when integrated
on top of existing clinical prediction models for cardiovascular dis-
eases and prostate cancer9–11. Other authors have highlighted how
PGSs provide independent, and therefore complementary, informa-
tion about disease risk compared to many key risk factors included in
prediction models such as family history7,12. PGSs have been shown to
associate strongly withmany diseases and stratify individuals based on
their genetic risks13,14. Further, their impact on global disease burden,
as measured by disability-adjusted life years (DALYs), is comparable to
well-established modifiable risk factors15.

Maybe the most attractive feature of PGSs is that they can be
calculated at birth, allowing for risk estimation in younger individuals
not typically targeted by current disease risk calculators16,17. The static
nature of PGS means risk can be computed over the lifetime using a
single genetic test for many diseases simultaneously, making them a
potentially cost-effective prediction tool6. On the contrary, current
clinical calculators provide the absolute risk of disease over a short
time frame, typically the next 5 years or 10 years and are only applic-
able within a limited age range1,2, whichmay partially explain why such
calculators typically fail to identify high-risk individuals with early-
onset disease causing the biggest burden to the society and for the
affected individual18.

Thus, PGSs are a potentially useful tool in overcoming the lim-
itations of short-term risk prediction and are well suited to provide
lifetime absolute risk estimates. Such estimates must be comprehen-
sively reviewed if they are to be used in personalized screening
approaches. First, given countries may differ in terms of disease inci-
dence and the discriminative ability of PGS, thus, we must understand
how PGS generalizes across countries and health systems. A recent
international study examining PGS association with 14 diseases across
seven countries only focused on relative risk19. Second, while there is
some evidence of a larger genetic contribution to early-onset disease
cases20–22, a detailed understanding of how risk estimation of PGS

varies by both age and sex and how this translates to estimates of
cumulative incidence is required to improve accuracy. Third, most
Biobank studies are not representative of the general population23,
with only a few studies having attempted to recalibrate the impact of
PGS on disease prevalence24. We address these three questions as part
of the INTERnational consortium of integratiVE geNomics prEdiction
(INTERVENE, https://www.interveneproject.eu/).

In thiswork, we introduce a novel framework to allow for country-
specific stratification opportunities for risk-based prevention and
screening strategies. We demonstrate our method by combining
incidenceswith polygenic risk associations across seven studies in four
countries (N = 1,197,129) for 18 high-burden diseases25. We demon-
strate that formany diseases, PGSs stratify individuals into distinct risk
trajectories over the lifetime with large differences in cumulative
incidence between groups.Our results also show that inmany diseases
the PGS effects are sex- and age-specific. To put our results into con-
text and demonstrate the potential translational utility of our
approach, we provide examples of how these results can be used for
improving risk-based disease screening in different countries.

Results
Descriptive statistics
Contributing Biobank size ranged from 7018 participants (after filter-
ing to GP and hospital data consented individuals) in GS to 447,332
participants in UKB. GE had the youngestmedian age of recruitment at
26.3 years (28 interquartile range (IQR)) and GS had the oldest median
age of recruitment at 57 years (17.6 IQR, Table 1). FinnGen had the
longest follow-up with 62 years (19 IQR) and MGB had the shortest
follow-up with 10 years (13 IQR). EstBB had the largest percentage of
female participants (66%) and HUNT had the least (53%).

Of the 18 phenotypes of interest, cancer was generally the most
common phenotype (prevalence range 9–47%) except for EstBBwhich
had a 26%prevalenceof depression and a 9%prevalenceof cancer. The
least commonphenotypewas type 1 diabetes (T1D) in EstBB,MGB, and
UKB, melanoma in FinnGen and HUNT, and rheumatoid arthritis in GS
and GE, all at less than 1% prevalence (Supplementary Data 1). Across
phenotype and Biobanks, the oldest median age of onset was prostate
cancer in EstBB and GS, lung cancer in FinnGen, and MGB, atrial
fibrillation in GE and HUNT, and gout in UKB (Supplementary Data 1).
Appendicitis had the earliest age of onset for all Biobanks
(range = 23.7–55.7 years) except for FinnGen and UKB, which had the
youngest age of onset for T1D at 12.9 years (19.2 IQR) and 55.7 years
(16.13 IQR), respectively.

Association between PGS and 18 diseases
Due to insufficient sample size, poor phenotype definition within a
specific study, or non-independent PGS not every trait was analyzed

Table 1 | Descriptive statistics by study

Study Sample size Age of recruitment (yrs) med-
ian (IQR)

Maximum follow-up time across traits (yrs)
median (IQR)

% Female Ascertainment strategy

Estonia Biobank 199,868 43.5 (25.5) 17.7 (0) 65.5 Population

FinnGen 412,090 55.8 (26.7) 62 (19) 55.9 Population and hospital

Genomics England 29,427 26.3 (28) 29 (0) 59 Hospital

Generation Scotland 7018 57 (17.6) 39.8 (0) 56.4 Population

HUNT 69,715 37 (21.1) 25 (18) 52.9 Population

Mass General Brigham
Biobank

39,036 51 (22) 10 (13) 55.1 Hospital

UK Biobank 447,332 58 (12) 24 (0) 54.2 Population

Follow-up time for some studies is defined as the start of registry data until the end of the last linkingbetween the registry and Biobank (see SupplementaryMethods). For example, Estonian Biobank
uses as a baseline the start of National Health Insurance Fund data from 2003 so the follow-up IQR is 0. Survival models used age as a timescale defining follow-up as age from birth.
yrs years, IQR interquartile range.
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within each biobank. 18 diseases were analyzed in 3 biobanks (EstBB,
FinnGen and Genomics England), 15–17 of them in three biobanks
(HUNT, Generation Scotland, and Mass General Brigham) and six dis-
eases in UKB. All PGSs were significantly associated with 18 respective
diseases with an HR for 1 standard deviation in the PGS ranging from
1.06 (95% CI: 1.05–1.07) for appendicitis to 2.18 (95% CI: 2.13–2.23) for
T1D. We observed significant heterogeneity, as tested by Cochran’s Q
test, in estimates of relative risk across studies, partially driven by the
large sample size which allowed us to detect small, yet significant
differences (Supplementary Fig. 1 and Supplementary Data 2). Two
examples of large study heterogeneity were observed for coronary

heart disease (CHD), which PGS hadHRs per SD ranging from 1.13 (95%
CI: 1.07–1.19) in GS to 1.41 (95% CI: 1.40–1.43) in FinnGen and T1D with
HRs per SD ranging from1.41 (95%CI: 1.17–1.69) inMGB to 2.37 (95%CI:
2.31–2.44) in FinnGen.

Sex- and age-specific effects
We identified significant interactions betweendisease-specific PGS and
sex for five diseases (p < 2.8 × 10−3; Supplementary Table 1). PGS had a
larger effect on CHD, gout, hip osteoarthritis, and asthma in men
whereas for T2D the effect was larger in women (Fig. 1a and Supple-
mentaryData 2). The change in the PGSeffect with agewasparticularly

*

*

*

*

*

Appendicitis
Total Cases=48,239

Epilepsy
Total Cases=27,882

All Cancers
Total Cases=129,563

Major Depression
Total Cases=119,419

Lung Cancer
Total Cases=8,703

Skin Melanoma
Total Cases=11,473

Knee Osteoarthritis
Total Cases=100,324

Hip Osteoarthritis
Total Cases=55,383

Coronary Heart Disease
Total Cases=64,261

Asthma
Total Cases=85,543

Colorectal Cancer
Total Cases=13,009

Atrial Fibrillation
Total Cases=54,434

Breast Cancer
Total Cases=42,843

Rheumatoid Arthritis
Total Cases=14,497

Gout
Total Cases=30,503

Type 2 Diabetes
Total Cases=80,821

Prostate Cancer
Total Cases=32,876

Type 1 Diabetes
Total Cases=6,719

1.2 1.6 2.0

Sex
Females

Males

a

1.0 1.5 2.0 2.5
Meta−Analyzed Hazard Ratio

per Standard Deviation (95% CI)

Age
Quartiles

Youngest

2nd Quartile

3rd Quartile

Oldest

b

Fig. 1 | Model selection for each phenotype. a Data are presented as the fixed-
effects meta-analysis of the log hazard ratios per standard deviation of PGS stra-
tifiedby sex.bMeta-analysed hazard ratios per standarddeviation stratifiedby age.
The asterisk indicates a significant interaction between PGS and sex estimated by a

two-sided Wald test after Bonferroni correction for multiple testing of 18 pheno-
types (p value < 2.8 × 10−3). The exact p values are in Supplementary Table 1. Case
and control sample sizes for each phenotype in each biobank are in Supplemen-
tary Data 1.
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prominent. In total, significant heterogeneity across age quartiles was
detected in 13 of 18 phenotypes (Cochran’s Q p value < 2.8 × 10−3 for all
cancers, appendicitis, asthma, atrial fibrillation, CHD, epilepsy, gout,
depression, knee osteoarthritis, prostate cancer, rheumatoid arthritis,
T1D and T2D) (Fig. 1b and Supplementary Data 3). The decreasing
effect of PGSwas approximately linear with age (Supplementary Fig. 2)
and relatively consistent across studies (Supplementary Fig. 1c). The
differences in age effects were large for T1D where the PGS effect per
standard deviation was 2.57 (95% CI: 2.47–2.68) in the youngest quar-
tile (age < 12.6) and 1.66 (95% CI: 1.58–1.74) in the oldest quartile
(age > 33.3).

The large sample size allowed us to further examine the combined
effect of both age and sex on PGS associations. One notable example
was the association between PGS and CHD which decreased with age
only in men, but not in women (Phet in men = 1.05 × 10−44; Phet in
women =0.04) (Supplementary Figs. 3 and 4; Supplementary Data 2;
and Supplementary Table 2).

Further examining the association between PGS and 18 diseases
by PGS quantiles (Fig. 2) we identified that for some diseases, age-

specific effects were larger among individuals belonging to the tails of
the PGSdistribution. For example, individuals in the top 5%of a PGS for
prostate cancer vs those in the 40–60% reference group had a sig-
nificantly higher relative risk for prostate when the disease was diag-
nosed at a younger age (age < 62.6) HR = 5.01 (95% CI: 4.65–5.39)
compared to oldest ages (age > 73.9) HR = 3.27 (95%CI: 2.97–3.60). We
also provide Harrell’s C-statistic to comparemodels with sex- and age-
specific effects to a baseline model (Supplementary Fig. 5).

Country-specific cumulative incidence estimation
stratified by PGS
For each disease, we derived country-specific estimates of the cumu-
lative incidence by PGS quantiles, accounting for age and sex-specific
effects and calibrating the baseline risk using GBD. Supplementary
Table 3 highlights the finalmodels to be employed in the estimation of
cumulative incidence.

Variation in cumulative incidence was evident by PGS quantiles,
country and sex with the main driver of the difference between
country and sex being the difference in baseline disease risk (Fig. 3;

Breast Cancer
(Females)

Prostate Cancer
(Males)

Coronary Heart Disease
(Females)

Coronary Heart Disease
(Males)

Type 2 Diabetes
(Females)

Type 2 Diabetes
(Males)

0.5 1.0 2.0 4.0
Meta−Analyzed Hazard Ratio (95% CI)

Age Quartiles
Youngest
2nd Quartile
3rd Quartile
Oldest

PGS Strata
< 20%
20−40%
60−80%
80−90%
90−95%
> 95%

Fig. 2 |Meta-analyzedhazard ratios stratifiedbyage and sex.Data are presented
as the fixed-effects meta-analysis of the log hazard ratios per standard deviation of
PGS stratified by sex, age quartile, and PGS strata for T2D, CHD, prostate cancer,

and breast cancer. Case and control sample sizes for each phenotype in each bio-
bank are in Supplementary Data 1.
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Supplementary Fig. 6; and Supplementary Data 4). For example, in
Massachusetts, the cumulative incidence at age 80 for CHD was
significantly greater in men in the top 5% of PGS compared to the
bottom 20% quantile (27.2% [95% CI: 23.8–31.2%] vs 18.9% [95% CI:
16.7–21.2%]). In Estonia, absolute differences between the top 5%
and bottom 20% PGS quantiles were larger (72.9% [95% CI:
66.6–77.8%] vs 47.5% [95% CI: 41.6–53.4%]) due to overall higher
incidence. In women, the absolute difference for the same PGS
quantiles was lower than in men due to a decreased baseline risk
(Massachusetts: 17.7% [95% CI: 15.3–20.2%] vs 11.3% [95% CI:
10.0–12.7%]); Estonia: 54.3% [95% CI: 47.2–60.5%] vs 43.6% [95% CI:
37.5–48.8%]). Similarly, for prostate cancer in the UK, the cumulative
incidence was greater in men in the top 5% of PGS compared to the

bottom 20% quantile (27.5% [95% CI: 23.4–31.3%] vs 3.7% [95% CI:
3.0–4.4%]). In Norway, the cumulative incidence was greater for the
same PGS quantiles (35.4% [95% CI: 28.3– 42.4%] vs 5.4% [95%
CI: 4.0–7.2%]).

PGSs and disease screening
Our GBD-calibrated country-specific cumulative incidence estimates
allowed us to illustrate the potential utility of risk-based stratified
screening for two diseases with existing screening recommendations:
T2D and breast cancer. As mentioned earlier we found that the tails of
the PGS distribution are particularly impacted by age-specific effects
(Fig. 2). This has direct relevance for screening strategies given clinical
decisions regarding treatment will more likely occur in these groups.
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for the top, median, and bottom of the PGS distribution for a prostate cancer and b CHD.
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We, therefore, further explored the improvement in calibration that
results from accounting for age- and sex-specific effects.

The American Diabetes Association recommends universal
screening for T2D at age 45 with 3-year check-ups if the results of the
screening are normal26,27. We therefore estimated the country-specific
cumulative incidence at age 45 prior to PGS stratification and used this
as a clinical threshold (Supplementary Fig. 7). Thresholds in cumula-
tive incidence at age 45 varied substantially across countries; ranging
from 5.6% (Estonia) to 13.0% (UK) in men and from 4.7% (Norway) to
8.9% (UK) in women (Supplementary Table 4).

We estimated at which age the risk thresholds would have been
reached as a function of PGS. Across studies, individuals in the bottom
20% of PGS would reach the risk threshold at an average age of 63.1
(95% CI: 58.8–67.3) whereas individuals in the top 5% would reach the
same risk threshold at an average of 29.3 (95% CI: 26.2–32.9); a dif-
ference of 33.8 years (Supplementary Figs. 6p and 8 and Supplemen-
taryData 5). If age- and sex-specific PGS effects were not accounted for
in the calculation of the cumulative incidence, the ages at which the
risk threshold was attained would be, on average, 2.8 years earlier in
the bottom 20% and 1.8 years later in the top 5%.

For breast cancer, in many countries, the initial screening is
recommended to women at age 5028–33. In the countries examined by
our study, the average cumulative incidence at age 50 ranged from
1.47% (Norway) to 2.05% (UK) (Supplementary Fig. 9 and Supplemen-
tary Table 5). Women in the bottom 20% of PGS reached the risk
threshold for breast cancer screening, on average, at age 58.7 (95% CI:
55.8–62.3)whereaswomen in the top 5% reached it at an average ageof
42.9 (95% CI: 41.6–44.9); a mean difference of 15.8 years (Supple-
mentary Figs. 6e and 10 and Supplementary Data 6).

To further illustrate the effects of the cumulative incidence
differences at the tails of the PRS on potential risk-based screening,
we used the largest biobank study FinnGen to estimate the top/-
bottom 1% PRS cumulative incidences and calculated the ages
at which the cumulative incidences were at the same level as in
average person in the Finnish population at the start of the ADA
screening for T2D (45 years) and national screening program for
breast cancer (50 years). For T2D, Men and women in the top 1%
reached the threshold aged 24.8 (95% CI: 22.5–27.6) and 22.3 (95%
CI: 20.0–25.3), respectively. Individuals in the bottom 1% of PGS did
not reach the risk threshold by age 80 (Fig. 4a). For breast cancer
women in the top 1% of PGS reached the threshold aged 42.3 (95% CI:
41–44.3) whereas women in the bottom 1% of PGS reached the
threshold aged 66.3 (95% CI: 61.3–72.4); a difference of 24
years (Fig. 4b).

Translating to additional countries
In practice, most countries are unlikely to have studies with sufficient
power to obtain robust associations between PGS and diseases. A
possible solution is to use a pooled estimate from the meta-analysis
across studies, however, heterogeneity in HR across countries could
limit the tools’ utility. Despite such heterogeneity, it appears that
meta-analyzed HRs are a good substitute. Using T2D and CHD as our
examples, we first created a pooled estimate of the HRs by meta-
analyzing all estimates and recalculating cumulative incidence by
combining these HRs with country-specific baseline hazards. In
general, country-specific cumulative incidences using the meta-
analyzed HRs were within the confidence intervals of our original
estimates of cumulative incidence (Supplementary Data 7); indicat-
ing meta-analyzed HRs are a good substitute in the absence of
country-specific data. Where differences did exist cumulative inci-
dence was elevated when using meta-analyzed HRs. For T2D, cumu-
lative incidence was increased in the tails of the PGS distribution (top
5% and bottom 20%) in Massachusetts, as well as for Norwegians in
the bottom 20% only (Supplementary Fig. 11a). Similarly for CHD,
cumulative incidence was elevated in Estonian women and men from

Massachusetts in the top 5% of polygenic risk (Supplementary
Fig. 11b).

Sensitivity analyses
We performed sensitivity analyses in the six phenotypes considered in
the UKB—gout, rheumatoid arthritis, prostate cancer, breast cancer,
T1D, and epilepsy. First, we determined that the inclusion of related
individuals did not impact the association between PGSs and diseases
(Supplementary Fig. 12). Second, we evaluated the robustness of our
disease definitions based on primary care data from the UKB. In the
non-cancer phenotypes tested in the UKB, disease definitions using
primary care data resulted in reduced HRs relative to the secondary
care phenotypes. However, this difference was removed when adding
in the criterion for each individual to have at least two codes (Sup-
plementary Fig. 13)—a common practice within primary care pheno-
typing to reduce misclassification34. Combining primary and
secondary care data tended to produce an association closer to the
primary care-only phenotype. We did not test breast and prostate
cancer because these are generally well-tagged by hospital diagnoses
and cancer registries. Third, survival bias, potentially induced by
considering cases before study enrollment, does not seem to impact
our results. Among six phenotypes only prostate cancer PGS had a
reduced relative risk when considering follow-up at baseline—equiva-
lent of testing incident cases only—rather than birth (Supplementary
Fig. 14 and Supplementary Table 6).

Discussion
In this study, we use data on 1.2 million study participants from seven
biobank studies to provide a broad overview of the impact of PGS on
the cumulative incidence of 18 diseases. We find evidence of con-
siderable heterogeneity in the effect of PGS by both age and sex. We
integrate such variation to reflect more accurate estimations of
cumulative risk over the life course and highlight how PGS stratifies
individuals and can impact risk-based screening practices for breast
cancer and T2D.

Our findings allow us to draw several conclusions. First, the het-
erogeneity in PGS effects across ages shows that while our genetic
profiles and PGS do not change with age, their impact on disease risk
changes with age. A decreasing effect of PGS with age has been shown
previously for some diseases21,22,35 and our results confirm and expand
those findings. In some diseases, environmental effects become more
prevalent and variable with age, potentially from the accumulation of
gene by environment interactions over the life course22, in effect
reducing the heritability which represents the upper bound of pre-
diction from PGS. Our findings mirror those found in high-
susceptibility genes, for example, BRCA1 and BRCA2 mutations have
been found to be associated with an earlier age at onset for breast
cancer36. Failing to account for the age-specific effects of PGS would
underestimate disease risk in younger individuals.

Second, disease incidence is known to vary with sex for many
diseases and this is mirrored by the sex differences in PGS effects37–40.
While there is some evidence of sex-specific effects at the genetic
variant level41–43, it is limited, possibly owing to the greater power
requirements for an interaction effect. Recent work suggests there are
sex differences in the magnitude of genetic effects rather than in the
actual causal variants44, but there is much to consider when testing
models of sex differences45,46. When combining thousands of genetic
variants in a PGS, we show significant sex-specific associations for five
diseases. Among these diseases, CHD and T2D have some previous
evidence to support sex-specific PGS associations47,48. There are many
possible explanations for this differential effect. Different biological
causal mechanisms could exist by sex. For example, lipids known to
influence the risk for CHDandT2Dhave been shown to varyby sex and
age49. Furthermore, the GWAS used to estimate the PGS may have an
imbalance in themale:female ratioor sex-differential participation bias

Article https://doi.org/10.1038/s41467-024-48938-2

Nature Communications |         (2024) 15:5007 6



can induce differences in the phenotypic composition of males and
females recruited in the study50. Sex-specific effects in the GWAS used
for PGS construction could result in a stronger PGS association in the
more common sex. For Gout and T2D men were 60% and 51.8% of the
GWAS sample, respectively.While Gout showed amore significant PGS
effect in males, T2D had a more significant effect in females. Finally,
diagnostic bias may mean one sex needs to have a higher disease
liability before receiving a diagnosis. Understanding the root cause of
these differences is important and can ultimately only be solved
through the routine introduction of sex-specific GWAS orGWAS in age
and sex-stratified groups.

Third, we found that while PGS tends to have a larger effect on
diseases at younger ages, this effect might differ between males and
females. For CHD, we observed a large PGS-age interaction effect only

in males. Age at onset in CHD varies more in males than in females25,51

and the risk factor profiles are known to change differently over age in
males and females. Our results show that cumulative genetic effects
captured by PGS are contributing to differences in age-related risks
and may also be partly mediated by changes in risk factor profiles. In
addition to CHD, we saw similar effects for gout which also has an
earlier age at onset formales52,53. Evenwhen accounting for age and sex
(Supplementary Fig. 1), we see heterogeneity of PGS effects across
biobanks, which could point to gene-by-environment interactions.
Ultimately, each disease will require its own assessment for age- and
sex-specific effects. This study provides such a method for selecting
the PGS estimate which balances power and accuracy in a systematic
fashion, while also accounting for the importance of a harmonized
phenotype across studies.
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Fig. 4 | Sex-specific cumulative incidence estimates for T2D and breast cancer
in Finland. The red dashed line in each figure represents a country-specific clini-
cally defined cumulative incidence risk threshold for screening. Bootstrapped 95%

confidence intervals reflect the uncertainty of the cumulative incidence estimates
for the top, median, and bottom of the PGS distribution for a T2D and b breast
cancer.
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Arguably the best application of our country-specific disease
incidence and PGS estimates across large-scale biobanks is the devel-
opment of country-specific risk calculators that are based on the life-
time risk of diseases whichmay be used to determine optimal ages for
screening. Our framework is flexible in that it can integrate both
country-specific and pooled PGS associations, depending on the
requirement for specificity or generalizability, respectively. This
approach hasmultiple important advantages relative to the short-term
predictionofmost currentmodels. Lifetime risk canbe estimated early
in life and overcomes the well-documented challenge of short-term
risk calculators for diseases not being useful in early life and therefore
unable to enable a primordial prevention approach18. As we illustrate
with T2D andBreast Cancer, PGSprovides lifetime risk trajectories that
can enable stratified screening approaches. Modeling age and sex-
specific effects will be important for accurate identification of the age
to begin screening. Further research is necessary to understand the
optimal way to account for the uncertainty of the risk estimates for
individuals in the tails of the PGS distribution, particularly when inva-
sive intervention rather than increased screening is required. When
available, other risk factors can easily be added when designing pre-
diction models and screening approaches. Our approach also allows
for developing country-specific risk calculators by utilizing baseline
risk estimates derived from GBD, producing more accurate estimates
for screening and overcoming the ascertainment biases inherent in
many biobanks. We here demonstrate the risk estimation framework
using 18 diseases, but risks can in principle be calculated for hundreds
of diseases over the life course at little additional expense6.

Our study should be considered in light of the following limita-
tions. First, the PGS used in this study does not consider the risk due to
rare genetic variation54. While this may reduce the accuracy of our risk
estimates, at a population level, common genetic variation will be
more predictive of the variation in complex diseases which we are
particularly well-powered to test in this study. As more sequencing
studies become available, rare variants will also be included in the
genome-wide risk estimation5. Second, the use of harmonized phe-
notypes can ignore the country-specific nuances of ICD coding due to
billing strategies. We deliberately focused on harmonization of the
analysis to reduce bias due to technical variation, a rare feature in
projects involving multiple studies. Third, our PGS relative risks are
applicable to individuals of European ancestry only. As more studies
with non-European individuals become available, similar estimates can
be derived for a range of ancestries and admixtures. In particular, risk
estimates for an individual should be derived using a PGS matching
their ancestry as closely as possible. This study used multi-ancestry
GWAS for PGS construction when possible, but large GWAS today are
from themajority of European samples with limited generalizability to
non-European populations55. Furthermore, the baseline risk estimated
from GBD is currently ancestry-agnostic, and ideally, population cali-
bration could be done at a higher resolution to estimate an ancestry-
specific baseline within a country. This is particularly important for
recent immigrants, who may have a baseline risk more representative
of their home country as opposed to the average risk in their current
country of residence. Fourth, GWAS summary statistics depend on the
makeup of the GWAS cohorts and are influenced by the proportion of
females, advanced age cases, and clinical vs population-based studies.
Fifth, some of the studies included are non-representative of the
population due to sample recruitment strategies (volunteer- or hos-
pital-based). Older cohortsmay show fewer individuals at the high-risk
tail of the PGS distribution due to early mortality. While this may bias
the cumulative risk estimation, a key strength of this study is the use of
GBD to reduce the impact of selection bias in the baseline hazard
which will bring our estimates closer to the true cumulative incidence.
Finally, when modeling age-specific risk we used the hazard ratio
estimated for the closest age quartile for ages less than the first age
quartile and greater than the fourth age quartile (see “Methods”).

Through this approach, we did not estimate exact hazard ratios (HRs)
outside of the age ranges for which we have data and statistical power
to do so, but our assumption of constant hazards outside the age
quartiles would, for example, estimate a 20-year-old carrying the same
T2D risk as a 45-year-old (Supplementary Fig. 15). In a translational
context, this could create underestimation or overestimation of risk
leading to over or under treatment, unnecessary expenditures,missed
diagnoses, etc. In the future with larger data sets, HR estimates on a
higher resolution age grouping, such as deciles, would allow for more
accurate estimates.

In conclusion, we demonstrate the heterogeneity in polygenic
score estimates between males and females and across the lifespan in
many diseases.While accounting for this heterogeneity, we developed
a uniform framework to allow for the estimation of lifetime risk of
diseases, stratifiedby individual’s genetic profiles andprovide country-
specific estimates. This information, which is already available for
major modifiable risk factors56,57, but was not yet comprehensively
available for genetic scores, will allow health policymakers to better
design screening tools with the goal of assisting in the early prevention
of common diseases.

Methods
Participating in studies in INTERVENE
Data from approximately 1.2 million participants of European ances-
tries were used across seven studies—UK Biobank (UKB)58, FinnGen59,
Estonian Biobank (EstBB), Trøndelag Health Study (HUNT)60–62, Gen-
eration Scotland (GS)63, Genomics England (GE)64, and Mass General
Brigham Biobank (MGB)65. Each contributing study performed geno-
typing, imputation, variant quality control and ancestry assignment
using their own methodology (Supplementary Methods).

Disease selection
Diseases were selected according to their global burden as defined by
DALYs from the Global Burden of Disease (GBD) 201925, and the
availability of GWAS summary statistics for the creation of PGS. Using
these considerations, we selected 18 diseases contributing 17.87% of
total globalDALYs (Supplementary Table 7). Thesediseases contribute
to 25.02%of total DALYs in high socio-demographic index countries, of
which all studies included in this analysis are based.

Phenotype harmonization
To harmonize disease phenotypes across studies, we used definitions
curated by a team of clinical experts in FinnGen59 (Supplementary
Data 8). The presence of any ICD-9 and ICD-10 codes included within
the FinnGen phenotype was used to define cases across the remaining
studies. Controls were defined as individuals without the relevant ICD
codes for the disease.

All data used to define disease phenotypes was registry-based.
Missingness within registry data may result from either incomplete
follow-up or a diagnosis being received in a health care system not
included within the registry data, i.e., primary care. For these reasons,
it is difficult to quantify the missingness of registry data, however, a
comprehensive overview of each study’s registry information is pro-
vided in the Supplementary Methods.

A key step in the estimation of cumulative incidence is in calcu-
lating the baseline hazard which requires reference statistics from a
nationally representative sample. We used incidence, prevalence and
mortality estimates from theGBD for this step. To quantify the degree of
overlap between the phenotypes defined from GBD and our disease
definitions, and therefore justify the baseline hazard for each disease, we
computed the percentage overlap of ICD codes across the two defini-
tions. The number of records for each ICD code was extracted from the
UKB data showcase (https://biobank.ndph.ox.ac.uk/showcase/). Overlap
was high, with 10 diseases having a 100% overlap, and 14 having above
95% overlap (Supplementary Data 9). We originally considered diseases
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with 70% phenotype overlap which included interstitial lung disease
(ILD). However, the GBD baseline hazard estimates from GBD were
highly heterogeneous and unrealistic for a generally rare disease. As
such, it was decided that all phenotypes were suitable for baseline
hazard estimation using GBD. While the overlap in ICD codes for major
depressive disorder was 100%, further inspection suggests a liberal
definition is used by the GBD where individuals only need to have suf-
fered either of the two cardinal symptoms of MDD (depressed mood or
anhedonia) over a two week period25. To reflect the fact this is not a
clinical diagnosis, we use the term depression throughout the rest of
the paper.

Estimating PGSs
For each phenotype, we searched for the summary statistics from the
GWAS with the greatest sample size that was publicly available within
the GWAS catalog (Supplementary Data 10). Biobank and trait com-
binations were only studied if independent from the GWAS con-
tributing studies. To enhance analytical consistency and ensure
variants were of high quality, we used single nucleotide polymorph-
isms (SNPs) in the intersection of HapMap phase three SNPs and 1000
genomes66–68 with a minor allele frequency greater than 1% in at least
one superpopulation (M = 1,330,820). MegaPRS—a collection of PGS
tools that allow the expected heritability contributed by each SNP to
vary—was chosen for SNP weight calculation as a previous methods
comparison paper has shown it to have equal or superior prediction
across a range of phenotypes69,70 (opain.github.io/GenoPred). We
selected the BLD-LDAK heritability model as this is recommended by
the authors and used a data-driven approach to tool and hyperpara-
meter selection (we allow the data to find the best tool/hyperpara-
meters by specifying the ‘mega’ argument). Following weight
calculation, PLINK was used to generate PGS for participants in each
study. PGS in analyses were standardized to havemean 0 and variance
1 for each study.

Survival analysis models
We performed ancestry-specific Cox proportional hazards (PH)
regression with age at disease onset as the timescale in each study.
Follow-up starts at birth and ends at the age of the first record of a
disease diagnosis (for individuals with the diseases), age at death for a
cause other than the disease, age at last record available in the regis-
tries or electronic health records or age 80, whatever happened first. If
the study was included in the base GWAS used for PGS calculation, the
model was not tested with the exception of FinnGen and EstBB where
relevant cohorts were excluded to remove sample overlap (Supple-
mentary Data 10). In addition to the standardized PGS, the first ten
genetic principal components and study-specific covariates used to
control for technical artifacts (i.e., genotype batch, assessment center)
were used as covariates.

Sex and age stratification
Four separate Cox-PH models were tested for each phenotype: (1)
using the full sample (no stratification), (2) sex-stratified, (3) age-stra-
tified, and (4) age and sex-stratified). We first computed HRs per
standard deviation within each study. We then performed a fixed-
effects meta-analysis on the log HRs across all studies tested to
understand the generalizability of any age- or sex-specific effects. This
was performed with the metafor package in R71. Studies were only
includedwithin themeta-analysis if it was possible to estimate a logHR
in every stratum, i.e. all age or sex strata.

To test for sex differences, an interaction termof PGSwith sexwas
added to themodel. In addition, Cox-PHmodelswere repeated in each
sex and HRs were compared for any significant differences (Supple-
mentary Methods).

To test for age-specific effects, we stratified each disease into four
intervals, calculated according to the mean age at onset quartiles

across FinnGen, HUNT, UKB, and EstBB (Supplementary Data 11). We
then performed separate Cox models in each interval using a method
previously described22,72,73. Briefly, disease onset was only considered
within the interval of a given quartile and participants were considered
censored at the end of the interval if they had not died of a separate
cause. If the participant had the disease in a prior interval, they were
excluded from any follow-up intervals.

When deciding upon the optimal model:
a. Sex-specific effects were chosen if:

1. The inverse variance-weighted meta-analyzed interaction
effect (PGS × sex) was significant

(p < 2.8 × 10−3, details below)
b. Age-specific effects were chosen if:

1. There was significant heterogeneity across the four quartiles,
estimated using a Cochran’s Q test74.

c. Age- and sex-specific effects were chosen if:
1. Separate age and sex-specific effects were found in both

tests a and b.
2. Age-specific effects were found in a single-sex where not

previously found.
3. Age-specific effects were found to differ significantly

across sexes.

To test if the age-specific effects were significantly different
between men and women, we compared the effect sizes
(Betamen = Betawomen, p value < 0.05) for theweighted linear regression
fit for log (HR) on age (Supplementary Methods).

In all instances, we use p < 2.8 × 10−3 as our significance threshold,
which represents a Bonferroni correction of 18 tests (number of phe-
notypes). This is with the exception of testing age-specific effects
across sexes where a nominal p value threshold is used (p < 0.05) due
to the limited data available between the age quartiles and HR.

Cumulative incidence estimation
To calculate cumulative incidence—defined as the cumulative prob-
ability of disease frombirth up to age 80 accounting for the competing
risk of death from other causes—country and sex-specific estimates of
age-specific (5-year age groups) incidence, prevalence and mortality
were extracted for each disease from the GBD 201925.

Cumulative incidence was estimated using the method
described52. Briefly, for each sex and age group, 5-year bins in the case
of GBD, the disease incidence hazard for age group [m, m + 5) was
calculated as:

hazard½m,m+ 5Þ = incidence½m,m+ 5Þ=ð1 � prevalence½m,m+ 5Þ Þ ð1Þ

where incidence and prevalence values represent the number of new
cases per year and the point prevalence assigned for the specific age
group [m, m + 5), m = {0, 5, 10, 15,…75}. The hazard for the age group
therefore remains constant for all values within a given age group.

The hazard, in conjunction with the mortality rate due to other
causes (overall mortality–cause-specific mortality), was then used to
calculate the probability of survival up to age k, k = {0, 5, 10, 15,…80}:

survivalk = e
�5*

Xk

m= 0,5,10,...,75f g,m<k

ðmortality m,m+ 5½ Þ + hazard½m,m+ 5ÞÞ ð2Þ

In Eq. 2, m increments in steps of 5 to correspond to the age
groups specified above. The combined mortality and hazard were
multiplied by 5 to account for the fact that the hazard and mortality
reported values per year yet the age group covers 5 years. Survival is
equal to 1 at age 0.
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Similarly, the probability of experiencing a given disease during
age period [m, m + 5) was calculated as:

riskk = 1 � e�5*hazard½m,m+ 5Þ ð3Þ

In Eq. 3, subscript k corresponds to the lower bound of the age
group [m,m + 5) and riskk shows a 5-year risk for a person with agem.
Cumulative incidence was then calculated as the cumulative sum of
survival at a given age multiplied by the probability of the disease at
that age. For example, lifetime cumulative incidence is the cumulative
sum until age 80:

Lifetime cumulative incidence=
X80

k =0

survivalk � riskk ð4Þ

Cumulative incidence was calculated separately for each country
(Estonia, UK, United States of America (USA), Norway and Finland) to
ensure each study was calibrated to its population. As GE, GS and the
UKB are all based in the UK, if association testing had been computed
in more than one study, the HRs were meta-analyzed prior to com-
puting cumulative incidence. As it was possible to estimate cumulative
incidence at the state level, we calibrated the estimation to Massa-
chusetts for MGB instead of using aggregated statistics for the USA.

To calculate cumulative incidence by PGS strata, it is necessary to
group individuals according to their position in the PGS distribution.
The default grouping was based on Mavadat et al.: <20%, 20–40%,
40–60% (reference), 60–80%, 80–90%, 90–95%, >95%. PGS We had
higher resolution at the top end of the PGS distribution where
screening has the most potential (e.g., >99%), but we were often
underpowered to have symmetric resolution at the bottom end of the
distribution (e.g., <1%) when stratifying by age and sex. Using these
groupings, Cox-PH models were repeated in the full sample, and the
sex, age, age and sex stratifications for each study.

Cumulative incidence for a given PGS group was calculated using
the incidence estimates for the total population taken from the GBD
and the HR from the relevant Cox-PH models. This method has been
previously described15. Briefly, the total incidence for a given age is
equal to the weighted average of incidences for each PGS group.
Reference population incidence (incidence rates for PGS group
40–60%) was computed as:

I0 =
nI

n0 +
P

HRi � ni
ð5Þ

Where I0 is the reference population, I is the age-specific total
incidence across the population, n is the population size at a given age
interval, n0 is the population size of the reference population
(40th–60th), ni is the population size for the i-th PGS group and HRi is
the HR for the i-th PGS group.

The incidence attributable to an i-th PGS group was then esti-
mated by:

Ii = I0 � HRi ð6Þ

Incidences were then converted to probabilities of experiencing
the disease using Eqs. 1 and 3. Cumulative incidence for each PGS
groupwas calculated using Eqs. 1 through4withmortality due toother
causes assumed to be equal across PGS groups.

To quantify the degree of uncertainty in the cumulative incidence
estimation,we randomly sampled from thedistribution of the error for
each estimated parameter for both baseline and Cox models and
recalculated the cumulative incidence 1000×. 95%confidence intervals
were calculated by taking the 2.5 and 97.5 percentiles of the results.

To incorporate age-specific effects into the estimation of
cumulative incidence, it was necessary to estimate HRs across

the age span (0–80). For each disease with age-specific effects,
a weighted linear regression was fit to the log HR estimates
from the four age quartiles with each estimate placed at the median
age at onset in each quartile (Supplementary Fig. 15). Predicted
HRs from this regression were then incorporated into the cumulative
incidence estimation. Ages outside of the range of the four HRs
were assumed constant to the HR closest in age (Supplemen-
tary Fig. 15).

Translating estimates of cumulative incidence to other
countries
To evaluate the impact of HR heterogeneity on the estimates of
cumulative incidence, we meta-analyzed HRs for each PGS percentile
group and re-evaluated cumulative incidence in each country using the
country-specific baseline hazard. We then compared the cumulative
incidence estimates for the study-specific HRs to the meta-
analyzed HRs.

Sensitivity analyses
The impact of relatedness on PGS association—full cohort vs
unrelated subset. For EstBB and FinnGen, Plink v272 and KING75 were
used to identify all related individuals up to degree 3, respectively.
Individuals were then excluded as to remove relatedness from the
sample while retaining the maximal sample size. HRs resulting from
the full sample were then compared to the unrelated subset.

Robustness of registry-based disease definitions—primary care vs
secondary care. Many diseases are first diagnosed in a primary care
setting. To review the impact of not including this data, we created
four disease definitions using Read v2 and CTV3 codes from the pri-
mary care data in the UKB (Supplementary Data 12). To increase the
consistency of our definitions to prior research, we used phenotype
definitions from prior studies within the HDR UK Phenotype Library
(https://phenotypes.healthdatagateway.org/). HRs calculated using
the full sample were then compared to associations from our main
definitions which used secondary care data only.

The impact of the start of follow-up. To evaluate the impact of using
age as the timescale in the analysis, we tested two different follow-up
times within the UKB. Firstly, we tested using age at recruitment as the
start of follow-up, equivalent to only including incident cases. Sec-
ondly, we tested age at registry linkage. This was calculated by
assuming the birth country remained the country at which the registry
was first linked. If the individual was born in Wales the date of registry
linkage was 1st January 1998, in Scotland the date was set as 1st January
1981 and if born anywhere else, the datewas set as 1st January 1997 (the
date in which English registries were linked). All other aspects of the
main analysis were the same with the exception that year of birth was
added as a covariate.

Ethics statement
Patients and control subjects in FinnGen provided informed consent
for biobank research, based on the Finnish Biobank Act. Alternatively,
separate research cohorts, collected prior to the Finnish Biobank Act
came into effect (in September 2013) and the start of FinnGen (August
2017), were collected based on study-specific consents and later
transferred to the Finnish Biobanks after approval by Fimea (Finnish
MedicinesAgency), theNational SupervisoryAuthority forWelfare and
Health. Recruitment protocols followed the biobank protocols
approved by Fimea. The Coordinating Ethics Committee of the Hos-
pital District of Helsinki and Uusimaa (HUS) statement number for the
FinnGen study is Nr HUS/990/2017.

The FinnGen study is approved by Finnish Institute for Health and
Welfare (permit numbers: THL/2031/6.02.00/2017, THL/1101/5.05.00/
2017, THL/341/6.02.00/2018, THL/2222/6.02.00/2018, THL/283/
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6.02.00/2019, THL/1721/5.05.00/2019 and THL/1524/5.05.00/2020),
digital and population data service agency (permit numbers:
VRK43431/2017-3, VRK/6909/2018-3, VRK/4415/2019-3), the Social
Insurance Institution (permit numbers: KELA 58/522/2017, KELA 131/
522/2018, KELA 70/522/2019, KELA 98/522/2019, KELA 134/522/2019,
KELA 138/522/2019, KELA 2/522/2020, KELA 16/522/2020), Findata
permit numbers THL/2364/14.02/2020, THL/4055/14.06.00/2020,
THL/3433/14.06.00/2020, THL/4432/14.06/2020, THL/5189/14.06/
2020, THL/5894/14.06.00/2020, THL/6619/14.06.00/2020, THL/209/
14.06.00/2021, THL/688/14.06.00/2021, THL/1284/14.06.00/2021,
THL/1965/14.06.00/2021, THL/5546/14.02.00/2020, THL/2658/
14.06.00/2021, THL/4235/14.06.00/2021, Statistics Finland (permit
numbers: TK-53-1041-17 and TK/143/07.03.00/2020 (earlier TK-53-90-
20) TK/1735/07.03.00/2021, TK/3112/07.03.00/2021) and Finnish
Registry for Kidney Diseases permission/extract from the meeting
minutes on 4th July 2019.

The Biobank Access Decisions for FinnGen samples and data uti-
lized in FinnGen Data Freeze 10 include: THL Biobank BB2017_55,
BB2017_111, BB2018_19, BB_2018_34, BB_2018_67, BB2018_71, BB2019_7,
BB2019_8, BB2019_26, BB2020_1, BB2021_65, Finnish Red Cross Blood
Service Biobank 7.12.2017, Helsinki Biobank HUS/359/2017, HUS/248/
2020, HUS/150/2022 § 12, §13, §14, §15, §16, §17, §18, and §23, Auria
Biobank AB17-5154 and amendment #1 (August 17 2020) and amend-
ments BB_2021-0140, BB_2021-0156 (August 26 2021, Feb 2 2022),
BB_2021-0169, BB_2021-0179, BB_2021-0161, AB20-5926 and amend-
ment #1 (April 23 2020)and it´s modification (Sep 22 2021), Biobank
Borealis of Northern Finland_2017_1013, 2021_5010, 2021_5018,
2021_5015, 2021_5023, 2021_5017, 2022_6001, Biobank of Eastern Fin-
land 1186/2018 and amendment 22 § /2020, 53§/2021, 13§/2022, 14§/
2022, 15§/2022, Finnish Clinical Biobank Tampere MH0004 and
amendments (21.02.2020 and 06.10.2020), §8/2021, §9/2022, §10/
2022, §12/2022, §20/2022, §21/2022, §22/2022, §23/2022, Central Fin-
land Biobank 1-2017, and Terveystalo Biobank STB 2018001 and
amendment 25th Aug 2020, Finnish Hematological Registry and Clin-
ical Biobank decision 18th June 2021, Arctic Biobank P0844:
ARC_2021_1001.

Ethics approval for the UK Biobank study was obtained from the
North West Centre for Research Ethics Committee (11/NW/0382). UK
Biobank data used in this study were obtained under approved
application 78537.

The genotyping in Trøndelag Health Study and work presented
here was approved by the Regional Committee for Ethics in Medical
Research, Central Norway (2014/144, 2018/1622, and 2018/411492). All
participants signed informed consent for participation and the use of
data in research.

Ethical approval for the GS:SFHS study was obtained from the
Tayside Committee on Medical Research Ethics (on behalf of the
National Health Service).

The activities of the EstBB are regulated by the Human Genes
Research Act, which was adopted in 2000 specifically for the opera-
tions of the EstBB. Individual level data analysis in the EstBB was car-
ried out under ethical approval 1.1-12/624 from the Estonian
Committee on Bioethics and Human Research (Estonian Ministry of
Social Affairs), using data according to release application S22, docu-
ment number 6-7/GI/16259 from the EstBB.

The informed consent process for the GE 100,000 Genomes
Project has been approved by the National Research Ethics Service
Research Ethics Committee for East of England—Cambridge South
Research Ethics Committee.

The analysis using Mass General Brigham Biobank is approved
under IRB protocol 2022P001736.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The raw individual-level data are protected and are not availabledue to
data privacy laws, but they can be accessed through individual parti-
cipating biobanks. The FinnGen datamay be accessed through Finnish
Biobanks’ FinBB portal (www.finbb.fi; email: info.fingenious@finbb.fi).
TheTrøndelagHealth Study (HUNT)maybe accessedby application to
the HUNT Research Centre at https://www.ntnu.edu/hunt/data.
Researchers interested in EstBB can request access at https://www.
geenivaramu.ee/en/access-biobank. De-identified data of the MGB
Biobank that supports this study is available from the MGB Biobank
portal at https://www.massgeneralbrigham.org/en/research-and-
innovation/participate-in-research/biobank/for-researchers. Restric-
tions apply to the availability of these data,which are available toMGB-
affiliated researchers via a formal application. UK Biobank data are
available through a procedure described at http://www.ukbiobank.ac.
uk/using-the-resource/.Genomics England data is available through an
application process described here: https://www.genomicsengland.co.
uk/research/academic/join-gecip. GS datamay be accessed through an
application process described here: https://www.ed.ac.uk/generation-
scotland/for-researchers/access. The summary statistics data gener-
ated in this study are provided in the Supplementary Information file.
The GWAS data used in this study are available in the GWAS catalog
database under accession codes listed in Supplementary Data 10. The
PGS scores generated in this study are available in the PGS Catalog
under publication ID: PGP000618 and score IDs: PGS004869-
PGS004886. The GBD data are publicly available https://vizhub.
healthdata.org/gbd-results/ and the files used in this study are also
available via our GitHub repository76 under AbsoluteRiskEstimation.
All other data generated during this study are included in this pub-
lished article and its supplementary information files.

Code availability
The code used for these analyses is available at https://github.com/
intervene-EU-H2020/flagship 76.
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