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#### Abstract

This paper proposes a new algorithm for generating all permutations of multisets. The method uses transpositions only and adjacent transpositions are favoured. The algorithm requires a strong homogeneous transposition condition: non-adjacent transpositions are allowed only if all elements between the two permuted elements are equal to the smallest of those two elements. The storage required by the algorithm is small.


## 1. Introduction

1.1. General introduction. Combinatorics is considered as an independent discipline in mathematics and its history goes back several thousand years. It is the origin of many of the branches of modern mathematics 7. The results and methods of combinatorics are also used in fields of mathematics with origin independent to combinatorics. Problems of combinatoric nature exist in many of the several branches of mathematics today. Differential geometry is not an exception. It has even a sub field called combinatorial differential geometry. This paper contains a solution to a combinatoric problem that arose in an ongoing research in differential geometry. Section 1.2 gives a brief description of this problem.

Permutations and combinations are related through permutations of multisets. In a set the elements are unique, whilst in a multiset, elements can occur several times. A multiset can be described by a list of $r$ symbols $1,2, \ldots, r$, and their multiplicities $m_{1}, m_{2}, \ldots, m_{r}$. The set $\{1,2, \ldots, r\}$ is a special case of a multiset.

A $k$-combination of elements in a set $S=\{1,2,3, \ldots, n\}$ is a subset $A$ of $S$ of size $k$. Representing $A$ as a string of ones and zeros (a bit-string), where a one on the place $i$ says that $i$ is in $A$ and a zero on place $j$ tells that $j$ is not in $A$, gives a one-to-one correspondence between subsets of $S$ and bit-strings of length $n$. Since $A$ has $k$ elements, the corresponding bit string has $k$ ones and $n-k$ zeros. This is a permutation of the multiset consisting of $k$ ones and $n-k$ zeros. Thus, generating all $k$-combinations is a special case of listing all permutations of the multiset $1^{k} 0^{n-k}$. The super script $k$ indicates there are $k$ copies of the element 1 in the multiset.

By carefully designing the $k$-combination generating algorithm, it can be used to generate all permutations of any multiset. In fact, in a multiset
consider the element 1 and treat the remaining elements as 0 . We require two conditions.

1. The transposition condition requires that two successive permutations differs only in two bits.
2. The zero stability condition require that the order of the zeros is not changed.
For algorithms generating combinations, the first condition is equivalent to the strong minimal change property. There is a rich literature considering those algorithms. A selection of algorithms can be found in [5, 6, 14, 15, 16, 17.

The second condition is similar to the homogeneous transpositions condition in [9]. There are many algorithms [4, 9, 10, 11, 12, 13, 19] that meet other requirements. These algorithms however, are not in the scope of this paper.
1.2. Motivating introduction. The algorithm in the presented paper was developed to be used in making some huge polynomials. The variables in these polynomials are the coefficients of the Riemann curvature tensor. The polynomials are defined by using Young tableaux, which are diagrams filled with numbers. The forms of the diagrams are defined by partitions. A partition of $n$ is a sum $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{k}=n$, where the terms are positive and non-increasing. There are $\lambda_{i}$ boxes in row $i$ and the numbers $1,2, \ldots, n$ are distributed in the boxes. The following Young tableau $B_{2,2,2,2}$ is defined from the partition $2+2+2+2=8$.

$$
B_{2,2,2,2}=\begin{array}{|l|l|}
\hline 1 & 3 \\
\hline \hline 2 & 4 \\
\hline 5 & 7 \\
\hline 6 & 8 \\
\hline
\end{array}
$$

This Young Tableau was used by Agaoka [1 to find a necessary condition on isometric immersions of four-dimensional Riemann spaces into the Euclidean space of dimension five.

A Young tableau has a corresponding Young symmetrizer which is used to produce symmetric polynomials. The symmetrizer is defined through subgroups of the symmetric group $\mathfrak{S}_{8}$. The vertical subgroup $\mathfrak{V}_{B}$ consists of all elements in $\mathfrak{S}_{8}$ that preserves the columns of the Young Tableau $B$. It's size is $(4!)^{2}=576$. The horizontal subgroup $\mathfrak{H}_{B}$ consists of all elements in $\mathfrak{S}_{8}$ that preserves the rows of the Young Tableau $B$. The size of $\mathfrak{H}_{B}$ is $(2!)^{4}=16$. The polynomial is defined as

$$
\sum_{\sigma^{-1} \in \mathfrak{V}_{B}} \operatorname{sign}(\sigma) R\left(Y_{\sigma(1)}, Y_{\sigma(2)}, Y_{\sigma(3)}, Y_{\sigma(4)}\right) R\left(Y_{\sigma(5)}, Y_{\sigma(6)}, Y_{\sigma(7)}, Y_{\sigma(8)}\right)
$$

where $Y_{i}=X_{\mathscr{R}(i)} . \mathscr{R}(i)$ is the row where the number $i$ is in the Young tableau $B$. The symbols

$$
X_{1}, X_{2}, X_{3}, X_{4}
$$

denotes a basis for $\mathbb{R}^{4}$. The multivariate function $R$ is a ( 0,4 )-tensor, that is a real valued multilinear function with arguments in $\mathbb{R}^{4}$. Let $R$ have the symmetries
$S_{1} . R(X, Y, Z, W)=-R(Y, X, Z, W)$,
$S_{2} . R(X, Y, Z, W)=-R(X, Y, W, Z)$,
$S_{3} . R(X, Y, Z, W)=R(Z, W, X, Y)$, and
S4. $R(X, Y, Z, W)+R(Z, X, Y, W)+R(Y, Z, X, W)=0$. (The first Bianchi identity.)
$(0,4)$-tensors $R$ that have these symmetries are called curvature like tensors since they share the same symmetries as the Riemann curvature tensor. From the first symmetry, we have for example

$$
R\left(Y_{\sigma(1)}, Y_{\sigma(2)}, Y_{\sigma(3)}, Y_{\sigma(4)}\right)=-R\left(Y_{\sigma(2)}, Y_{\sigma(1)}, Y_{\sigma(3)}, Y_{\sigma(4)}\right)
$$

Therefore, the two permutations which only differs by a transposition of 1 and 2 , gives the same term in the polynomial. The same is true for the pairs $(3,4),(5,6)$, and $(7,8)$. Instead of summing over $\mathfrak{V}_{B}$, we will sum over all permutations of the multiset obtained by identifying elements in the same pair. The number of terms in the sum has been reduced by a factor of $2^{4}$ to $\frac{(4!)^{2}}{16}=36$. In addition to the four symmetries of $R$, there is a symmetry in the polynomial: interchanging the factors in each term is in fact equivalent to a permutation in $\mathfrak{V}_{B}$. This permutation is $(1,5)(2,6)(3,7)(4,8)$. This paper considers first the symmetry types $S_{1}$ and $S_{2}$ mainly. The other symmetries are applied in Section (4)

As can be seen, the symmetries in the tensors reduce the complexity of the calculations. Using transpositions in the generation of the permutations also makes it trivial to calculate the factor $\operatorname{sign}(\sigma)$; it changes sign for each step.

## 2. Related algorithms and theory

2.1. The Steinhaus-Johnson-Trotter algorithm. The Steinhaus-JohnsonTrotter algorithm [3, 18] generates all permutations of $n$ distinct elements by adjacent transpositions only. As Donald Knuth points out on page 321, volume 4 in The 'Art of Computer Programming' [4, it is impossible to generate all permutations even, the simple multiset $\{1,1,2,2\}$. The proof is an application of graph theory. The edges in the following diagram are adjacent transpositions.


There is no Hamilton path in the graph above, so there is no way of generating all permutations of $\{1,1,2,2\}$ by successive adjacent transpositions.
2.2. Gray codes. For combinations, a Gray code is a complete list of all $k$-combinations of $n$ elements listed by successive transpositions of the bitstring representation. On page 127 in [9, Ruskey presents the following algorithm. The list $C(n, k)$ of all permutations of $1^{k} 0^{n-k}$ is given recursively by

$$
C(n, k)=\left\{\begin{array}{ll}
0^{n} & \text { if } k=0 \\
1^{n} & \text { if } k=n \\
{\left[\frac{C(n-1, k) \cdot 0}{C(n-1, k-1)} \cdot 1\right]} & \text { if } 0<k<n
\end{array} .\right.
$$

The line over $C(n-1, k-1)$ indicates reversion of the list and the dot in $L \cdot c$ means concatenating the character $c$ to all of the elements in the list $L$. The production of $C(4,2)$ is described in the following diagram.


This gives the listing $1100,0110,1010,0011,0101,1001$. In the adjacent transposition diagram, this list is represented as following.


The thick arrows correspond to adjacent transpositions. The non-adjacent transpositions are shown as dashed arrows. The numbers on the arrows show the distance between the changing bits. Notice that there is a transposition from the last bit string to the first bit string. In fact, the algorithm produces a loop of transpositions, where the list can be repeated. In the process of the above example, if the zeros and the ones where marked, their order will change. However, when flipping back to start, the order is unchanged. For example the marked listing $C^{\prime}(4,2)$ is


In general, the order of the marked ones will change as is seen in the following example:


However, it is known that the order of the marked zeros will not change in the closed loop of the algorithm. Define the marked zeros version of the algorithm recursively by

$$
C^{\prime}(n, k)=\left\{\begin{array}{ll}
0_{0} 0_{1} \cdots 0_{n-1} & \text { if } k=0 \\
1^{n} & \text { if } k=n \\
{\left[\frac{C^{\prime}(n-1, k) \cdot 0_{n-k-1}}{C^{\prime}(n-1, k-1)} \cdot 1\right]} & \text { if } 0<k<n
\end{array} .\right.
$$

The line over $C^{\prime}(n-1, k-1)$ indicates reversion of the list and subtracting one from each index modulo $n-k$.

Lemma. For all $n>0$ and for all $k$ so that $0 \leq k \leq n$ the following is true.

1. The first element of the list $C^{\prime}(n, k)$ is

$$
1^{k} 0_{0} 0_{1} \cdots 0_{n-k-1} .
$$

2. When $0<k<n$, the last element of the list $C^{\prime}(n, k)$ is

$$
1^{k-1} 0_{n-k-1} 0_{0} 0_{1} \cdots 0_{n-k-2} 1 .
$$

3. Each two successive elements in the list $C^{\prime}(n, k)$ differ in exactly two symbols, a marked zero and a one.

Notice that the first and last elements in the list differs in only in the $k$-th and $n$-th bit when the list has more than one element.

Proof of the lemma. The proof is by induction on $n$. Notice that the lemma is true if $n=1, k=0$, or $k=n$. Assume the lemma is true for $n<r$, for some $r>1$. It is sufficient to prove the lemma for $n=r$ and $0<k<n$. First, from the definition one can see that the first element in $C^{\prime}(r, k)$ is equal to the first element in $C^{\prime}(r-1, k) \cdot 0_{r-k-1}$. That is

$$
1^{k} 0_{0} 0_{1} \cdots 0_{n-k-2} \cdots 0_{n-k-1} .
$$

Second, from the definition, the last element in $C^{\prime}(r, k)$ is the first element of $C^{\prime}(r-1, k-1) \cdot 1$ with one subtracted from the indices modulo $r-k$.

That is

$$
1^{k-1} \cdots 0_{r-k-1} 0_{0} 0_{1} \cdots 0_{r-k-2} 1
$$

Finally, it is sufficient to prove the third point in the lemma for the last element in $C^{\prime}(r-1, k) \cdot 0_{r-k-1}$ and the first element in $\overline{C^{\prime}(r-1, k-1)} \cdot 1$. The last element in $C^{\prime}(r-1, k) \cdot 0_{r-k-1}$ is

$$
1^{k-1} 0_{r-k-1} 0_{0} 0_{1} \cdots 0_{r-k-2} 1
$$

The first element in $\overline{C^{\prime}(r-1, k-1)} \cdot 1$ is the last element in $C^{\prime}(r-1, k-1) \cdot 1$ with the one subtracted indices modulo $r-k$. That is

$$
1^{k-2} 0_{r-k-2} 0_{r-k-1} 0_{0} 0_{1} \cdots 0_{r-k-3} 11
$$

Notice that these two displayed elements differs in place $k-1$ and $r-1$ only. The lemma follows from induction.

An implementation of the definition of $C(n, k)$ requires memory allocated for the entire list. Two alternative algorithms are given in chapter 5.3 on the pages 128 and 129 in [9]. In the algorithm on page 128, each element is obtained from the previous by a transposition. The bit-string representation of a $k$-combination is equivalent to an ascending ordered sequence $p_{1} p_{2} \cdots p_{k}$ of the position of the ones in the bit-string. The second algorithm gives the list $C(n, k)$ in terms of position sequences. Mütze has written a recent survey [8] on combinatorial Gray codes.
2.3. The piano chords algorithm. Eades and McKay [2] found an algorithm that theoretically goes through all chords using $k$ fingers on a piano with $n$ keys without crossing any finger and moving only one finger at the time. It is theoretical because no human has so large or flexible hands that they can play the chords in this list. The algorithm is described as following in (9].

$$
E(n, k)= \begin{cases}0^{n} & \text { if } k=0 \\
{\left[10^{n-1}, 010^{n-2}, \ldots, 0^{n-1} 1\right]^{T}} & \text { if } k=1 \\
{\left[\frac{E(n-1, k) \cdot 0}{E(n-2, k-1) \cdot 01}\left[\begin{array}{ll}
E(n-2, k-2) \cdot 11
\end{array}\right]\right.} & \text { if } 1<k<n \\
1^{n} & \text { if } k=n\end{cases}
$$

For $n=6$ and $k=3$, this gives the list given in Table 1. There are 16 adjacent transpositions in the generation, two transpositions of distance two and one transposition of length three. The total distance moved in this algorithm is 23 .

| state |  |  | trans. | state |  |
| ---: | :--- | ---: | :--- | :--- | ---: |
| 1 | 111000 |  | 11 | trans. |  |
| 2 | 110100 | $(3,4)$ | 12 | 100101 | $(5,6)$ |
| 3 | 101100 | $(2,3)$ | 13 | 010101 | $(1,2)$ |
| 4 | 011100 | $(2,3)$ | 14 | 011001 | $(3,4)$ |
| 5 | 011010 | $(4,5)$ | 15 | 101001 | $(1,2)$ |
| 6 | 101010 | $(1,2)$ | 16 | 110001 | $(2,3)$ |
| 7 | 110010 | $(2,3)$ | 17 | 100011 | $\mathbf{( 2 , 5 )}$ |
| 8 | 100110 | $\mathbf{( 2 , 4 )}$ | 18 | 010011 | $(1,2)$ |
| 9 | 010110 | $(1,2)$ | 19 | 001011 | $(2,3)$ |
| 10 | 001110 | $(2,3)$ | 20 | 000111 | $(3,4)$ |

Table 1. The piano chord algorithm by Eades and McKay applied with $n=6$ and $k=3$. The third and sixth columns show the transposition that created the state from the preceding state.

## 3. The NEW ALGORITHM

3.1. Definition and proofs. The algorithm start with $k$ identical elements marked with the letter $x$ placed in location $1,2, \ldots, k$ along a linear array with $n$ places

$$
\underbrace{x \cdots x}_{k \text { copies }} o \cdots o .
$$

The empty places are marked with the letter $o$. The algorithm describes a process of transpositions that ends up in the state

$$
o \cdots o \underbrace{x \cdots x}_{k \text { copies }}
$$

and in the process going through all the $\binom{n}{k}$ configurations of $k$ number of $x$ 's and $n-k$ number of $o$ 's exactly once.

Algorithm 1. Given an array of $k$ number of $x$ 's distributed in an array with $n$ positions. The $x$ 's are given an orientation coded by left $(<)$ or right ( $>$ ). The empty places are represented by o and they have no orientation. The $x$ 's are therefore redundant and are represented by the symbol assigning its orientation. The algorithm moves the elements and changes their orientation by the following set of rules.

1. Output the state. The active element is set to the element furthest to the right.
2. If the active element faces an adjacent empty place, it interchanges with that empty place.

$$
\ldots>o \ldots \mapsto \ldots o>\ldots \text { or } \ldots o<\ldots \mapsto \ldots<o \ldots
$$

Go back to step 1.
3. If the active element faces left and faces an empty place to its left and all places between are occupied by elements facing to the left, it permutes with that empty place. The elements between change orientation to right ( $>$ ). Go back to the first step.
4. If the active element faces an empty place to its right, it will permute with the closest empty place to its right if and all elements between are oriented to the right ( $>$ ). The algorithm goes to step 1.
5. The active element changes its orientation. The nearest element to the left of the active element becomes the active element and the algorithm goes to step 2.
6. The algorithm terminates if there are no elements to the left of the active element.
The algorithm runs through all combinations with the following initial states.
a. If the initial state is

$$
\underbrace{\geq \cdots>o}_{k \text { copies }} o \cdots o
$$

the procedure defined in point 1 to 6 describes an algorithm that will terminate with the last output on the form

$$
o \cdots o>\underbrace{* \cdots \cdots}_{k-1},
$$

where $*$ can be any of the two symbols $<$ and $>$.
b. If the initial state is the negative of the last output in case a:

$$
o \cdots o<\underbrace{\cdots \cdots *}_{k-1 \text { copies }},
$$

the procedure defined in point 1 to 6 describes an algorithm that will terminate with the last output on the form

$$
\underbrace{s \cdots<o \cdots o . ~}_{k \text { copies }}
$$

A proof of the Algorithm is given at the end of this section. Table 2 shows the process with three elements and six places. The first column counts the set permutations, the second column shows the state, and the third column indicates the rules that produced that state. Notice that Table 2 shows all $\binom{6}{3}=20$ combinations of three unmarked elements in six places. The orientations are for book-keeping only.

Table 3 shows the algorithm when the start configuration is ooo<>>. Notice the symmetry of the algorithm in Table 2 and Table 3. This symmetry is independent of the number of places and arrows.

Theorem. For each string $S$ of the characters ' 0 ', '<', and '>', define its negative $N(S)$ by keeping 'o', replacing '<' with '>', and replacing '>' with

|  | state | rules |  | state | rules |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | >>>000 |  | 11 | o>00<> | 6,6,2 |
| 2 | $\gg 0>00$ | 2 | 12 | $0>0<0<$ | 6,2 |
| 3 | >>00>0 | 2 | 13 | $0>0 \ll 0$ | 2 |
| 4 | >>000> | 2 | 14 | -><>00 | 3 |
| 5 | >0>00< | 6,2 | 15 | $0\rangle\langle 0\rangle 0$ | 2 |
| 6 | >0>0<0 | 2 | 16 | -><00> | 2 |
| 7 | >0><00 | 2 | 17 | -0>>0< | 6,6,4 |
| 8 | >00>>0 | 6,4 | 18 | -0>><0 | 2 |
| 9 | >00>0> | 2 | 19 | -0>0>> | 6,4 |
| 10 | >000>< | 6,2 | 20 | -00><< | 6,6,2 |

TABLE 2. The table shows the algorithm applied on the state >>>0.o.

|  | state | rules |  | state | rules |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ০oo<>> |  | 11 | <000<> | 6,6,2 |
| 2 | 00<0<< | 6,6,2 | 12 | <00<0< | 6,2 |
| 3 | ০০<<>> | 3 | 13 | <00<<0 | 2 |
| 4 | -0<<<0> | 2 | 14 | <0<>00 | 3 |
| 5 | -<>00< | 6,3 | 15 | <0<0>0 | 2 |
| 6 | $0<>0<0$ | 2 | 16 | <0<00> | 2 |
| 7 | $0<><00$ | 2 | 17 | <<000< | 6,2 |
| 8 | $0<0\rangle>0$ | 6,4 | 18 | <<00<0 | 2 |
| 9 | $0<0\rangle 0\rangle$ | 2 | 19 | <<0<00 | 2 |
| 10 | -<00>< | 6,2 | 20 | <<<000 | 2 |

TABLE 3. The table shows the algorithm applied on the state ooo<>>, the negative state of the end result in Table 2.
<<'. For example $N(0<00<>)=0>00><$. Let $M(S)$ be the result of running one iteration of the algorithm. Then for all strings $S$ formed by the characters 'o', <<', and '>' the following holds:

$$
M \circ N \circ M(S)=N(S) .
$$

Consider an integer represented in the balanced ternary number format representation. This is

$$
\left(t_{n} t_{n-1} \ldots t_{2} t_{1} t_{0}\right)_{\overline{3}}=\sum_{i=0}^{n} t_{i} 3^{i}, t_{i} \in\{-1,0,1\}, i=0,1, \ldots, n .
$$

For instance, $42=(1 \overline{1} \overline{1} \overline{1} 0)_{\overline{3}}$, where $\overline{1}$ is the digit -1 . If o represents the digit zero, > represents the digit one, and < represents digit negative one, then $N(S)$ represents the negative value of $S$. Thus, the notation $N(S)$ is chosen.


Figure 1. The adjacent transpositions graph for permutations of the multiset xxooo. The bold arrows correspond to the adjacent transpositions in the algorithm. The dashed arrow shows the only case where the transposition fails to be adjacent.

Proof of the theorem. An unsuccessful iteration runs through all elements and changes their orientation. That is the same as the taking the negative. Then $N \circ M(S)=S$. A successful iteration interchanges an element with an empty space. The proof is divided into three cases:

- If the interchange happens in step 2 , all elements to the right of the current active element has changed orientation before the current element became active. These elements are changed back again with negation, and therefore are unchanged by $N \circ M$. The current active element is contained in a substring >o or $0<$. This is changed by $N \circ M$ to $0<$ or >o respectively. No elements to the left of the active element is changed by $M$. Therefore, $N \circ M \circ N \circ M(S)=S$.
- If the interchange happens in step 3 , just as for step 2 , all elements to the right of the active element changes orientation by $M$ and therefore unchanged by $N \circ M$. The active element is the element furthest to the right in a series $0<\ldots<$. This is changed to <> . . >0 by $M$ and then to >< $\ldots$ <o by $N$. The element furthest to the right of these elements will be the active element in the second application of $M$, but then step 4 in the algorithm applies. The string will change to $0>\ldots>$ and then to $0<\ldots<$ by $N$. The elements to the left and to the right will not be changed by $N \circ M \circ N \circ M$, therefore $N \circ M \circ N \circ M(S)=S$.
- If the interchange happens in step 4 , all elements to the right of the active element has changed orientation. The active element is the left most element in a string > ... >o before the action in step 4. The action in step 4 changes this string to $0>\ldots>$. Then $N$ changes this substring to $0<\ldots<$. The next time $M$ acts on this it will change the string to <> $\ldots>0$ by step 3 . Then $N$ will change the string to $><\ldots<0$ this was the original state. The elements to the left and right are not changed by $N \circ M \circ N \circ M$, so $N \circ M \circ N \circ M(S)=S$.

This completes the proof.
Consider the reduction map $r: S \mapsto r(S)$ that removes the rightmost character > or < from the string $S$. For example if $S=>00 \gg 0$ then $r(S)=$ $>00>0$. This map transforms Table 2 into the shorter Table 4. Multiple recurring states are removed. The numbering of the states in Table 2 is kept in Table 4. Notice that the same table would be obtained if the algorithm was used directly on the start configuration >>000. This observation is basis for the proof of the algorithm.

|  | state | rules |  | state | rules |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | >>000 |  | 12 | 0>0<0 | 2 |
| 5 | >0>00 | 2 | 14 | 0><00 | 2 |
| 8 | $>00>0$ | 2 | 17 | -0>>0 | 6,4 |
| 10 | >000> | 2 | 19 | 00>0> | 2 |
| 11 | ->00< | 6,2 | 20 | -00>< | 6,2 |

Table 4. This table shows the algorithm applied on the state >>000. It also shows the reduction of Table 2,

Proof of Algorithm 1. Consider any state $S^{\prime}$ in the algorithm with $k=l$ and $n=m$. This state can be extended to a state $S$ by adding an extra character > or <.
(R) The character > is placed just to the right of the element element furthest to the right different from o in $S^{\prime}$. After successive iterations with rule 2 we run through all states that reduces to $S^{\prime}$. In the next iteration, the element element furthest to the right in $S$ changes orientation and the element element furthest to the right in $S^{\prime}$ becomes the new active element. If $S=\ldots>0000>, S=\ldots<0 \ldots$. . or $S=$ $\ldots$. . <> or $S=\ldots \gg$, the result of the iteration on $S$ will commute with the reduction. $M \circ r=r \circ M$.
(L) The character < is appended at the right end of $S^{\prime}$. That is $S=$ ..>o..o<. Repeated iterations with step 2, goes through all states of $S$ with $r(S)=S^{\prime}$ until we get one of the following states. $S=$ . .?><0. . o or $S=$. .<<०. . o. The next iteration for the first case invokes step 6 once and step 4 once, the result is $M(S)=\ldots$ ?०>>०. . ०. Again $r \circ M=M \circ r$. In the second case step 3 or 6 is invoked and again the iteration $M$ commutes with reduction $r$.
The statement in the algorithm is trivially true for all $n$ if $k=1$. Assume that the algorithm part a is true for $n=m$ and for $k=l$. We will prove that the algorithm is true for $n=m+1$ and $k=l+1$.

From the start configuration $S_{0}=>\ldots \gg 0 \ldots$ with $k=l+1$ and $n=m+1$, the element furthest to the left is moving to the right for each iteration in the algorithm until it comes to the right most place. Rule 2 in the algorithm is applied each time. After $m-l$ iterations, the state is
$S_{m-l}=>\ldots>0 \ldots . .0>$. The reduction map maps each of these states to the start configuration >...>0...。 for $k=l$ and $n=m$. In the next iteration rule 6 is applied, the orientation of the active element changes to < and the next element is the active element. The state is now >...>0....0< and rule 2 is invoked on the element at position $l$. That results in the state $S_{m-l+1}=>\ldots>0>0 \ldots$. . The reduced map sends this state onto $S_{1}^{\prime}=r\left(S_{m-l+1}\right)=>\ldots>0>0 \ldots$. This is equivalent with running the first iteration with $k=l$ and $n=m$.

In general consider any output state in the algorithm on one of the two forms:
(F) $S=$ ?...*>o...o with possible zero o's at the right end.
(B) $S=$ ? . . . *o. . . o < with possible zero o's between $*$ and $<$.

As explained in (R) and (L), each time the right most element changes orientation, $r \circ M=M \circ r$.

Since part a of the algorithm goes through all states exactly once with $k=l$ and $n=m$, we have that it also goes through all states exactly once with $k=l+1$ and $n=m+1$. The b-part of the algorithm follows from the a-part and the above theorem.
3.2. The tale of the wolves in the staircase. The following description is equivalent to the rules in the algorithm. Imagine $k$ wolves in a staircase with $n$ steps. There is only one wolf on each step and each wolf can only face upwards or downwards. The highest ranked wolf is the wolf that is located highest in the staircase at a present time. This wolf is the only one that can initiate a move by itself. If it cannot move, it must wait until another wolf has moved to an empty step. A wolf can only go forwards to the nearest empty step. However, it cannot pass a wolf that faces it. It can pass as many wolves as it can as long as there is an empty step to go to and it passes all wolfs in between from behind. Wolves that are passed by another wolf shall turn upwards. A wolf that cannot move with these rules shall turn around and howl. The bark signals that the closest wolf downstairs should try to move. If the lowest ranked wolf barks, no wolves move. The wolfs are now at the top of the staircase.
3.3. Applying the algorithm on multisets. Given the multiset 112233 our algorithm gives the result as shown in Table 5. First start with the ones and treat the remaining elements as empty places. For each time the algorithm exits, one step of the algorithm is applied on the string where the ones are removed and the twos are represented by > or <, the threes are treated as empty places. Table 5 shows the process. The table is read columnwise from the top to the bottom and from the left to the right. The extension of our algorithm to arbitrary finite multisets is as following.

Algorithm 2. Given the multiset $S=[1, \ldots, k]$ with $n$ elements and $S_{i} \leq$ $S_{j}$ for $1 \leq i<j \leq n$. The following algorithm traverses all permutations $P$ of $S$ exactly once.
(1) Let $P=S$ and define the array $V=[1, \ldots, 1]$ with $n$ elements $V_{i}=1$.
(2) Set $T=1$. This is the active element type.
(3) Set $M=n+1$.
(4) Set $M:=\max _{i<M, P_{i}=T} i$.
(5) If $M$ does not exist:

- Set $T:=T+1$
- If $T>k$. Exit the algorithm.
- Go to step (3)
(6) Let $N:= \begin{cases}\min _{i>M, P_{i}>T} i & \text { if } V_{M}=1 \\ \max _{i<M, P_{i}>T} i & \text { if } V_{M}=-1\end{cases}$
(7) If $N$ does not exist, go to step (9).
(8) If $V_{M}=V_{i}$ for all $i$ between $M$ and $N$
- Swap $P_{M}$ with $P_{N}$ and $V_{M}$ with $V_{N}$
- Set $V_{i}=1$ for all $i$ between $M$ and $N$.
- Go to step (圆)
(9) Set $V_{M}:=-V_{M}$.
(10) Go to step (4)
3.4. A circular Gray code for a multiset. Our algorithm is circular in the case $m_{k-1}=m_{k}=1$. Fig. 4 shows the result of the algorithm applied on the multiset $1^{2} 2^{2} 34$.

| $\mid$ | States |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\gg 33$ | $>3>3$ | $>33>$ | $3>3<$ | $3><3$ | $33 \gg$ |
| 1 | $\gg 2233$ | $2323 \ll$ | $\gg 2332$ | $3232 \ll$ | $\gg 3223$ | $3322 \ll$ |
|  | $>2>233$ | $232<>3$ | $>2>332$ | $323<>2$ | $>3>223$ | $332<>2$ |
|  | $>22>33$ | $232<3>$ | $>23>32$ | $323<2>$ | $>32>23$ | $332<2>$ |
|  | $>223>3$ | $23<23<$ | $>233>2$ | $32<32<$ | $>322>3$ | $33<22<$ |
|  | $>2233>$ | $23<2<3$ | $>2332>$ | $32<3<2$ | $>3223>$ | $33<2<2$ |
|  | $2>233<$ | $23 \ll 23$ | $2>332<$ | $32 \ll 32$ | $3>223<$ | $33 \ll 22$ |
|  | $2>23<3$ | $2<>323$ | $2>33<2$ | $3<>232$ | $3>22<3$ | $3<>322$ |
|  | $2>2<33$ | $2<3>23$ | $2>3<32$ | $3<2>32$ | $3>2<23$ | $3<3>22$ |
|  | $2><233$ | $2<32>3$ | $2><332$ | $3<23>2$ | $3><223$ | $3<32>2$ |
|  | $22 \gg 33$ | $2<323>$ | $23 \gg 32$ | $3<232<$ | $32 \gg 23$ | $3<322<$ |
|  | $22>3>3$ | $<2323<$ | $23>3>2$ | $<3232<$ | $32>2>3$ | $<3322<$ |
|  | $22>33>$ | $<232<3$ | $23>32>$ | $<323<2$ | $32>23>$ | $<332<2$ |
|  | $223>3<$ | $<23<23$ | $233>2<$ | $<32<32$ | $322>3<$ | $<33<22$ |
|  | $223><3$ | $<2<323$ | $233><2$ | $<3<232$ | $322><3$ | $<3<322$ |
|  | $2233 \gg$ | $\ll 2323$ | $2332 \gg$ | $\ll 3232$ | $3223 \gg$ | $\ll 3322$ |

TABLE 5. The table shows how the algorithm permutes the multiset $1^{2} 2^{2} 3^{2}$.

## 4. Generating the polynomials

In this section, we apply the algorithm on the Young tableaux $B_{2,2,2,2}$. Apply the algorithm on each column. In the first column, the algorithm identifies 1 with 2 , and 5 with 6 . The algorithm gives the sequence:

$$
1256,1526,1562,5162,5126,5621
$$

Similarly, for the second column of $B_{2,2,2,2}$, it produces the list:

$$
3478,3748,3784,7384,7348,7843 .
$$

Table 6 shows the result. This gives the polynomial


Table 6. The multi-set permutations of the diagram $B_{2,2,2,2}$. The multi-sets are defined by grouping the elements in the equivalence classes $\{1,2\},\{3,4\},\{5,6\}$, and $\{7,8\}$. The signs are the signatures of the permutations.

$$
\begin{aligned}
P(R)= & R_{1212} R_{3434}-R_{1312} R_{2434}+R_{1412} R_{2334}-R_{2412} R_{1334}+R_{2312} R_{1434} \\
& -R_{4312} R_{1234}+R_{4313} R_{1224}-R_{2313} R_{1424}+R_{2413} R_{1324}-R_{1413} R_{2324} \\
& +R_{1313} R_{2424}-R_{1213} R_{3424}+R_{1214} R_{3423}-R_{1314} R_{2423}+R_{1414} R_{2323} \\
& -R_{2414} R_{1323}+R_{2314} R_{1423}-R_{4314} R_{1223}+R_{4324} R_{1213}-R_{2324} R_{1413} \\
& +R_{2424} R_{1313}-R_{1424} R_{2313}+R_{1324} R_{2413}-R_{1224} R_{3413} \\
& +R_{1223} R_{3414}-R_{1323} R_{2414}+R_{1423} R_{2314}-R_{2423} R_{1314} \\
& +R_{2323} R_{1414}-R_{4323} R_{1214}+R_{4343} R_{1212}-R_{2343} R_{1412} \\
& +R_{2443} R_{1312}-R_{1443} R_{2312}+R_{1343} R_{2412}-R_{1243} R_{3412}
\end{aligned}
$$

By using the symmetries of $R$, this simplifies to

$$
\begin{aligned}
& P(R) / 2=R_{1234}^{2}+R_{1423}^{2}+R_{1324}^{2}+R_{1212} R_{3434} \\
& \quad+R_{1313} R_{2424}+R_{1414} R_{2323}+2 R_{1214} R_{2334}+2 R_{1223} R_{1434} \\
& \quad-2 R_{1213} R_{2434}-2 R_{1224} R_{1334}-2 R_{1314} R_{2324}-2 R_{1323} R_{1424} .
\end{aligned}
$$

This is equal to the polynomial $I_{B_{2,2,2,2}}$ on page 118 in [1]. For the larger Young tableau,

$$
B_{5,5,5,5,4,4}=\begin{array}{|c|c|c|c|c|}
\hline 1 & 3 & 5 & 7 & 9 \\
\hline 2 & 4 & 6 & 8 & 10 \\
\hline 11 & 13 & 15 & 17 & 19 \\
\hline 12 & 14 & 16 & 18 & 20 \\
\hline 21 & 23 & 25 & 27 \\
\hline 22 & 24 & 26 & 28 \\
\hline
\end{array}
$$

the saved amount of calculation is significant. The size of $\mathfrak{V}_{B_{5,5,5,5,4,4}}$ is $(6!)^{2} 4!=6,449,725,440,000$. By using the first two symmetries in the curvature tensor, the algorithm reduces the complexity to $\frac{(6!)^{2} 4!}{2^{14}}=393,660,000$. Using the remaining symmetries will reduce the complexity of the calculations even more. That is a topic for another paper.

## 5. Discussion

5.1. Comparison to Eades McKay. Our algorithm is quite similar to Eades-McKay's algorithm. Both methods uses transpositions $(i, j)$ only. Eades-McKay's algorithm require the homogeneous transpositions condition in [9. Our algorithm follows a strong version of the homogeneous transpositions condition for the empty spaces. The elements between two interchanging elements must be equal to the smallest of the two interchanging elements.
5.2. Notes on an algorithm of Takaoka. Takaoka's algorithm [15] for generating all combinations of $k$ elements in a finite set seems to be a special case (a.) of our Algorithm [1. Although, Takaoka's algorithm is for generating combinations, both his and our algorithms produce the same result for the multisets $1^{2} 0^{4}$ and $1^{3} 0^{3}$. It remains to prove that those algorithms are the same. Takaoka's algorithm 14 for producing all permutations of a multiset is different from our algorithm.
5.3. Inspiration from Steinhaus-Johnson-Trotter. Our method was inspired by the Steinhaus-Johnson-Trotter algorithm [3, 18]. In their algorithm, the element 1 goes back and forth. Each time it turns around, the next element 2 takes one step and so on. Fig. 2 shows that their algorithm and our algorithm are equal when applied on the set $\{1,2,3,4\}$. We believe that our algorithm is a generalisation of their algorithm.


Figure 2. The vertices of the graph are all permutations of 1234. The edges are transpositions. Our algorithm is marked with a thick line which forms a Hamilton circuit. This circuit is exactly the same as the one produced by the Steinhaus-Johnson-Trotter algorithm [3, 18]. The graph is homomorphic to the truncated octahedron, one of Archimedes solids as shown in Fig. 3,
5.4. Unanswered question. Each step in our algorithm is a transposition $(i, j)$. In other words, the Hamming distance is two between successive elements in the list $B$ of all permutations of the multiset $1^{k} 0^{n-k}$. This is the first order closeness measure. The width of a transposition $(i, j)$ is defined as $w_{(i, j)}=|i-j|$. The sum of the widths for all transitions in the algorithm is called the total motion $W_{B}=\sum_{\sigma} w_{\sigma}$. It is an open question if the presented algorithm has the minimal total motion. In the case $n=6$ and $k=3$, the Eades-McKay algorithm has 16 adjacent transpositions, two moves of distance two and one move of distance 3. The total distance
moved is therefore $16+2 \times 2+3=23$. Our method has 15 adjacent transpositions and 4 moves of distance 2 . The total distance moved is for our method is $15+4 \times 2=23$. Another condition is to only accept adjacent or transpositions with width 2. A known algorithm [9] that have this condition has total distance moved 25 , for $n=6$ and $k=3$.

Let $B(n, k)$ be the list of bit-strings produced by our method. Experiments show that:
a) $W_{E(n, n-k)}=W_{B(n, k)}$ for all $n<30$ and $0<k<n$.
b) $W_{E(n, k)}>W_{B(n, k)}$ for all $n<30$ and $0<k<n / 2$.
c) $W_{E(n, k)}<W_{B(n, k)}$ for all $n<30$ and $n / 2<k<n$.

It is not known which method has the lowest value for $W_{E(n, k)}$. The values in the list above is limited to the case where $n<30$ and for two different algorithms only.


Figure 3. The graph in Fig. 2 is drawn as a truncated octahedron. The edges are adjacent transpositions. Our algorithm is marked with a thick line which forms a Hamilton circuit.

Listing 1. Python implementation

```
from collections.abc import Iterator
def swap_elements(a_list,i,j):
    tmp = a_list[i];
    a_list[i] = a_list[j];
    a_list[j] = tmp
class setperm(Iterator):
    def __init__(self,multiplicity):
        self.m = multiplicity
```



Figure 4. The picture shows the result of our algorithm applied on the multiset 112234. Notice that the pattern is a circular Gray code. The colour codes are $1=$ red, $2=$ yellow, $3=$ green, and $4=$ blue. The inner circle shows the output from the algorithm for the multiset 1123. Notice that the order of yellow, green, and blue in the inner figure is the same as the order of the same colors in the outer figure.

```
    self.k = len(multiplicity)
    self.P = []
    for i in range(self.k):
        self.P += [i+1]*multiplicity[i]
    self.n = len(self.P)
    self.D = [1]*self.n
    self.T = 0 # No active element type
def __next__(self):
    if self.T == 0:
        self.T = 1
        return self.P.copy()
    else:
    return self.one_step(self.n).copy()
```

```
    def swap(self,i,j,df):
    swap_elements(self.P,i,j)
    swap_elements(self.D,i,j)
    for k in range(i+df,j,df):
        self.D[k] = 1
    self.T = 1
    def one_step(self,n): # One iteration of the
    d = -1 # algorithm
    T = self.T
    for i in range(n-1,-1,-1): #
        if self.P[i] == T:
            d = i
            break
    df = self.D[d]
    j = d + df
    if d>-1:
        while j>-1 and j<self.n:
            if self.P[j] != T or self.D[j] != df:
                if self.P[j] > T:
                        self.swap(d,j,df)
                    return self.P
                    break
            j = j+df
            self.D[d] = -self.D[d]
        return self.one_step(d)
    else: # No elements of type T can move!
        self.T = self.T+1 # Next type!
        if self.T >= self.k: # No elements can move.
            |raise StopIteration # Exit!
        return self.one_step(self.n)
# Example code:
for perm in setperm([2,2,1,1]):
    print( perm )
```
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