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A B S T R A C T

This study presents an approach to enhance human–machine collaboration in autonomous ship trajectory
planning. A decision support system is developed, considering crucial environmental factors such as ocean
currents, wind, and tidal information, alongside the integration of narrow channel geometry, squat effect, and
Under-keel-clearance (UKC). The Dynamic Consequence Analysis (DCA) risk assessment method is utilized
to establish dynamic safety domains, incorporating ship maneuvering characteristics and potential failure
scenarios. The Multi-objective Particle Swarm Optimization (MOPSO) algorithm is then employed to generate
alternative trajectories, optimizing five objective functions: minimizing safety domain violation, consecutive
speed changes, path length, deviation from the initial plan, and deviation from the initial estimated time of
arrival. Furthermore, two Multi-criteria Decision Making (MCDM) methods, Multi-Objective Optimization by
Ratio Analysis (MOORA) with user preferences, and the Entropy Weight Method (EWM) with automatic weight
allocation, are employed to rank alternative solutions from the Pareto front. Finally, a clustering method is
employed on the Pareto front solutions. The outcomes that serve as representatives for these clusters are then
merged with the highest-rated alternative solutions from MCDM methods. This combined set forms the basis
for the final decision-making process carried out by the operator. While dynamic obstacles are not considered
in this study, evaluation across three scenarios demonstrates the effectiveness of the proposed decision support
system for trajectory planning.
1. Introduction

While there have been notable advancements in autonomous ship
technologies, there are concerns regarding their alignment with ex-
isting regulatory frameworks (IMO, 2021). The slow-paced nature of
regulation-making processes, typically characterized by careful con-
siderations of safety and operational implications, contrasts with the
rapid evolution of autonomous systems (Negenborn et al., 2023). The
International Maritime Organization (IMO) has introduced four au-
tonomy levels to define the progressive integration of autonomous
functionalities in ships (IMO, 2021). However, before reaching auton-
omy levels 3 or 4, which involve a high degree of vessel autonomy,
the feasibility and practicality of implementing periodically unmanned
bridges and decision support systems for seafarers should be explored.
These intermediate stages offer valuable opportunities to learn from
the experiences gained, refine existing and emerging technologies, and
enhance safety measures in the transition towards fully autonomous
shipping.

✩ This work was supported by the Center for Research-based Innovation AutoShip, project number 309230.
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E-mail addresses: melih.akdag@ntnu.no (M. Akdağ), tom.arne.pedersen@dnv.com (T.A. Pedersen), thor.fossen@ntnu.no (T.I. Fossen),

tor.arne.johansen@ntnu.no (T.A. Johansen).

Autonomous ship navigation, when limited to trajectory planning,
accounts for determining a path for the ship to follow from its cur-
rent position to its desired destination while considering the ship’s
dynamics, environmental conditions, safety requirements, economy,
operational constraints, and static and dynamic obstacles. The static
obstacles encompass elements such as land, shores, and depths, while
dynamic obstacles comprise other vessels and floating objects encoun-
tered during the ship’s route. The trajectory planning process aims to
achieve the goal of reaching a destination while ensuring Collision
and Grounding Avoidance (CAGA) with obstacles as well as optimiz-
ing efficiency objectives along the way. Optimization techniques are
essential to tackle the high complexity of the planning problem and
find the most optimal paths and maneuvers in real time. Various algo-
rithms, such as A*, Rapidly-exploring Random Trees, Artificial Potential
Field, Genetic Algorithms, Model Predictive Control, and more, are
extensively employed for autonomous ship trajectory planning (Öztürk
et al., 2022). An optimization problem contains the core elements
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Acronyms

IMO The International Maritime Organization
CAGA Collision and Grounding Avoidance
MCDM Multi-criteria Decision Making
COLREG Convention on the International Regula-

tions for Preventing Collisions at Sea
MOO Multi-objective Optimization
DCA Dynamic Consequence Analysis
MOPSO Multi-objective Particle Swarm Optimiza-

tion
MOORA Multi-Objective Optimization by Ratio

Analysis
EWM Entropy Weight Method
ETA Estimated Time of Arrival
ENC Electronic Navigation Chart
ECDIS Electronic Chart Display and Information

System
UKC Under-keel-clearance
DP Dynamic Positioning
EA Evolutionary Algorithms
GA Genetic Algorithm
ACO Ant Colony Optimization
PSO Particle Swarm Optimization
AHP Analytic Hierarchy Process
TOPSIS Technique for Order of Preference by Simi-

larity to Ideal Solution
CRITIC CRiteria Importance Through Inter-criteria

Correlations
APF Artificial Potential Field
MPC Model Predictive Control
PRM Probabilistic Roadmap Method
RRT Rapidly Exploring Random Tree
DNN Deep Neural Network
RL Reinforcement Learning

of the objective function, decision variables, and, if applicable, con-
straints. The objective function enables us to measure a solution’s
performance among other solutions. Decision variables set the range of
choices available which have an impact on the solution performance
and constraints set limits to be satisfied. The majority of trajectory
planning applications consider single-objective optimization due to its
simplicity and straightforward nature. In single-objective optimization,
the objective function represents a single goal to be maximized or
minimized, making it easier to define and implement. However, in
many scenarios, there are often multiple criteria or objectives that
need to be simultaneously optimized, but these objectives are typically
competing with each other. MOO is a powerful mathematical approach
that deals with finding the best possible solutions for problems that
involve multiple conflicting objectives. MOO aims to identify a set of
solutions that represents a trade-off between the conflicting objectives,
known as the Pareto front (Ngatchou et al., 2005). The Pareto front
consists of solutions that are not dominated by any other solution in
terms of all objectives simultaneously. Dominance refers to one solution
being superior to another in at least one objective and not worse in any
other objective. Therefore, a solution that lies on the Pareto front rep-
resents an optimal compromise, where improving one objective would
require sacrificing performance in another objective. Different solutions
on the Pareto front provide different trade-offs between the objectives,
enabling decision-makers to make informed decisions based on their
priorities and constraints. Therefore, the MOO presents a promising
2

approach for creating a decision support system for trajectory planning
that can offer operators multiple solutions.

1.1. Related works

Path planning can be broadly classified into global and local algo-
rithms based on their spatial coverage (Öztürk et al., 2022). Global
path planning algorithms typically account for static obstacles and
environmental forces to determine a viable path between two positions,
incorporating defined objectives such as preventing grounding, opti-
mizing path length, and enhancing energy efficiency. In contrast, local
path planning algorithms focus on dynamic obstacles and cover smaller
areas compared to their global counterparts. Due to the presence of
dynamic obstacles, local path planning algorithms often require short
execution times to operate in real-time scenarios, as they may need to
run multiple times during a scenario.

However, this classification is not universally applicable, as there
are studies that integrate both local and global path planning algo-
rithms. This integration can be achieved through the development
or implementation of algorithms with short execution times or by
designing a hierarchical architecture. Such a hierarchical approach
might involve utilizing a slower global planner to generate an initial
feasible trajectory and a faster local planner to dynamically update
the trajectory in response to changing obstacles and environmental
conditions.

The landscape of path planning algorithms is diverse, encompass-
ing various approaches such as environmental modeling algorithms
(e.g., Voronoi graph and Visibility graph), deterministic methods (e.g.,
Artificial Potential Field (APF), graph search algorithms like Dijkstra
and A*, and local reactive planners like Dynamic Window, Velocity Ob-
stacle, and Model Predictive Control (MPC)), non-deterministic meth-
ods (e.g., sampling-based search methods like Probabilistic Roadmap
Method (PRM), Rapidly Exploring Random Tree (RRT)/RRT*, and
population-based stochastic algorithms like Particle Swarm Optimiza-
tion (PSO), Ant Colony Optimization (ACO), Evolutionary Algorithms
(EA), Genetic Algorithm (GA)), and other artificial intelligence methods
(e.g., Deep Neural Network (DNN), Reinforcement Learning (RL)).
For an in-depth exploration of these methods, readers are referred to
recent literature reviews such as Öztürk et al. (2022), Burmeister and
Constapel (2021), Huang et al. (2020), Vagale et al. (2021). In the rest
of this section, we provide a list of related works that have had an
influence on the development of this study by their implementation of
MOO, MCDM, risk analysis methods, and database usage.

A widely recognized study utilizing MOO on autonomous ship tra-
jectory planning has been developed by Szlapczynski and Szlapczynska
(2012). The study proposes a method for multi-ship trajectory planning
using evolutionary computing and MOO, which can be used to find safe
and efficient trajectories for multiple ships in a congested environment
using non-deterministic methods. The study covers several MOO EA
and considers both the dynamic and static obstacles but does not
demonstrate a method to choose a solution from the Pareto front.

Another non-deterministic method is proposed by Lazarowska
(2017a) with a multi-criteria ACO algorithm for collision avoidance
of ships with both static and dynamic obstacles. The study considers
collision risk, path length, path smoothness, and the Convention on
the International Regulations for Preventing Collisions at Sea (COLREG)
but lacks environmental forces. The proposed algorithm finds possible
solutions and the weighted objectives MCDM method is applied to
choose a final solution. Same author also proposes a deterministic
path planning algorithm as a decision support system in Lazarowska
(2017b). The method utilizes comparing alternative trajectories from
a database while considering static, dynamic obstacles, COLREG, and
maneuvering times for course changes. Deterministic nature and the
low execution time are the advantages of the approach however the
method can be improved with implementing environmental forces and

their effect on the decisions.



Ocean Engineering 292 (2024) 116562M. Akdağ et al.

Q

Q

Q

𝑹

w
E
s
f
𝝂
g
w
c
i
H

𝜏

𝜏

Hu et al. (2019) proposes a MOO for path planning of autonomous
ships that partially adheres to the COLREG. The proposed approach
is implemented using the MOPSO algorithm. The study incorporates a
hierarchical sorting rule which favors course/speed change over other
objectives. However, the study does not consider environmental forces,
aims at local trajectory planning for short ranges, and does not propose
a method to evaluate the Pareto front solutions.

Blindheim and Johansen (2022) proposes a method for dynamic
risk-aware path following for autonomous ships using PSO. The method
discretizes the original path into a sequence of waypoints and con-
siders environmental forces. The method is evaluated in a simulation
environment and is able to find a new path that minimized the risk
of grounding while still satisfying the constraints of the original path.
However, a single objective function consisting of a weighted summa-
tion of different objectives is used in the study which outputs a single
solution.

Except in Blindheim and Johansen (2022), the studies mentioned
before do not cover environmental forces and their effects on the ship’s
trajectory. Additionally, technical failures of ship systems and their con-
sequences on the ship’s trajectories are not taken into account. Thieme
et al. (2023) defines several approaches for integrating risk analysis
methods with autonomous vehicles’ control systems such as using the
output of risk models as input to decision-making and optimization
algorithms. Furthermore, Fossdal (2018) fills the gap by implementing
an DCA for risk assessment of autonomous ship navigation. The study
considers environmental forces and a set of technical failure modes to
mitigate collision and grounding risks. However, the study is limited to
defining the consequence analysis without the implementation of a path
planning algorithm or incorporation of the maneuvering characteristics
of ships such as turn circles or stopping distance. Similarly, Rokseth
et al. (2019) uses the DCA with Systems-Theoretic Process Analysis risk
assessment method to verify the safety of autonomous ships. Blindheim
et al. (2023) extends the study (Blindheim and Johansen, 2022) by
including machinery system operation modes into the PSO to include
several machinery configurations and their contribution to trajectory
planning with time-to-grounding risk calculations.

1.2. Contributions

To further address these issues, this study utilizes the features from
the previously mentioned approaches in a decision support system for
trajectory planning of ships considering the static obstacles, DCA, MOO,
and MCDM concepts. Based on this objective, the following research
questions will be addressed in the study:

uestion 1: In what ways can autonomous ship navigation be enhanced
through the integration of information about environmental
forces, navigable waters, maneuvering characteristics, and po-
tential failure modes?

uestion 2: What advantages and obstacles are associated with the
utilization of a decision support system based on MOO for
autonomous ship navigation?

uestion 3: What strategies can be employed to foster collaboration be-
tween autonomous systems and operators during the decision-
making process of ship navigation?

The contributions of the study are listed as

i. Exploiting MOO in a decision support system to propose alter-
native solutions to operators.

ii. Utilizing MCDM and clustering methods to prune and rank
alternative solutions in the Pareto front.

iii. Using the DCA concept for creating ship safety domain geometry
to be used in trajectory planning.

iv. Incorporating the UKC concept in autonomous ship navigation.
v. Introducing a method to evaluate narrow channel geometry to

use in the UKC concept in autonomous ship navigation.
3

The rest of the article is organized as follows: Section 2 presents
the methodology, beginning with mathematical models of ship and
the considered environmental forces. Then, the topic of navigational
charts and chart depths is introduced. Following that, the dynamic
draught of a ship and a method for evaluating narrow channel geometry
is explained, along with an evaluation of the concept of under-keel-
clearance. The maneuvering characteristics of a ship and the DCA
method are then introduced, before the usage of MOO, MCDM, and
clustering methods are explained. Section 3 presents the simulation
results from three different scenarios that demonstrate the capabilities
and features of the method. Section 4 of the paper revisits the research
questions and discusses both the merits and drawbacks of the proposed
methodology. Additionally, the section highlights potential directions
for future research. Lastly, Section 5 serves as the conclusion of the
paper and offers a summary of the findings.

2. Methodology

Fig. 1 presents the overall architecture of the proposed method with
phases, modules, and their relations. The final goal of the proposed
method is to develop a decision-support system for optimizing an initial
trajectory plan considering environmental forces, ship characteristics,
possible failures, and multiple objectives, e.g. path length, grounding
risk, and Estimated Time of Arrival (ETA). The proposed method di-
vides the problem into four phases such as initialization, preparation,
optimization, and decision-making. The initialization phase contains
the information that is already available such as Electronic Navigation
Chart (ENC) data, static and dynamic ship states, initial trajectory
plan, mathematical models of the ship, ocean current and wind, and
up-to-date water level information. The preparation phase uses the
existing information and updates the map, generates templates for risk
assessment, and asks users their preferences related to objectives that
are considered in the decision-making phase. The optimization phase
calculates alternative trajectory plans with MOO methods. During the
decision-making phase, the user is presented with various alternative
solutions that are evaluated and ranked, ultimately allowing them to
make a final decision. Following subsections explain the methods used
in the modules that make up the overall architecture of the study.

2.1. Mathematical ship model

A 3-DOF ship maneuvering model from Fossen (2021) is imple-
mented both for use in the model-based control system and for sim-
ulation:

�̇� = 𝑹(𝜓)𝝂 (1a)

𝑴𝝂𝒓 + 𝑪(𝝂𝒓)𝝂𝒓 +𝑫(𝝂𝒓)𝝂𝒓 = 𝝉 + 𝝉𝒘𝒊𝒏𝒅 (1b)

(𝜓) =
⎡

⎢

⎢

⎣

cos(𝜓) − sin(𝜓) 0
sin(𝜓) cos(𝜓) 0

0 0 1

⎤

⎥

⎥

⎦

(1c)

here 𝜼 = [𝑥, 𝑦, 𝜓]T contains the position and heading angle in the
arth-fixed Cartesian coordinate frame, 𝝂 = [𝑢, 𝑣, 𝑟]T is the surge and
way velocities, and yaw rate, decomposed in the body-fixed coordinate
rame, 𝝂𝒄 = [𝑢𝑐 , 𝑣𝑐 , 0]T is the ocean current velocity vector, and 𝝂𝒓 =
−𝝂𝒄 is the relative velocity vector. 𝝉 is the vector of generalized forces
enerated by the control inputs and 𝝉𝒘𝒊𝒏𝒅 is the vector of generalized
ind forces. The matrices 𝑴 , 𝑪(⋅), 𝑫(⋅) represent inertia, Coriolis-

entripetal, and damping, respectively, and the rotation matrix 𝑹(⋅)
s used to transform the body-fixed frame to the earth-fixed frame.
eading control is achieved by a PID controller as

𝑁 = 𝜏𝐹𝐹 −𝐾𝑝�̃� −𝐾𝑑𝑟 −𝐾𝑖 ∫

𝑡

0
�̃�(𝜏)𝑑𝜏 (2a)

𝐹𝐹 = 𝑚(�̇�𝑑 +
1
𝑇
𝑟𝑑 ) (2b)
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Fig. 1. The overall architecture of the system proposed in the study.
Fig. 2. The diagram of thrusters. 𝛼𝑖 is the azimuth angle of thruster 𝑖 and 𝑙𝑥𝑖 and 𝑙𝑦𝑖
are the thruster’s perpendicular distances from the coordinate origin (CO).

where �̃� = 𝜓−𝜓𝑑 , 𝑟 = 𝑟−𝑟𝑑 , 𝐾𝑝, 𝐾𝑑 , and 𝐾𝑖 are proportional, derivative,
and integral gains, and 𝜏𝐹𝐹 is the reference feed-forward term. Surge
speed control is obtained with a PI controller as

𝜏𝑋 = −𝐾𝑝�̃� −𝐾𝑖 ∫

𝑡

0
�̃�(𝜏)𝑑𝜏 (3)

where �̃� = 𝑢 − 𝑢𝑑 . Controller gains are derived by the pole placement
method as

𝐾𝑝 = 𝑚𝜔2
𝑛 (4a)

𝐾𝑑 = 2𝜁𝜔𝑛𝑚 (4b)

𝐾𝑖 =
𝜔𝑛
10
𝐾𝑝 (4c)

where 𝜔𝑛 is the desired natural frequency and 𝜁 is the desired relative
damping ratio. Control forces are combined in a generalized control
forces vector with 𝝉 = [𝜏𝑋 , 0, 𝜏𝑁 ]T.

The ship used in the study and its thrust configuration is presented
in Fig. 2. The ship has two azimuth thrusters used for main propulsion
and steering. Control allocation is needed to distribute generalized
control forces (𝝉) to the individual thruster as control inputs (𝑢𝑖 where
𝑖 represents a single thruster). The control allocation is achieved by

𝒖 = 𝑩−1𝝉 (5a)
4

𝑒 𝑒
𝑩𝑒 = 𝑲𝑒𝑻 𝑒 (5b)

𝑻 𝑒 =
⎡

⎢

⎢

⎣

1 0 1 0
0 1 0 1

−𝓁𝑦1 −𝓁𝑥1 𝓁𝑦2 −𝓁𝑥2

⎤

⎥

⎥

⎦

(5c)

where 𝒖𝑒 = [𝑢1𝑥 , 𝑢1𝑦 , 𝑢2𝑥 , 𝑢2𝑦 ]
T is the extended thrust vector, 𝑲𝑒 =

diag{𝐾1, 𝐾1, 𝐾2, 𝐾2} is the extended diagonal force coefficient matrix,
𝑻 𝑒 is the extended thrust configuration matrix. Azimuth control inputs
can be calculated from the extended thrust vector with

𝑢𝑖 =
√

𝑢2𝑖𝑥 + 𝑢
2
𝑖𝑦

(6a)

𝛼𝑖 = atan2(𝑢𝑖𝑦 , 𝑢𝑖𝑥 ) (6b)

The desired setpoints for heading 𝜓𝑑 and yaw rate 𝑟𝑑 are calculated
by the Adaptive Line-of-Sight guidance law from Fossen (2023):

𝜓𝑑 = 𝜋𝑝 − 𝛽𝑐 − tan−1(
𝑦𝑝𝑒
𝛥
) (7a)

̇̂𝛽𝑐 = 𝛾 𝛥
√

𝛥2 + (𝑦𝑝𝑒)2
𝑦𝑝𝑒 (7b)

𝜋𝑝 = atan2(𝑦𝑤𝑝+ − 𝑦𝑤𝑝, 𝑥𝑤𝑝+ − 𝑥𝑤𝑝) (7c)

𝑦𝑝𝑒 = sin(𝜋𝑝)(𝑥 − 𝑥𝑤𝑝) − cos(𝜋𝑝)(𝑦 − 𝑦𝑤𝑝) (7d)

𝑟𝑑 = �̇�𝑑 (7e)

where 𝜋𝑝 is path-tangential angle, 𝛽𝑐 is the parameter estimate, 𝑦𝑝𝑒 is
cross-track-distance, 𝛥 is predefined look-ahead distance, 𝛾 is the adap-
tation gain, and (𝑥𝑤𝑝, 𝑦𝑤𝑝), (𝑥𝑤𝑝+, 𝑦𝑤𝑝+) are current and next waypoints.
Lastly, the trajectory planning algorithm, i.e., the MOO algorithm will
output the desired surge speed (𝑢𝑑) for each waypoint leg.

2.2. Implementation of environmental forces

A trajectory planning algorithm should take into account the effects
of environmental forces since the maneuvering characteristics of a ship
are influenced by ocean currents, waves, and wind forces, especially
for low ship speeds. Furthermore, environmental factors can be utilized
to compute alternative paths that prioritize fuel efficiency or passen-
ger comfort. This study includes ocean currents and wind since they
have a dominant effect on the ship’s trajectory. The wave forces are
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not included since the ocean current encompasses wave-induced drift,
and the water level concept in Section 2.3 contains sea state (which
is connected with wave spectrum parameters) and tidal information
and their impact on vertical space, leading to alterations in depth.
The effects of the ocean current and wind are especially apparent in
dynamic consequence analysis which will be demonstrated later.

To determine the wind forces on a ship, we calculate the relative
wind speed 𝑉𝑟𝑤 and angle of attack 𝛾𝑟𝑤, which both vary depending on
the ship’s heading and speed.

𝑉𝑟𝑤 =
√

𝑢2𝑟𝑤 + 𝑣2𝑟𝑤 (8a)

𝛾𝑟𝑤 = −atan2(𝑣𝑟𝑤, 𝑢𝑟𝑤) (8b)

𝑢𝑟𝑤 = 𝑢 − 𝑢𝑤 (8c)

𝑣𝑟𝑤 = 𝑣 − 𝑣𝑤 (8d)

𝑢𝑤 = 𝑉𝑤 cos(𝛽𝑉𝑤 − 𝜓) (8e)

𝑣𝑤 = 𝑉𝑤 sin(𝛽𝑉𝑤 − 𝜓) (8f)

where 𝑉𝑤 and 𝛽𝑉𝑤 are wind speed and direction. The wind model
f Blendermann (1994) is used and the generalized wind forces are
alculated by

𝒘𝒊𝒏𝒅 = 1
2
𝜌𝑎𝑉

2
𝑟𝑤

⎡

⎢

⎢

⎢

⎣

𝐶𝑋 (𝛾𝑟𝑤)𝐴𝐹𝑤
𝐶𝑌 (𝛾𝑟𝑤)𝐴𝐿𝑤

𝐶𝑁 (𝛾𝑟𝑤)𝐴𝐿𝑤𝐿𝑜𝑎

⎤

⎥

⎥

⎥

⎦

(9)

where 𝐶𝑋 , 𝐶𝑌 , and 𝐶𝑁 are wind coefficients, 𝐴𝐹𝑤 and 𝐴𝐿𝑤 are the
ship’s frontal and lateral projected areas to the wind, and 𝐿𝑜𝑎 represents
the length overall. Equations for calculating wind coefficients (𝐶𝑋 , 𝐶𝑌 ,
𝑁 ) can be found in Fossen (2021).

.3. Chart datum, tidal information, and water level

ENC are widely used in maritime navigation in parallel with printed
harts. Integration with ship systems such as the global navigation
atellite system, gyrocompass, and RADAR enables seafarers to visu-
lize navigable waters, planned routes, static and dynamic obstacles,
tc. on the Electronic Chart Display and Information System (ECDIS)
n real-time. Bathymetric depths displayed on ECDIS are important
or seafarers to plan their voyages beforehand while echo sounders
llow seafarers to cross-check the actual depths beneath the ship. Depth
nformation displayed on both the printed and electronic charts are not
lways the real depths of the region due to the effects of the tides,
urrents, and weather states. Navigational charts use a reference level
alled the chart datum to demonstrate the water depths. The chart
atum can be derived from mean sea level or more commonly tidal
hases such as lowest astronomical tide or mean lower low water.
eafarers use chart datums and tidal charts in combination to plan and
nsure safe passages. Additionally, astronomical tides can cause local
urrents which affect ship speed and maneuverability. In addition to
ides, weather and sea states such as strong winds, air pressure, and
aves can cause changes in water levels.

It is essential to convey this knowledge and practice in autonomous
hip navigation to have more efficient and safe trajectory planning.
n this study, open-source ENC data from the Norwegian Mapping
uthority contains depth data projected in EUREF89 UTM zone 33N is
sed. An open-source library, the Seacharts (Blindheim and Johansen,
021) is used to create 2D polygons from the ENC data for trajectory
lanning and simulation purposes. The depth information in the ENC
eferenced to nautical chart zero level. The water level prediction API
rom the Norwegian Mapping Authority is used to include the effects
f tides and weather on top of the chart datum as water level (𝑊𝐿)
5

alue in centimeters.
Fig. 3. Ship in a canal. 𝐻 is water depth, 𝐵 is the width of the canal, 𝑇 is the ship’s
static draught, and 𝑏 is the ship’ breadth.

2.4. Static and dynamic draughts of ships

Once the water depths of the region are known, the ship’s draught
before the voyage can be extracted from it to ensure safe passage of
the trajectory. However, a ship’s draught is a dynamic value and is
affected by ship maneuvers, environmental forces, and the topography
of the area it is sailing. When a ship is in motion, particularly at
higher speeds, it experiences hydrodynamic forces that can cause the
vessel to sink deeper into the water. This effect is primarily due to the
interaction between the ship’s hull and the surrounding water and is
called the squat effect. For smaller and slower ships the squat effect
can be within centimeters but for bigger and faster ships, the squat
effect can be in a range of 1–2 m and is an important phenomenon
to consider in trajectory planning. The downward motion is greater,
especially in narrow channels. Seafarers consider the squat effect in
passage planning and there are several methods to calculate it. In this
study, Eq. (10) from Barrass and Derrett (2011) is used to calculate the
maximum squat effect in both narrow channels and open water.

𝛿𝑚𝑎𝑥 =

⎧

⎪

⎨

⎪

⎩

𝐶𝑏𝑉 2
𝑘

100 , if open waters and 1.1 ≤ 𝐻
𝑇 ≤ 1.4

𝐶𝑏𝑉 2
𝑘

50 , if narrow channels and 0.1 ≤ 𝑆 ≤ 0.25
(10a)

𝑆 = 𝑏𝑇
𝐵𝐻

(10b)

where 𝛿𝑚𝑎𝑥 is maximum squat, 𝐶𝑏 is block coefficient, 𝑉𝑘 is ship’s speed
relative to the water or current, 𝐻 is water depth, 𝑇 is ship’s static
draught, 𝑏 is ship’s breadth, 𝐵 is the width of the channel, and 𝑆 is
blockage factor and Fig. 3 illustrates the parameters.

2.5. Evaluating narrow channel geometry

The Eq. (10) requires evaluation of the geometry of the area where
the ship is sailing. Especially, the squat effect is bigger in a canal or
narrow channel where the width and depth of the passage are small
compared to the ship’s breadth and draught values. In the maritime
domain, a narrow channel refers to a restricted waterway or passage
that is typically narrower than the surrounding navigable waters. It is a
designated route that enables ships to transit through areas with limited
width, often due to geographical features such as land formations,
bridges, or man-made structures. Although, the specific width that
qualifies as a narrow channel can differ between waterways and is not
explicitly defined. According to court cases, the width of a passage
as much as 2 nautical miles (3704 m) can be considered a narrow
channel (Cockcroft and Lameijer, 2003) and is used as a threshold value
to differentiate a narrow channel from open water in this study.

The width of a channel can be calculated with the help of the
RADAR onboard ships. In this study, we propose a geometric method
to approximately calculate the width of the channel using the position
of the ship, the polygon data of the environment, and trigonometric
functions. If the course of the ship is in alignment with the channel
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Fig. 4. The steps of the narrow channel evaluation method.
direction, the width of the channel can be found by calculating the
perpendicular distances from the ship to each side of the channel. Since
this is not always the case, a practical solution is applied. First, a circle
with a defined radius centered in the ship’s position is created. Then the
difference between the circle and the land polygon is extracted if they
intersect. Later, a minimum bounding rectangle that contains the inter-
section polygon is found. Minimum rotated bounding box algorithms
differ from minimum bounding box algorithms since the rectangles
found by minimum bounding box algorithms are in alignment with
the axis but the rectangles found by the minimum rotated bounding
box are in alignment with the polygon orientation. The direction of the
channel is approximately in alignment with the rotation angle of this
rectangle. The width of the channel can be found by calculating the
perpendicular distances from the ship to each side of the channel using
the channel direction angle. Fig. 4 illustrates the steps of the method
with an example. It is important to define a proper radius value for
the circle and 5000 m is chosen as the radius in this study. Shapely,
a computational geometry library developed for spatial analysis and
geographic information system applications, is used for creating and
modifying geometric shapes and performing spatial operations (Gillies
et al., 2023).

2.6. Navigable waters and under-keel-clearance

After updating the chart datum with water level and calculating the
dynamic ship draught considering the squat effect, navigable waters
and areas with grounding risk can be extracted from the map. Seafarers
use the UKC concept to evaluate if a passage is safe without grounding.
UKC refers to the vertical distance between the lowest point of the
ship’s keel and the seabed. Ship masters and port authorities define
the UKC management strategies considering the ship’s maneuvering
characteristics and dynamic draught, chart datum, tide, and sea states.
There are different UKC management strategies such as defining a fixed
minimum UKC (15% of the draught), UKC tables for different ship
classes and tide information, or UKC software. Eq. (11) presents the
minimum UKC calculation.

𝑇𝑑𝑦𝑛 = 𝑇 + 𝛿𝑚𝑎𝑥 (11a)

𝑈𝐾𝐶𝑚𝑖𝑛 = 𝐶𝑢𝑘𝑐𝑇𝑑𝑦𝑛 −𝑊𝐿 (11b)

where 𝑇 and 𝑇𝑑𝑦𝑛 are ship’s static and dynamic draughts, 𝛿𝑚𝑎𝑥 is
maximum squat effect, 𝑊𝐿 is the water level value in meters, and 𝐶𝑢𝑘𝑐
is UKC management protocol coefficient such as 𝐶𝑢𝑘𝑐 = 1.5 in this study.
Once the minimum UKC depth is defined, depth polygons smaller than
the minimum UKC value are filtered and named grounding polygons.
This updated map goes into the optimization phase in Fig. 1 to be used
in the trajectory planning algorithm.
6

Fig. 5. Turning circle diagram of a ship.

2.7. The maneuvering characteristics

Maneuvering characteristics refer to the inherent attributes and
capabilities of a ship that determine its ability to change direction, turn,
stop, and navigate effectively in various conditions. Ship maneuver-
ability is a crucial aspect of maritime operations, and it is commonly
assessed through the analysis of turn circles, Kempf’s zigzag maneuver,
pull-out maneuver, Dieudonné’s spiral maneuver, Bech’s reverse spiral
maneuver, and stopping trials (Fossen, 2021). The turning circle trial is
one of the standard procedures for evaluating a ship’s maneuverability
by measuring steady turning radius, tactical diameter, advance, and
transfer values by applying constant speed and rudder angle. Turn-
ing circle definitions are presented in Fig. 5. Stopping trials contain
crash stop and low-speed stopping trials. Crash stop trials evaluate a
ship’s emergency stopping capabilities at high speeds including reverse
thrust, while low-speed stopping trials assess its stopping performance
during routine navigation and docking maneuvers at lower velocities.
Additionally, the COLREG rule 6 incorporates considerations of turn-
ing circle and stopping characteristics in safe speed evaluation (IMO,
1972). In this study, only the turning circle characteristics are incor-
porated for different ship speeds in dynamic consequence analysis.
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Fig. 6. The simulation results of the DCA with 1 m/s ocean current towards 70◦ and
10 m/s wind towards 50◦. Blue, green, red, purple, and yellow lines represent the
turn circles, blackout, reduced thruster power, and starboard and port thruster failure
scenarios respectively. The safety domain polygon generated from the DCA in this
example is presented with a dashed purple line.

2.8. Dynamic consequence analysis

DCA refers to the process of assessing and evaluating the potential
outcomes and effects of failures or accidents in real-time or near real-
time. By doing so, it aims to provide timely information and insights
that can support decision-making, emergency response, and mitigation
efforts. The first step in DCA is to define failure modes, which involves
identifying the various potential operational failures or incidents that
may occur in a given system or process. These failure modes can
range from equipment malfunctions to external events. Once the failure
modes are defined, the next step is determining the simulation times.
This involves specifying the time duration over which the simulations
will be conducted. It is crucial to choose an appropriate simulation time
frame that captures the relevant operational scenarios and allows for
a comprehensive analysis of the consequences. Then the failure mode
scenarios are run and future states of the system are saved for further
analysis and evaluation of the consequences, as well as identification of
potential mitigation strategies. It is usual to quantify the consequences
by combining the probability of occurrences for each failure mode.
Researchers and decision-makers can gain valuable insights into the
potential impacts of failure modes and make informed decisions regard-
ing risk management, system design improvements, and contingency
planning.

The DCA is a common practice for high-risked maritime operations
such as Dynamic Positioning (DP) in offshore drilling. Bø et al. (2016)
used the DCA to verify the safety of a DP operation in specific to analyze
the dynamics of the transient recovery from failure scenarios. They
simulated propulsion and power management systems with the loss of
a generator set, loss of a thruster, loss of a switchboard, and thruster
full thrust failure scenarios. Fossdal (2018) implemented consequence
analysis with environmental disturbances and defined failure scenar-
ios to increase situational awareness for autonomous ship navigation.
In the study, specific failure modes were selected with predefined
probabilities of occurrence. These failure modes include a total power
blackout lasting 250 s, rudder freeze, and power losses of 80% and 50%
for durations of 45 s. The DP control algorithm is used for maintaining
a defined position and heading for a ship using redundant thrusters
and sensors. The redundant propulsion concept as opposed to DP is
used for ships in transit. Redundant propulsion emphasizes redundancy
7

Fig. 7. An example of using DCA as safety domains along a ship trajectory.

in propulsion systems to ensure operational continuity in the event of
failures (DNV, 2022). The failure modes and scenarios considered in
this study encompass the following:

i. Turn circles were calculated on both the port and starboard sides
by setting the thruster angles to 30◦. Simulations were conducted
until the turn circles were completed. Turn circle maneuvers are
not categorized as failure modes but rather used for considering
emergency situations that would require bold maneuvers.

ii. The blackout failure mode scenario was examined, with a simu-
lation time defined as 180 s.

iii. The reduced power for thrusters is simulated for 180 s. In this
scenario, an 80% reduction in power was applied within the
thrust allocation matrix.

iv. The thruster failure scenario entailed the deactivation of thrusters
one at a time. The ship considered in this study contains two
azimuth thrusters for main propulsion and steering. Simulations
for this scenario ran for 180 s with the starboard azimuth
thruster deactivated.

Fig. 6 presents the DCA simulation results with defined failure
modes, wind, and ocean currents. Simulation results from the DCA
consist of possible positions and heading states of the ship. The DCA
function is a computationally demanding operation and takes approx-
imately 600 ms to run in the study with the defined failure modes
and simulation times. The trajectory planning algorithm with MOO
requires running the DCA several times and is infeasible. To overcome
this limitation, the DCA results are used to build the safety domain of
the ship. Possible states from the simulation results are converted into
a polygon. Safety domain polygon can have various geometric forms
depending on the ship’s heading and relative speed affected by the
environmental forces acting on it.

A computationally efficient method to utilize DCA in optimization
is achieved by creating a lookup table in advance using ship speed and
heading combinations. Combinations are chosen as discrete ship speeds
between minimum navigable and maximum speeds with 1 m/s incre-
ments, and heading changes between 0◦ and 360◦ with 10◦ increments.
The wind and ocean current information is kept constant during the
lookup table creation. Fig. 7 demonstrates an example of using DCA as
safety domains along a ship trajectory.
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Fig. 8. Solutions of a MOO problem with two objectives where orange points represent
the Pareto front. Point C is not on the Pareto front since points A and B dominate point
C.

2.9. Trajectory planning with multi-objective optimization

MOO allows considering multiple conflicting or complementary
objectives simultaneously while enabling decision-makers to identify
solutions that provide a balanced compromise between different per-
formance metrics such as travel time, path length, safety, and fuel
consumption. The availability of alternative solutions makes MOO well-
suited for deployment in autonomous ship navigation systems, serving
as a decision-support tool for remote or onboard operators. The MOO
problem comprises decision variables, objectives, and constraints. The
mathematical representation of a MOO problem is defined as:

min
𝒙

𝒇 (𝒙) = [𝑓1(𝒙), 𝑓2(𝒙),… , 𝑓𝑘(𝒙)]T

subject to 𝑔𝑗 (𝒙) ≤ 0, 𝑗 = 1, 2,… , 𝑚

ℎ𝑙(𝒙) = 0, 𝑙 = 1, 2,… , 𝑒

(12)

where 𝒙 is the vector of decision variables, 𝒇 (𝒙) is the vector of
objective functions with 𝑓𝑖(𝒙) for each objective, 𝑔𝑖(𝒙) and ℎ𝑖(𝒙) are
inequality and equality constraints.

In MOO, the goal is to find a set of solutions that represents the
trade-offs between different objectives, rather than a single optimal
solution. These solutions are known as MOO solutions. MOO solutions
are typically evaluated based on Pareto dominance. A solution in the
feasible solution set (𝒙∗ ∈ 𝑿) is called Pareto optimal if there is no
other solution (𝒙 ∈ 𝑿) such that 𝒇 (𝒙) ≤ 𝒇 (𝒙∗), and 𝑓𝑖(𝒙) < 𝑓𝑖(𝒙∗)
for at least one objective (Marler and Arora, 2004). The Pareto front
refers to the set of non-dominated solutions in the solution space,
representing the optimal trade-off between conflicting objectives. In the
Pareto front, each solution represents a unique combination of objective
values where no other solution can improve on one objective without
sacrificing performance in another objective as shown in Fig. 8. The
Pareto front provides valuable insights into the feasible solutions that
strike a balance between conflicting objectives.

MOO problem definition in this study is to optimize a predefined
initial trajectory of autonomous ship considering environmental dis-
turbances, grounding risk, and possible failure scenarios. The initial
trajectory consists of waypoints and speed plans between waypoints. In
addition to the initial trajectory, it is assumed to have the ENC of the
environment as polygons for land and various depths. Ocean current,
wind, and tidal information, i.e., water level are also used as inputs in
the problem. The water level combined with the dynamic draught of
the ship is used in the UKC method explained in Section 2.6 to obtain
an updated map that contains grounding polygons. In this context,
the decision variables pertain to the deviation from initial waypoints
8

within a predefined radius and the deviation from the speed plans in
waypoint legs. The defined constraints for the problem include the
incorporation of new waypoint legs that adhere to the UKC protocol
by avoiding land or shallow waters. Additionally, the course changes
between consecutive waypoint legs are limited to a maximum of 60◦

to prevent abrupt course changes. The MOO objective functions are
defined as:

bjective 1: Minimizing safety domain violation. Safety domains are
retrieved from the DCA look-up table at each waypoint and
waypoint legs, and intersected areas of safety domains (𝐴𝑖𝑑𝑐𝑎)
and grounding obstacles (𝐴𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔) are used to calculate safety
domain violation:

𝑜𝑏𝑗1 =
1
𝑛

𝑛
∑

𝑖=1

𝐴𝑖𝑑𝑐𝑎 ∩ 𝐴𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔
𝐴𝑖𝑑𝑐𝑎

(13)

bjective 2: Minimizing speed changes between consecutive waypoint
legs, where 𝑈𝑖 is the new trajectory’s speed plan for the 𝑖th
waypoint leg:

𝑜𝑏𝑗2 =
1
𝑛

𝑛
∑

𝑖=2
|𝑈𝑖 − 𝑈𝑖−1| (14)

bjective 3: Minimizing the new trajectory’s length where 𝑤𝑝𝑖 = (𝑥𝑖, 𝑦𝑖)
is the position of the 𝑖th waypoint:

𝑜𝑏𝑗3 =
𝑛
∑

𝑖=2
‖𝑤𝑝𝑖 −𝑤𝑝𝑖−1‖ (15)

bjective 4: Minimizing deviation from initial waypoints where 𝑤𝑝𝑖𝑛𝑖𝑡𝑖
and 𝑤𝑝𝑖 are 𝑖th waypoints of the initial and new trajectories:

𝑜𝑏𝑗4 =
1
𝑛

𝑛
∑

𝑖=1
‖𝑤𝑝𝑖 −𝑤𝑝𝑖𝑛𝑖𝑡𝑖‖ (16)

bjective 5: Minimizing deviation from the planned ETA. The planned
and new ETAs are derived from the initial and new trajectory
plans:

𝑜𝑏𝑗5 = |𝐸𝑇𝐴𝑛𝑒𝑤 − 𝐸𝑇𝐴𝑖𝑛𝑖𝑡| (17a)

𝐸𝑇𝐴 =
𝑛
∑

𝑖=2

‖𝑤𝑝𝑖 −𝑤𝑝𝑖−1‖
𝑈𝑖−1

(17b)

There are several algorithms commonly used in MOO, including
EA, GA, PSO, and ACO. These algorithms offer advantages such as
stochastic nature for global search of optimal solutions, reduced likeli-
hood of being trapped in local optima, suitability for handling complex
objectives (nonconvex, mixed discrete/continuous, non-smooth, etc.),
and the potential for faster computation through parallelization. For
this study, the MOPSO algorithm has been selected due to its fast
convergence speed (Coello et al., 2004). PSO is initially developed
by Kennedy and Eberhart (1995) and is inspired by the social behavior
of bird flocks and fish schools. In PSO, a population of particles moves
through the search space, guided by their individual best solution as
well as the best solution found by any particle in the swarm. By con-
tinuously adjusting their positions based on these influences, particles
tend to converge towards an optimal solution. MOPSO is an extension
of the traditional PSO algorithm and is developed by Coello et al.
(2004). The key idea behind MOPSO is to enable particles to maintain
a set of Pareto-optimal solutions rather than a single best solution.
Particles maintain personal archives of non-dominated solutions they
have found during their exploration and share their archives with each
other, allowing them to learn from the collective experience of the
swarm. Maintaining personal archives and sharing information among
particles enables MOPSO to converge towards the Pareto front. The
following are the steps to implement MOPSO in this study:

Step 1: Initialize a swarm of particles with random deviations from
the waypoints and speed plans within defined constraints in the
search space.
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Step 2: Evaluate the fitness of each particle’s position and speed plan
based on the multiple objectives being optimized.

Step 3: Each particle updates its individual best position and speed
plan and updates its individual archive with non-dominated so-
lutions found so far, representing different trade-offs between the
objectives.

Step 4: Particles share information about their archives with neigh-
boring particles in the swarm and adjust their deviation from
initial waypoint positions and speed plans to move towards non-
dominated solutions that better satisfy the multiple objectives.

Step 5: Update the positions and speed plans of the particles.
Step 6: Repeat steps 2 to 5 for a specific number of iterations or

until convergence criteria are met, enabling the swarm to explore
the decision space and identify a diverse set of Pareto-optimal
solutions.

Step 7: The final individual archives of the particles contain a va-
riety of non-dominated solutions, representing feasible and opti-
mal trade-offs between the deviations from initial waypoints and
speed plans.

he MOPSO algorithm from the Platypus framework1 is utilized to
mplement the MOO problem in this study.

.10. Multi-criteria decision-making

While the exploration of the solution space is achieved by the
OPSO that produces alternative solutions, i.e., the Pareto front, the

xploitation of the solution space is achieved by MCDM methods.
CDM is about selecting a solution among alternative solutions, or

anking the alternatives that satisfy user-defined criteria. Several com-
only employed MCDM techniques include such as the Analytic Hierar-

hy Process (AHP) (Saaty, 1980), the Technique for Order of Preference
y Similarity to Ideal Solution (TOPSIS) (Tzeng and Huang, 2011), the
OORA (Brauers et al., 2010), the CRiteria Importance Through Inter-

riteria Correlations (CRITIC) (Diakoulaki et al., 1995), and EWM (Lotfi
nd Fallahnejad, 2010).

The ratio system of MOORA is implemented in this study for consid-
ring the operator preferences and ranking the Pareto front solution set
ccordingly. MOORA method utilizes operator insights as user-defined
eights for each objective function. The user is requested to assign

nteger values ranging from 1 (indicating the least importance) to 10
indicating the highest importance) for each objective. However, the
irect allocation of weights brings subjectivity to the approach. AHP
an be an alternative method to mitigate subjectivity by asking multiple
airwise questions to operators to understand the preferences more
ystematically. However, AHP suggests 𝑛(𝑛−1)∕2 pair-wise questions to
he user where 𝑛 is the number of decision criteria or objectives. Instead
f asking 10 pair-wise questions to the operator, the MOORA method
s chosen in this study considering the time limitations in autonomous
avigation operations.

Neither AHP nor MOORA method can prevent subjective weight
llocation while methods such as EWM and CRITIC propose objective
eight calculation without relying on user inputs. In this study, in
ddition to the MOORA method, the EWM is applied for automatic
eight allocation for objectives which is then used to rank the Pareto

ront solutions. In addition to the solutions considering user-defined
references, alternative solutions ranked by the EWM method are pro-
osed to the user. The EWM utilizes the concept of entropy to quantify
he diversity or spread of values across multiple criteria, enabling
he determination of objective weights and facilitating the ranking of
lternatives systematically and comprehensively.

1 The source code is available from https://github.com/Project-Platypus/
latypus.
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The MCDM problem is expressed in matrix form as:

𝑆 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑎11 𝑎12 𝑎13 𝑎14 𝑎15
𝑎21 𝑎22 𝑎23 𝑎24 𝑎25
⋮ ⋮ ⋮ ⋮ ⋮
𝑎𝑚1 𝑎𝑚2 𝑎𝑚3 𝑎𝑚4 𝑎𝑚5

⎤

⎥

⎥

⎥

⎥

⎦

(18a)

𝑤 = [𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5] (18b)

Here, 𝑆 is the decision matrix or the Pareto front solution set with 𝑚×5
dimension where 𝑚 represents the total number of alternative solutions,
5 is the number of objectives, and 𝑎𝑚𝑛 are the objective function values
calculated by the MOO algorithm. Moreover, 𝑤 contains weights for
each objective and are defined by the operator for the MOORA method
and calculated automatically by the EWM. The steps for the ratio
system of the MOORA method are explained as:

Step 1: Asking the operator to define the importance of each objec-
tive with a value 𝑣𝑗 ∈ [1, 10] where 1 is the least important and
10 is the most important.

Step 2: Normalizing the user-defined values to create a weights vec-
tor

𝑤𝑗 =
𝑣𝑗

∑5
𝑗=1 𝑣𝑗

(19)

Step 3: Calculating the normalized decision matrix values with the
min–max normalization method

𝑥𝑖𝑗 =
𝑎𝑖𝑗 − 𝑚𝑖𝑛(𝑎𝑖𝑗 )

𝑚𝑎𝑥(𝑎𝑖𝑗 ) − 𝑚𝑖𝑛(𝑎𝑖𝑗 )
(20)

Step 4: Calculating the weighted normalized decision matrix values

𝑊𝑖𝑗 = 𝑤𝑗𝑥𝑖𝑗 (21)

Step 5: Calculating priorities for each alternative solution

𝑄𝑖 =
𝑛
∑

𝑗=1
𝑊𝑖𝑗 (22)

Step 6: Ranking the alternative solutions using the priority values 𝑄𝑖

The EWM allows to calculate objective weights automatically with-
ut user input and the steps for the EWM are explained as:

Step 1: Calculating the normalized decision matrix values by Eq. (20).
Step 2: Calculating the entropy values for each criterion, i.e., objec-

tive

𝑒𝑗 = −
∑𝑚
𝑖=1 𝑥𝑖𝑗 ln 𝑥𝑖𝑗

ln𝑚
(23)

Step 3: Calculating variation of coefficients

𝑔𝑗 = |1 − 𝑒𝑗 | (24)

Step 4: Calculating the weights for the objectives

𝑤𝑗 =
𝑔𝑗

∑𝑚
𝑗=1 𝑔𝑗

(25)

Step 5: Calculating the weighted normalized decision matrix values
by the Eq. (21)

Step 6: Calculating priorities for each alternative solution by the
Eq. (22)

Step 7: Ranking the alternative solutions using the priority values.

Both the MOORA and EWM methods are capable of ranking the
solutions on the Pareto front. However, depending on the problem,
MOO can generate an overwhelming number of solutions. To reduce
the workload of operators, a specified number of solutions can be
presented from the ranked lists. Furthermore, it is a common approach

to prune the Pareto front solutions and only present the representative

https://github.com/Project-Platypus/Platypus
https://github.com/Project-Platypus/Platypus
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Fig. 9. An example of the Pareto front solutions with two objectives. Clusters are
represented with different colors, and proposed solutions from clusters, MOORA, and
EWM methods are presented with cross, diamond, and square symbols respectively.

solutions to the decision-maker (Petchrompo et al., 2022). A diversity-
based clustering method is applied in this study for pruning the Pareto
front solutions. To achieve this, an unsupervised machine learning
algorithm, i.e., the K-means clustering algorithm (Hartigan and Wong,
1979), is used for grouping the solutions. The algorithm partitions data
points into a predetermined number of clusters, each represented by
a central point known as a centroid. Through an iterative process, K-
means aims to minimize the sum of squared distances between data
points and their respective centroids, effectively grouping similar data
points together. The solutions that are closest to the centroid of each
cluster are considered representative solutions. Before using the K-
means algorithm, it is necessary to know the total number of clusters
beforehand. Since the number of clusters changes according to the
individual problem scenario, it is not proper to define a constant value.
Therefore, the silhouette cluster analysis method (Rousseeuw, 1987) is
applied to objectively determine the optimal number of clusters before
the K-means clustering. The silhouette method quantifies the quality
of clustering by evaluating intra-cluster and nearest-cluster distances.
Fig. 9 presents an example of the Pareto front solutions with two
objectives. The Pareto front is grouped into three clusters. Assuming
the user prefers objective 1 over objective 2, the MOORA method finds
the solution marked with the diamond symbol, while the EWM method
proposes the solution with the square symbol. Cross symbols represent
the solutions closest to the cluster centroids. After all, the algorithm
proposes five alternative solutions to the user for this example.

3. Results

3.1. Scenario 1

For the first scenario, a dangerous initial trajectory is chosen that
passes between an island and the mainland. Constant ocean cur-
rent with 0.5 m∕s towards 070 and wind with 10 m∕s towards 050
is defined. User preferences are defined as 𝒗 = [10, 4, 3, 2, 5] for
the DCA violation, consecutive speed changes, path length, deviation
from the initial trajectory, and deviation from the ETA respectively.
Then, user-defined preferences are converted to normalized weights
𝒘𝑚𝑜𝑜𝑟𝑎 = [0.416, 0.166, 0.125, 0.083, 0.208] to be used in the MOORA
method. Additionally, the EWM method calculated weights as 𝒘𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =
[0.20042, 0.19990, 0.20002, 0.19983, 0.19981]. The EWM weights are uti-
lized to compute the weighted summation feature, which serves to
prioritize objectives within groups and propose the top-ranked solu-
tions as alternatives to the user. Fig. 10(a) visualizes all the alternative
10

solutions found by the MOPSO algorithm, (b) the top-ranked solution
calculated by the MOORA method considering user-defined prefer-
ences, (c) the top-ranked solution calculated by the EWM method,
(d)–(e) representative solutions of the two clusters calculated by silhou-
ette and K-means clustering methods, (f) Simulation result presenting
the final ship trajectory for a chosen solution, and (g) presents the
Pareto front graph with clusters and proposed solutions. The MOPSO
algorithm finds 58 alternative solutions in 36 s and Table 1 presents
objective function values for the proposed alternative solutions both
before and after normalization. Additionally, compared to the initial
trajectory, new trajectory improvements for objective functions are
demonstrated in percentage. With 𝒘𝑚𝑜𝑜𝑟𝑎, the user gave the highest
preference to the DCA violation, so the MOORA method ranked the
solution with the lowest DCA violation among other alternatives.
However, this resulted in the longest path length. The EWM calculated
a balanced weight vector and this method ranked a solution with the
second lowest DCA violation and lowest values for consecutive speed
changes, deviation from the initial trajectory, and ETA. Two cluster
solutions had similar objective values and geometry, however, the
second cluster has a shorter path length than the first cluster.

3.2. Scenario 2

In this scenario, the algorithm’s performance to mitigate grounding
risk caused by environmental disturbances is demonstrated. Constant
ocean current with 0.5 m∕s towards 350 and wind with 10 m∕s towards
0 is defined to propose grounding risk towards the land on the top of
the figures. The same user preferences are used as in scenario 1. The
MOPSO algorithm finds 116 alternative solutions in 34 s. First-ranked
solutions from the MOORA and EWM methods are combined with two
cluster-representative solutions. This combined set of solutions is then
presented to the operator for the final decision-making process, as
illustrated in Fig. 11. Table 1 presents the objective function values for
the proposed alternative solutions. As expected, the algorithm suggests
new trajectories taking into account the current and wind directions,
in order to move away from the shore. The new trajectories do not
result in longer distances, therefore the proposed speed plans are now
closer to the initial speed plan, which remains constant at 8 m/s. The
MOORA method solution has the smallest DCA violation value among
the others because of the defined user preferences. To address a smaller
DCA violation value, the algorithm computes a new trajectory that
passes through the middle of the narrow channel which would cause a
problem if there is another vessel in the area. The first-ranked solution
of the EWM method presents a good trade-off between safety domain
violation, consecutive speed changes, and deviation from the ETA, and
is selected as the final trajectory for the simulation.

3.3. Scenario 3

Scenario 3 aims to demonstrate the UKC protocol’s effect on trajec-
tory planning. The scenario takes place in a narrow channel. Constant
ocean current with 0.5 m∕s towards 070 and wind with 10 m∕s towards
050 is defined and the same user preferences are used as in scenarios
1 and 2. The scenario is run two times with different UKC protocols
to define different shallow water contours. Fig. 12(a) demonstrates
the proposed solutions when following a UKC protocol (𝐶𝑢𝑘𝑐1 ) that
requires minimum depths equivalent to half of the ship’s draught. The
proposed solutions are the combined set of top-ranked MOORA and
EWM solutions and two cluster representatives. The speed plan is not
shown in the figure to reduce visual complexity. Fig. 12(b) visualizes
the third cluster representative solution. And Fig. 12(c) and (d) demon-
strate the proposed solutions when the UKC protocol requires minimum
depths equivalent to double the ship’s draught (𝐶𝑢𝑘𝑐2 ). Table 1 lists the
objective function results for the solutions. The algorithm finds 121
alternative solutions in 34 s for the scenario for 𝐶𝑢𝑘𝑐1 and 69 alternative
solutions in 32 s for 𝐶𝑢𝑘𝑐2 . It is seen in Table 1 that the DCA violation
values of 𝐶 increased due to the reduced navigational waters.
𝑢𝑘𝑐2
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Table 1
The MOO objective function results for scenarios. Objective function results are presented as values after and before normalization and respective solution’s improvement in percentage.

Scenario 1 DCA Speed changes Path length Deviation from initial WPs Deviation from ETA

Index Source Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr.

1 MOORA 0.000 0.020 −%76 0.272 0.600 N/A 0.828 10 513.7 %12 0.230 877.47 N/A 0.057 19.47 −%13
2 EWM 0.039 0.022 −%72 0.272 0.600 N/A 0.620 9823.85 %8 0.280 919.29 N/A 0.09 33.29 −%9
3 C1 0.513 0.046 -%59 0.363 0.800 N/A 0.559 9616.41 %7 0.205 855.94 N/A 0.478 160.30 −%18
4 C2 0.461 0.043 -%63 0.363 0.800 N/A 0.737 10 213.41 %10 0.248 892.42 N/A 0.013 4.62 −%11

Scenario 2 DCA Speed changes Path length Deviation from initial WPs Deviation from ETA

Index Source Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr.

1 MOORA 0.011 0.003 -%97 0.111 0.0200 N/A 0.378 8198.22 %2 0.396 605.99 N/A 0.073 20.86 %17
2 EWM 0.154 0.030 -%75 0.000 0.000 N/A 0.480 8524.54 %1 0.219 435.35 N/A 0.091 25.75 %15
3 C1 0.066 0.013 -%92 0.555 1.000 N/A 0.288 7910.84 %3 0.516 721.63 N/A 0.191 53.78 %18
4 C2 0.100 0.019 -%88 0.222 0.400 N/A 0.539 8711.66 %2 0.250 465.01 N/A 0.065 18.41 %9

Scenario 3 for 𝐶𝑢𝑘𝑐1 DCA Speed changes Path length Deviation from initial WPs Deviation from ETA

Index Source Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr.

1 MOORA 0.022 0.003 −%88 0.052 0.200 N/A 0.644 7962.50 −%4 0.256 462.20 N/A 0.071 23.55 %1
2 EWM 0.058 0.006 −%87 0.105 0.400 N/A 0.606 7829.20 −%4 0.130 309.40 N/A 0.044 14.50 %6
3 C1 0.127 0.012 −%72 0.105 0.400 N/A 0.576 7722.79 −%2 0.183 372.83 N/A 0.111 36.63 %7
4 C2 0.317 0.030 −%25 0.210 0.800 N/A 0.308 6787.57 %1 0.426 667.81 N/A 0.327 107.11 %20

Scenario 3 for 𝐶𝑢𝑘𝑐2 DCA Speed changes Path length Deviation from initial WPs Deviation from ETA

Index Source Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr. Norm. Org. Impr.

1 MOORA 0.022 0.003 −%88 0.052 0.200 N/A 0.644 7962.50 −%4 0.256 462.20 N/A 0.071 23.55 %1
1 MOORA 0.113 0.031 −%60 0.076 0.200 N/A 0.424 7365.59 −%3 0.233 509.55 N/A 0.028 9.49 %11
2 EWM 0.132 0.034 −%52 0.076 0.200 N/A 0.388 7217.80 −%4 0.152 443.33 N/A 0.092 30.60 %10
3 C1 0.236 0.048 −%39 0.230 0.600 N/A 0.503 7693.14 −%2 0.103 402.35 N/A 0.167 55.63 %2
4 C2 0.207 0.044 −%36 0.384 1.000 N/A 0.256 6672.73 %0 0.674 870.77 N/A 0.584 193.80 %5
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Fig. 10. Trajectories calculated by the MOPSO algorithm for Scenario 1.
4. Discussion

In this section, the information obtained from the study will be
utilized to address the research questions outlined in the introduction.

Question 1: In what ways can autonomous ship navigation be en-
hanced through the integration of environmental forces, nav-
igable waters, maneuvering characteristics, and potential fail-
ure modes?

When planning the trajectory of an autonomous ship, it is important
to take into account factors beyond just chart depths. The actual depths
of water can vary depending on the tide and weather conditions. High
speeds in narrow channels can cause a squat effect and lead to the ship
running aground in shallow areas. The ship’s maneuvering abilities,
such as stopping distance and turning circle, are also influenced by its
speed. To ensure safety, risk assessment methods like DCA can be used
to anticipate potential failure scenarios and incorporate maneuvering
characteristics into the safety domain creation.

Question 2: What advantages and obstacles are associated with the
utilization of a decision support system based on MOO for
autonomous ship navigation?
12
One advantage is that a decision support system based on MOO can
treat multiple conflicting objectives independently rather than merging
them into a single objective. Moreover, this method creates numerous
alternate solutions, giving users a range of choices. A drawback is,
solving the MOO problem can take time depending on the problem
definition, algorithm, hardware system, and especially if the dynamic
obstacles’ future trajectories are considered. Table 2 is prepared to
present the study’s computational efficiency. The table presents descrip-
tive statistics of scenarios’ execution times in seconds. Each scenario
is run 10 times on a PC with ARM M1 8 Core 3200 MHz processor
and 16 GB of LPDDR4 RAM. The primary determinant influencing
computational time is the dimensionality of the decision variables.
Results from scenarios with 4 waypoints to optimize exhibited com-
parable execution times. Notably, as the dimensionality of the decision
variables, specifically the number of waypoints to optimize, increased,
so did the corresponding execution time.

In the simulations, the algorithm generated numerous alternative
solutions. Therefore, it is important to continue investigating alter-
native methods for evaluating, eliminating, and presenting only a
few alternative solutions to the operators. Specific to this method,
the stochastic nature of the MOPSO algorithm leads to varied out-
comes based on the initializations of particles. This variability can
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Fig. 10. (continued).
Table 2
Simulation execution times for each scenario in seconds.

Scenario Count Minimum Median Mean Maximum Std. Dev.

1 10 35 36 36.4 39 1.17
2 10 30 31 31.6 34 1.42
3 10 31 31.5 31.8 34 1.03

Total 30 30 32 33.2 39 2.5

occasionally result in convergence to local minima. To address this
challenge, employing strategies such as performing multiple runs with
distinct initializations, extending the number of iterations, and opti-
mizing parameters to emphasize exploration over exploitation can be
advantageous. These approaches can enhance the algorithm’s capac-
ity to explore the solution space and avoid premature convergence,
however, requires increased computational effort.
13
Question 3: What strategies can be employed to foster collabora-
tion between autonomous systems and operators during the
decision-making process of ship navigation?

While autonomous systems excel in speed, accuracy, and multitask-
ing, human operators possess unique qualities such as adaptability,
emotional intelligence, creativity, and ethical reasoning. Evaluating
the strengths and weaknesses of each information processing capabil-
ity is essential for designing effective human–machine collaboration.
This study aims for human–machine collaboration by utilizing MOO
algorithms to find multiple alternative solutions meeting the objec-
tive criteria, and ranking the solutions by using the human operator
preferences for each objective. Additionally, the Pareto front solutions
are ranked by automatic weighting with the entropy method and
cluster representative solutions are retrieved to prevent subjectivity
of the human preferences. Depending on the problem definition, it
is experienced in this study that some solutions came up high in the
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Fig. 11. Trajectories calculated by the MOPSO algorithm for Scenario 2.
ranking although they are not preferable by the authors. This serves
as a valuable reminder to not solely depend on solutions suggested by
autonomous systems, but to also involve human evaluation.

5. Conclusion

This study focuses on human–machine collaboration through the
development of a decision support system for autonomous ship trajec-
tory planning. The system considers environmental forces like ocean
currents, wind, and tidal information, while also accounting for nar-
row channel geometry, squat effect, and UKC. Utilizing a 3-DOF ship
maneuvering model, a DCA risk assessment method is employed to
establish dynamic safety domains by incorporating ship maneuvering
characteristics and potential failure scenarios. Leveraging these fea-
tures, the MOPSO algorithm is implemented to generate alternative
trajectories aiming to minimize five objective functions, encompass-
ing safety domain violation, consecutive speed change, path length,
deviation from the initial plan, and deviation from the initial ETA.
Additionally, two MCDM methods, MOORA with manual user prefer-
ences input and EWM with automatic weight allocation are utilized to
rank alternative solutions from the Pareto front. Ultimately, the Pareto
front solutions are clustered with the K-means algorithm, leading to
the selection of representative solutions from each cluster centroid.
14
These cluster representatives are then merged with the highest-ranked
alternative solutions determined by MCDM methods. The combination
of these solutions guides the final decision-making process carried
out by the operator. Notably, the study does not consider dynamic
obstacles, and it was evaluated through three specific scenarios.

Prior to concluding, let us consider some potential areas for future
work. Exploring alternative MOO algorithms, such as NSGAII, NSAGIII,
ACO, etc., within the context of this study structure would be of
significant interest. Similarly, other MCDM techniques, such as AHP,
TOPSIS, etc., can be employed to explore the ranking of solutions on
the Pareto front. Furthermore, other clustering methods can be utilized
to represent a smaller number of solutions from the Pareto front.
Lastly, this study considers the grounding risk while does not contain
a collision avoidance method for dynamic obstacles. The collision
avoidance algorithms for dynamic obstacles work for smaller spatial
and temporal domains. The decision support system proposed in this
study covers grounding risk and requires a slower time scale because
of the nature of the human decision-making process. The method can
be used during the planning phase before an autonomous ship mission
or it can run periodically during the trajectory following phase while
collaborating with the human operators. Nevertheless, implementing a
collision avoidance trajectory planning algorithm with dynamic obsta-
cles using a hierarchical approach could yield valuable insights. The
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Fig. 12. Trajectories calculated by the MOPSO algorithm for Scenario 3.
new trajectory plans considering grounding risk, environmental forces,
and DCA from this method can be input into a collision avoidance
algorithm that addresses collision risk and the COLREG rules.
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