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Preface

Immersive technologies like virtual reality (VR) rapidly transform how we exper-
ience media and interact with information. As these emerging mediums reshape
notions of space, time, and reality, there is a pressing need to develop rigorous
frameworks for understanding the multidimensional facets that collectively define
their experiential qualities. This thesis offers timely theoretical explications and
empirical insights to advance scholarly comprehension of immersive media exper-
iences (IMEx) in their human-centric complexity.

The overarching motivation stems from recognizing that while technological cap-
abilities are integral, they tell only part of the story. To holistically evaluate IMEx,
cross-disciplinary perspectives that consider the confluence of system parameters
with cognitive, perceptual, and behavioral processes must be adopted. Through
conceptual consolidations coupled with systematic mixed-methods studies, the re-
search presented here expands the toolkit for assessing user-cent kkered facets that
shape experiential quality. A seminal contribution lies in formulating an over-
arching taxonomy delineating key aspects, elements, and features that characterize
quality within immersive media. This thesis proposes authenticity as a comple-
mentary concept to presence and draws attention to their conceptual correlation
within a user-centric framework. It is a reflective appraisal of coherence and con-
gruence in their significance towards a virtual experience. A comprehensive tax-
onomy is then introduced to untangle the complex, interconnected aspects influ-
encing VR experiences and to capture their multidimensional nature for a more
systematic assessment.
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Further, adopting observational techniques from human behavioral research, it
investigates overt physical manifestations of perceived affordances and actions
within VR environments. Comparisons with self-reported measurements reveal
complex interplays between technology, cognition, and behavior. Shifting to input
modalities, the thesis empirically examines oft-held assumptions about interaction
naturalness through comparative assessments of hand-tracking and controllers for
motor tasks. Findings expose subtle divergences between technological capabil-
ities and user performance that warrant greater prudence in equating fidelity with
quality.

A notable emphasis is highlighting the need to look beyond technological capab-
ilities when evaluating immersive experiences. While engineering advancements
in display resolution, field of view, and tracking accuracy are indispensable, the
thesis cautions against equating fidelity with quality. It advocates a perspective
that weighs the fidelity of technology against the fidelity of experience. The latter
includes intricate cognitive and emotional processes associated with concepts such
as presence, flow, and cognitive absorption that require further explanation. In this
pursuit, the research applies cross-disciplinary tools like behavioral observation,
affordance taxonomy, and pragmatic-hedonic modeling that uncover relationships
and gaps not discernible through system parameters alone. It expands the method-
ological repertoire for investigating subjective and latent facets of user experience.

Collectively, this thesis expands and enriches the understanding of IMEx by in-
tegrating cross-disciplinary perspectives. The empirical findings offer original
evidence, highlighting system potential and experience gaps. In illuminating rela-
tionships between technology and behavior, the thesis advocates complementing
engineering advancements with deeper insights into human factors for optimizing
fully immersive VR experiences. Overall, it provides timely contributions toward
comprehensive quality assessment frameworks for emerging mediums that reshape
perceptions of how we interact with data, tell stories, and socialize.
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Chapter 1

Introduction

Immersive media are not new. They are simply a part of an evolutionary push
towards media becoming ever more immersive and exploring different ways of
conveying the human experience. A podcast, for example, develops a sense of
connection for the listener due to the medium’s intimacy. Fully immersive media,
like Virtual Reality (VR), transported our interactions with a medium from the con-
fines of a rectangular screen to a 360-degree space. It is all around. This illusion
of surroundness is a distinctive immersive media experience (IMEx) of VR, using
physical actions as inputs to receive outputs in a perceived 3D space [6], dynam-
ically altering the user experience inside mediated digital realities where data is
spatial. From its early stages of bulky equipment tethered to one place, innovative
solutions are making them lighter and creating new, fully immersive environments
outside the limitations of a single room, with increasing accessibility for all. Our
understanding of this new form of media must acknowledge that we can not reduce
such mediated experiences in terms of their constituent technologies alone. In that,
their psychological and phenomenological dimension are equally, if not more, im-
portant. IMEx, particularly VR experiences, are not the presence or absence of any
requisite technology but the very particular psychological experiences they invoke
in the user. Similarly, assessments of experiential quality within immersive media
like VR are markedly different than the user-perceived assessments of traditional
telecommunication media [7]. Primarily because the spatial sense of "being in-
side" or "being there" is not only a unique new aspect of telecommunication media
altogether but, in fact, foundational to assessing such new multimedia experiences.

The premise above sits at the heart of this research endeavor. This dissertation
delves into assessments of immersive new media, explicitly emphasizing quality
assessments of VR Experiences. The challenge lies in comprehending the intricate

1
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Figure 1.1: An immersive system simulates a reality that suspends our disbelief and con-
vinces us into believing that the virtual world may be real, adapted from [1].

factors that contribute to a truly immersive experience in a field known for its pre-
occupation with technology. While previous research has made substantial strides
in understanding specific facets of VR, this dissertation posits that a comprehensive
evaluation demands an integrated perspective anchored at the intersection of Qual-
ity of Experience (QoE) and User Experience (UX) research within the context of
Virtual Reality (VR) technology. Unlike traditional approaches that often separate
these domains, our work recognizes the interconnectedness of technological at-
tributes, psychological states, and experiential qualities in evaluating VR. It draws
upon established theories in human-computer interaction, cognitive psychology,
and media studies while integrating novel concepts to address the complex and
multifaceted nature of immersive VR experiences. By bridging the gap, we aim to
present a more nuanced understanding of the immersive qualities that define VR
experiences.

A fundamental contribution of this dissertation is developing a holistic framework
across disciplinary boundaries to assess the multifaceted dimensions of VR exper-
iences systematically. A taxonomy is presented by disentangling essential quality
aspects, which may enable a more nuanced examination of the interdisciplinary
factors shaping VR encounters. Moreover, this work challenges the prevailing no-
tion of presence as the sole psychological aspect of relevance in VR. At its core,
IMEx relies on the subjective sense of being physically present within a virtual en-
vironment (VE). These environments could range from full-blown virtual realities
(VR) to mixed realities (MR). In the context of fully immersive VR, real-world
stimuli are replaced with computer-generated inputs to deceive the brain into per-
ceiving the virtual world as reality – place illusion [8] (see Fig1.1). The possibility
of such experiences requires an artful integration of various stimuli, manipulating
audiovisual and sensory feedback, and defying a user’s rational knowledge and
prior beliefs to create a compelling mental model, which the user accepts as a real-
ity [9] [10] [11] [12]. However, this work looks beyond the mere generation and
manipulation of stimuli, extending the focus to its credibility instead [13]. This
dissertation introduces the concept of authenticity as a pivotal dimension influ-
encing the perceived quality of virtual worlds. The investigation into authenticity
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Figure 1.2: Action is the explicit response to the possibility for action presented by the
system within the VE, adapted from [2].

explores users’ conscious evaluations of how credible a virtual world appears, con-
sidering alignment with internal logic and conformance to user expectations. In
other words, the coherent organization of stimuli (synchronicity or congruence),
signs, and markers within the mediated environment enforces authenticity and eli-
cits realistic responses from the user [14].

One characteristic of authenticity is how action possibilities, or perceived actions,
play out within a given virtual world. The potential for action influences how a user
may interact and engage with the VE and is crucial for curating highly immersive
and intuitive VR experiences [15] [16] [17]. Such possibilities emerge from within
the environment and are accentuated if congruity is found between the VE’s beha-
vior and the user’s preexisting knowledge (Fig1.2). Users instinctively respond to
the perceived actions that encompass the possibilities for exploration, interaction,
and achieving goals. A meaningful VR experience materializes when the user’s ex-
pectations, attitudes, and attention harmoniously converge with the VR encounter
while simultaneously fueling their imagination to complete the immersive journey
[18]. Secondly, advances in interactivity have paved the way for instinctual actions
within extensive virtual settings. Users are no longer just observers but active par-
ticipants, responding to various visual, auditory, and tactile stimuli [19][20]. This
potential has been realized not only for entertainment but has also found practical
applications in various fields, ranging from simulation-based training to rehabilita-
tion and manufacturing [21] [22] [23] [24]. Perceived action and its embodiment in
user movements can be nuanced due to various human- and system-related factors
[25] [26]. Movements within the VR space are explicit responses to action pos-
sibilities and echo the respective intentions of the users. A VR system facilitating
movement allows users to express themselves through deliberate and purposeful
interactions and movements that may align with their intentions. This fosters au-
thenticity in the simulated world by finding congruence between their intended
actions and the behavior of the world [27] [28].
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This dissertation further extends its contributions through a series of empirical
studies to assess the influence of action possibilities on the perceived quality of
VR experiences. Understanding the impact of perceived actions requires holistic
methodologies that are not innately system-centric (focusing more on the techno-
logy than on the user) but shift focus to a more human-centric paradigm. These
investigations, spanning user behavior in virtual and physical environments to the
comparative analysis of input modalities like hand-tracking, employ naturalistic
observational techniques and mixed-methods approaches. The exploration of VR
interaction quality, user expectations, and the influence of input modalities en-
riches our understanding of experiential quality within immersive environments.

1.1 Scope and Objectives
The main focus of this research encompasses the technical, experiential, and per-
ceptual aspects of VR. It recognizes that quality assessments in VR are multifa-
ceted and outlines various factors and facets that influence them. More specific-
ally, this study examines the potential implications of mismatches between users’
expectations and actions supported by the VR system. The research seeks to elu-
cidate how such disparities may impact a user’s sense of authenticity and presence
and, consequently, the overall quality of the immersive experience within VR. The
scope of the research is not limited to the use of state-of-the-art techniques and
technologies but also the psychological and perceptual dimensions they engage,
inviting us to question: (i) How do we determine the authenticity of VR experi-
ences? (ii) How do coherence and congruence issues impact VR interactions? (iii)
How do mismatches affect quality assessments in VR about various psychological,
emotional, and performance factors? These questions lead us to the following re-
search objectives on which this thesis focuses:

O1: To explicate upon quality aspects of IMEx, in specific VR, emphasizing a
multifaceted and holistic approach to quality assessments.

O2: To identify and attempt new QoE methodologies to understand human factors
inside VR.

O3: To perform QoE assessments on the comparability of VR interaction quality,
action possibilities of the VE, and the user’s expectation.

1.2 Contributions
The central contribution of this thesis lies in its development of a comprehensive
theoretical framework, subsequently validated through a series of selected exper-
iments. The thesis initiates by formulating an overarching quality taxonomy and
proceeds to delve into a more specific exploration of the perception and response
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to action possibilities within VEs. This is followed by identifying methodologies
suited to the quality assessment of such VR interactions. The contributions can be
briefly summarized as follows:

(C1) The first contribution of this thesis applies to our understanding of VR-based
IMEx, which is covered in publications I, III and IV. This contribution ad-
dressed the research concern identified in O1. In III and IV, we determine
the need for a holistic QoE framework aimed at comprehensively assess-
ing and understanding the quality of user experience in VR environments
considering the interconnectedness, interdependencies, and interactions of
various components that make up immersive media and factors that influ-
ence immersive media, rather than focusing on system attributes in isola-
tion. In short, the quality of the user’s experience remains a complex and
multidimensional concern. In response to this challenge, we devise a com-
prehensive taxonomy in I to help dissect and understand multiple aspects
influencing VR experiences.

(C2) The second contribution of this thesis is the Presence-Authenticity Dyad,
in response to O1. In II, we build upon existing scholarship to define au-
thenticity as a critical dimension of quality perception complementary to the
feeling of presence. We refer to the credibility of the virtual world, its align-
ment with internal logic, and its conformance to user expectations. Authen-
ticity in VR is a user’s conscious evaluation of how credible a virtual world
appears. Notwithstanding nomenclature, we identify authenticity as experi-
enced quality involving higher-order assessment of the VR experience. It’s
not just the initial perception of the virtual world but also about deliberate
reflection and evaluation of that perception.

(C3) The third contribution of this thesis addresses research objectives O2 and
O3. We introduce an observational methodology in V to assess if perceived
action inside a VE translated into overt behavior of the user on the out-
side. We apply quantitative behavioral observation to analyze user behavior,
identifying the potential for using cross-disciplinary tools for QoE assess-
ments. In VI, we expand our understanding of perceived action under the
rubric of affordances and apply subjective measures to cross-examine user
behavior described in V. In another empirical study, available in VII and
VIII, we build upon O2 and O3 by evaluating whether the devices and/or
interfaces impact user responses to perceived actions in a simple motor task.
In this case, performance metrics are used (VII) in combination with sub-
jective and usability measures (VIII) to assess the overall QoE.
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1.3 Theoretical Framework
As VR technologies advance, it becomes imperative to assess the various complex
factors that contribute to them. Towards this end, this work presents an interdiscip-
linary framework. It conducts empirical investigations of critical technological and
human-centric elements, amongst others, that shape user perceptions of presence,
authenticity, and overall quality in VR contexts. A holistic understanding of VR
experiences must include a user’s subjective, emotional, and overall experience
with the VR, going beyond quality perceptions. A five-dimensional taxonomy is
presented to disentangle and redefine often-conflated concepts. Below is a brief
summation of the detailed account that follows in Chapter 2.

− Immersivity captures the subjective sense of being transported into a VE,
characterized by a feeling of "being there." and made possible by various
system aspects.

− Interactivity refers to the ability of users to interact with the VE and influ-
ence their experience, resulting in a sense of control and engagement.

− Explorability captures the ease and degree of freedom users can navigate
and discover new elements within the VE.

− Plausibility refers to the congruence of the VE, its rules and interactions,
aligning with user expectations and cognitive models.

− Believability refers to the extent to which the VE appears realistic and co-
herent, giving it a sense of authenticity and acceptance.

The theoretical underpinnings for this dissertation rest on the understanding that
the quality of a VR experience necessitates an integrated approach that includes
learnings from across disciplines.

Presence Theory: This theory, as exemplified by Sheridan’s six degrees of pres-
ence [29] and Lee’s later explications [30], focuses on the user’s subjective sense of
being physically present within the virtual environment. This dissertation expands
the concept by introducing "authenticity" as a complementary dimension, recog-
nizing users’ critical assessment of the virtual world’s credibility and alignment
with expectations.

Media Immersion Theory: Works like Brenda Laurel’s "Computers as Theatre,"
[31] explains how immersive media can create powerful experiences by engaging
users on multiple sensory and cognitive levels. It extends the understanding of
how VR leverages immersion to transport users into virtual worlds not just on a
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sensory level but equally via narrative and dramaturgical elements, enhancing the
overall immersive experience.

User Experience Assessments: Quality of Experience (QoE) and User Experi-
ence (UX) are both related concepts that seek to understand and improve the user’s
experience. However, they differ significantly in their origins, theoretical found-
ations, and evaluation approaches [32]. With its roots in the telecommunications
industry and technology, QoE was developed to evaluate technical system per-
formance and quality features. They often use quantitative metrics such as Mean
Opinion Score (MOS). In contrast, UX has its basis in human-computer interaction
(HCI) and is known for its multidisciplinary approaches. It draws on psychological
research to prioritize understanding human needs, emotions, and subjective exper-
iences. The theoretical foundations of both fields are also reflective of their differ-
ences. UX benefits from well-established theories across various disciplines, while
QoE’s theoretical framework is gradually evolving to incorporate perspectives bey-
ond technical quality assessment. The differences between QoE and UX are most
pronounced in their evaluation methods. QoE relies heavily on standardized quant-
itative scales such as MOS, which are conducted in controlled lab settings to meas-
ure perceived quality of service and performance factors. Meanwhile, UX employs
various quantitative and qualitative methods from multiple disciplines to capture
the nuanced, contextual, and subjective aspects of the user experience in real-world
settings. However, both fields recognize the importance of individual differences
and the context in which experiences occur. As QoE research evolves to adopt
more experiential and UX-inspired evaluation approaches, the lines between QoE
and UX may become less distinct, leading to a more comprehensive understand-
ing of user experiences that encompasses both technical quality and human-centric
perspectives.

This thesis operates at the intersection of these established theories, creating a
novel framework that considers

• Technological aspects: How hardware, software, and network capabilities
provide the foundation for VR experiences.

• Psychological factors: How users perceive, interact with, and respond to
the VE, encompassing presence, authenticity, and other cognitive processes.

• Experiential qualities: How VR evokes emotions, enjoyment, and meaning-
making for users, including both pragmatic and hedonic aspects.
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1.3.1 Situating the Research

As outlined, this work is situated within broader scholarly conversations about
evaluating and optimizing VR experiences. The research is grounded in theoret-
ical perspectives that view technology as extending fundamental human experi-
ences and capabilities. The conceptual framework draws upon phenomenological
philosophies, embodied cognition theories, and ecological psychology approaches
that construe technologies as mediating our lived experiences and relationships
with the world. In this view, fully realizing VR’s potential requires recognizing it
as more than just a tool but an experiential medium affording extended sensory,
cognitive, and behavioral possibilities.

This integrative approach is reflected in the synthesized quality framework sugges-
ted in this dissertation, which expands the research agenda from the purely tech-
nical, predominantly positivist view in the field that emphasizes objective aspects
above all else. This dichotomous departure recognizes that while the positivist
view provides a solid foundation for evaluations in VR, it’s essential to acknow-
ledge that not all aspects of VR experiences may be easily quantifiable. This dis-
sertation highlights the profound interrelation between technologies and human
experiences. Notably, the work includes Norman’s theory of affordances based
on Gibson’s ideas of information pick-up to theorize interactivity within VR [33]
[34]. Supporting this conceptual framework, authenticity is explored as a subject-
ive credibility assessment beyond just presence, adding nuance to understanding
users’ conscious, reflective evaluations of VR environments. This conceptual ex-
pansion views such assessments in terms of the internal logic of the virtual world
and its alignment with user expectations, which resonates in Heidegger’s notions
of ’ready-to-hand and ’present-at-hand technologies [35]. The perspective posits
VR as facilitating experiential possibilities beyond traditional psychological di-
mensions that reconfigure our embodied cognition, behaviors, and impressions.
Separately, storiness is included in the conversation for its influence on shaping
experiences. MR Ryan [36] referred to VR as a metaphor while exploring the
relationship between traditional literary narratives and the new genres made pos-
sible by interactive media like VR. The role of narrative immersion is regularly
included in evaluations of interactive storytelling [37] [38]. This work recognizes
the importance of understanding the phenomenological experience of engaging
with different narrative and dramaturgical elements of a VR experience as dietetic
assessments of its credibility.

1.4 Critical Review & Synthesis
Extensive research was conducted across multiple relevant disciplines to develop a
holistic framework with a comprehensive taxonomy capturing the key dimensions
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shaping quality VR experiences. Source materials from human-computer interac-
tion, virtual environment design, game studies, media psychology, and communic-
ation/media studies were systematically reviewed. The review identified recurrent
themes and salient concepts related to factors influencing VR-based user exper-
iences. These diverse factors were synthesized into higher-level and low-order
dimensions. This analytically derived taxonomy aimed to disentangle the core as-
pects contributing to immersive, interactive, believable, explorable, and plausible
virtual environments.

Particular emphasis was placed on analyzing literature examining psychological
processes and subjective states induced by VR systems. Prior research on pres-
ence, engagement, enjoyment, and perceptions of realism were closely examined.
Analyzing existing scholarship revealed authenticity as an underexplored yet po-
tentially pivotal dimension complementary to presence in shaping VR quality of
experience. Perspectives across multiple philosophical traditions on the nature of
authentic experiences and human credibility assessments were studied to establish
authenticity as a critical facet. Theories from phenomenology, psychology, and
aesthetics were evaluated to conceptualize authenticity grounded in how users per-
ceive, interpret, and evaluate VR based on the compliance of internal schemas and
expectations.

1.5 Methodology
Below, are details of the selected methods & measures for VR Assessments and
their alignment with the research goals and philosophical underpinnings.

1.5.1 Empirical Study

An empirical methodology involves systematic data collection and analysis to un-
derstand users’ subjective experiences and perceptions of the quality of a specific
product, service, or system. This approach relies on empirical evidence gathered
through user studies, surveys, experiments, or other research methods [39].

Our empirical QoE studies employed subjective rating scales, performance met-
rics, and behavioral measures to gather empirical data on users’ experiences and
perceptions. These methods capture both objective and subjective aspects of QoE,
including usability, satisfaction, perceived quality, and emotional responses [40].

Users engaged with the system under evaluation, providing feedback and complet-
ing surveys after specific tasks or scenarios. The collected data was then subjected
to quantitative analysis. Repeated measures analyses were used to identify rela-
tionships, trends, and statistical significance for factors contributing to positive or
negative experiences.
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1.5.2 Observational Methodology

We applied an observational methodology for assessing QoE. It involves system-
atic observation and recording of user behaviors, interactions, and expressions dur-
ing their interaction with the system to understand their subjective experiences
[41]). This approach captures real-time user data in natural settings, providing
valuable insights into users’ actual experiences [42].

Observations were conducted in appropriate laboratory settings of simulated scen-
arios. Researchers define specific behaviors, interactions, and expressions relevant
to the assessed QoE, such as user engagement, frustration, satisfaction, or enjoy-
ment. Data collection included video recordings, a structured coding system, and
structured checklists to capture users’ actions and non-verbal cues during interac-
tion. These methods ensure systematic and unbiased recording of observational
data. The collected data was analyzed to identify patterns and trends related to
the observed behaviors and interactions. The findings from the data analysis are
interpreted to conclude the QoE aspects being investigated, linking the observed
behaviors and interactions to users’ subjective experiences [43]. More details in
Chapter 3.

1.5.3 Performance metrics

We used performance metrics for our study described in Chapter 4. In-game
analytics are metrics encompassing quantitative measures utilized to assess and
gauge the performance and effectiveness of a VR task [44]. These metrics capture a
range of player-related aspects, including behavior, engagement, progression, and
conducting user testing to measure performance indicators such as task completion
time and error rates [45]. Such data serves not only to assess user performance but
also to gain a comprehensive understanding of learning and training environments,
facilitating optimization efforts [46].

1.5.4 Subjective Measures

Igroup Presence Questionnaire (IPQ)

A widely utilized psychological assessment tool designed to measure users’ sense
of presence in virtual environments [47]. It is comprised of a self-report question-
naire. The IPQ collects subjective data from users regarding their experience in a
VE. We utilized the IPQ for our study discussed in Chapter 4. This is because our
study was specifically interested in investigating the user’s sense of presence, in-
volvement in the task, and perception of realism – also the subscales of IPQ. Users
respond to various questions on a Likert scale, indicating their level of agreement
or disagreement. These statements cover diverse aspects of presence, such as feel-
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ing genuinely present, having a solid sense of being in the virtual environment, and
perceiving the virtual environment as a plausible place to visit. The IPQ has found
applications across multiple fields, including gaming, simulation, training, psycho-
logy, and human-computer interaction. Its validity and reliability have been estab-
lished through numerous studies (Cronbach’s α = 0.87) [27] [47] [48], solidifying
its status as a widely accepted tool for assessing presence in virtual environments.

ITC-Sense of Presence Inventory (ITC-SOPI)

The ITC-SOPI is a relatively new questionnaire designed to measure the subjective
sense of presence experienced by individuals in various media contexts [49]. The
questionnaire draws on previous research on presence determinants and existing
self-report measures, focusing solely on users’ experiences without considering
objective system parameters. The measure identifies four primary factors: Sense of
Physical Space, Engagement, Ecological Validity, and Negative Effects. The ITC-
SOPI is reliable and valid, and its psychometric properties have been tested[50].
The ITC-SOPI was chosen for the study reported in Chapter 3 because it caters to
discomfort and adverse effects, which were a focus of our work.

NASA Task Load Index (NASA-TLX)

This is a well-established assessment tool that was utilized in our research men-
tioned in Chapter 4 to measure perceived workload and evaluate the effective-
ness of tasks and systems [51]. It has widespread adoption across diverse do-
mains, showcasing its significant impact on human factors research [52]. As a
subjective self-reporting measure, it relies on participants’ workload evaluations. It
provides multidimensional scores that capture various aspects of perceived work-
load: mental-, physical-, temporal-, effort-, performance-, and frustration Levels.
NASA-TLX is not designed to measure a task objectively. It should be used with
objective metrics that consider factors such as task completion speed and accuracy.

Rating Scale Mental Effort (RSME)

A lesser-known subjective uni-dimensional measure used for evaluating the per-
ceived mental effort or cognitive load experienced by individuals during a task or
activity. It finds common application in cognitive psychology, human factors re-
search, and usability testing [53]. The RSME employs a numerical rating scale,
ranging from 0 to 100, where participants are requested to rate the mental effort
they invested while engaging in a specific task. This prompt rating was used in-
side VR to recorded participants’ subjective scores. It is described in Chapter
4. Higher RSME ratings show more significant perceived mental effort, suggest-
ing that the task necessitates more cognitive resources. Conversely, lower RSME
ratings indicate a lower perceived mental effort and reduced cognitive demands.
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AttrakDiff

This questionnaire is designed to evaluate the hedonic and pragmatic attributes of
interactive products and systems [54]. It is a measurement tool for assessing inter-
active technology’s overall user experience and attractiveness. It was used to eval-
uate two distinct input modalities in our study (see Chapter 4). The questionnaire
comprises a series of paired adjectives representing different aspects of the user ex-
perience, including attractiveness, hedonic, and pragmatic qualities. Participants
utilize these pairs to rate their subjective impressions of a product or system. The
questionnaire aims to capture the emotional appeal and the practical utility of the
interactive technology being evaluated. AttrakDiff has gained significant utiliz-
ation in human-computer interaction and user experience research [55] [56]. It
provides a standardized and reliable method for assessing users’ perceptions of
interactive products [57], facilitating comparisons between different designs and
enabling their impact on user experience.

1.6 Limitations
Although mixed methods align with recent trends toward ecological validity and
leverage new measurement capabilities, limitations provide useful lessons.

Task Specificity & Complexity: The specific set of actions and their complexity
used in the studies here may not capture the full range of interactions users engage
in within VEs. A narrow focus limits the applicability of the findings to broader
VR experiences.

Device Dependency: Each study was limited in testing to a specific headset. The
findings may not be generalizable to other VR systems or immersive technologies,
restricting the external validity of the research. Comparing everyday consumer VR
systems creates more ecological validity than specialized equipment but constrains
the technological factors examined.

Ecological Validity: One of the studies may lack ecological validity as the VE
might not fully replicate the complexities and nuances of the physical world. Parti-
cipants may behave differently in virtual spaces compared to real-world scenarios,
leading to limitations in generalizing the findings to real-life situations.

Control Group: The lack of a control group prevented a more apparent distinction
between the impact of virtual actions and general environmental influences.

Sample Diversity: The study’s generalizability may be limited if the sample is
not diverse enough. If participants share similar backgrounds, preferences, or ex-
periences, it might not adequately represent the broader population, affecting the
study’s external validity.
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1.6.1 Methodological Reflections

The empirical work employs mixed methods and naturalistic observational tech-
niques, integrating systematic behavioral codings, objective performance indicat-
ors, and subjective self-report instruments. These methodological choices contrib-
ute to the studies’ overall ecological validity. Reflections on potential alternative
methodologies could further enrich the research. For example:

Sample Size: Consider exploring larger sample sizes in future studies to enhance
the statistical power and generalizability of findings. Although the stipulated ITU
thresholds were met, increasing the number of participants could strengthen the
conclusiveness of the results and lend them greater external validity.

Replication of Studies: Replicating the studies in different contexts and with
diverse subject pools would have made the conclusions robust. Systematically
replicating the findings across varying VR experiences and user demographics
strengthens the overall confidence in the research and broadens its applicability.

Qualitative Analysis: Additional qualitative techniques like thematic analysis and
grounded theory would have extracted even richer insights from subjective data
and uncovered more nuanced patterns.

Cross-Device Comparison: Including multiple VR devices with different hand-
tracking technologies could be used in future studies. Comparing findings across
various devices will help identify whether the observed effects are device-specific
or generalizable to other platforms.

Longitudinal Design: Longitudinal studies provide detailed insights into the long-
term effects of virtual interactions. Observations over an extended period to identify
lasting changes can be applied when time and budget permits.

1.7 Ethical Considerations
The experiments conducted for this user study involved human participants and
the collection of potentially sensitive data, raising critical ethical considerations.
Every effort was made to protect participants’ rights and welfare at all stages of this
study. Privacy and informed consent were prioritized, with the ethics review board
oversight. All data collection, storage, and publication were handled to maximize
confidentiality. No major ethical issues arose.

Ethical Oversight : All procedures performed for this research were by the eth-
ical standards of the Institutional Review Board (or Ethics Committee) and the
1964 Helsinki Declaration and its later amendments. Permissions were sought
prior to the commencement of each study. All experiment procedures and data



14 Introduction

collection standards adhered strictly to established guidelines described in ITU-
T Recommendations P.809 [58], P.911 [59], and P.919 [60]. Any unanticipated
ethical concerns arising during the study had to be reported to the ethics board.

Participant Recruitment and Consent: Participants were recruited voluntarily
through word-of-mouth, email lists, pinboard postings, and via an online volun-
teer portal of the university open to the general public. People from diverse back-
grounds signed up for the studies. The study’s general purpose and essential pro-
cedures were explained during recruitment, but specific experimental details were
withheld to avoid biased results. All participants were required to provide written
informed consent before participation. Consent forms, experiment briefs, etc., fol-
lowed the NTNU Sense-It templates used by all PhDs in the group and developed
over many years of experimental research. The consent form outlined the study
purpose, procedures, risks, benefits, compensation, data collection/use, confiden-
tiality measures, and the voluntary nature of participation. Participants were made
aware that they could withdraw at any time without penalty.

Participant Privacy: Protecting participant privacy has been paramount. All per-
sonal information and data collected were anonymized and assigned a random ID
number. Data and video recordings were securely stored behind encrypted folders
maintained by the university, accessible only to the research team. Published res-
ults will contain no identifying participant information. Information on research
data management is followed in 1.8.1.

Potential Risks and Safeguards: There were no significant anticipated risks out-
side those encountered in everyday life. Mild fatigue or discomfort was possible
during lengthy VR sessions. Participants were fully briefed on all procedures be-
forehand and allowed to withdraw if they felt uncomfortable or tired. The primary
researcher personally monitored participants during sessions for any signs of dis-
tress. Sessions would be ended immediately if any participant wished to stop. The
study was conducted during the second COVID-19 wave. Strict hygiene protocols
were followed during test sessions based on the specified SARS-CoV-2 guidelines
for educational institutions.

Benefits and Compensation: There were no direct benefits for participation bey-
ond contributing to scientific knowledge. A modest compensation in the form of
a gift card was provided to participants for their time commitment. Participants
were debriefed on the full details of the study upon completion.
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1.7.1 Use of AI-assisted technologies

This dissertation utilized AI technologies, specifically Grammarly® AI Writing
Assistance, to enhance the quality and precision of the written content. NTNU
IE Faculty policy currently includes a "Declaration of AI aids and tools" form
for bachelor and master’s students, but no such official declaration is available at
the Ph.D. level yet. Therefore, tools were applied under established guidelines for
using AI in scientific papers set by reputable publications in the field, e.g., Elsevier,
Frontiers, etc. AI technologies were incorporated to optimize language clarity,
improve sentence structure and grammatical correctness, and summarize existing
arguments and overall coherence. Grammarly® proved valuable in streamlining
tedious tasks, enhancing clarity, and structuring arguments. It was solely used
for a meticulous review, improving the readability and language of the work and
refining overall writing mechanics. Some regular prompts used in this dissertation
are "improve it," "make it clearer," "paraphrase it," "sound fluent," "rewrite it,"
"make it objective," "make it detailed," "clean up notes," amongst others.

AI was not used to replace vital authoring tasks such as producing scientific, ped-
agogic, or research insights, drawing scientific conclusions, or providing clinical
recommendations. All generated work has been carefully reviewed to avoid output
that can be incorrect, incomplete, or biased. The author is ultimately responsible
and accountable for the contents of the work.

1.8 Advancement of Knowledge
This work stands at the crossroads of HCI, VR research, QoE assessments, and
UX evaluations. While existing research delves into various aspects of VR exper-
iences, This research operationalizes holistic assessments of immersive VR that
unite diverse fields and address the intricate interplay between technical, psycho-
logical, and experiential factors; the thesis offers a comprehensive framework for
evaluating VR experiences, setting it apart from previous efforts.

• Integration of QoE and UX Dimensions: The primary contribution of
this research lies in bridging the gap between QoE and UX assessments.
The proposed holistic approach integrates technological attributes, psycho-
logical states, and experiential qualities, providing a comprehensive evalu-
ation model that captures the intricacies of immersive VR experiences.

• Multidimensional Framework & Novel Typology: This research responds
to the multifaceted nature of VR by developing a dynamic taxonomy that
attempts to bridge the gap between systems-oriented, human-centric, and
narrative-driven perspectives. This allows for a more granular and insightful
evaluation compared to existing frameworks.
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• Presence-Authenticity Dyad for VR: Exploring authenticity as a distinct
dimension complements the concept of presence, offering a novel contribu-
tion to the field. The presence-authenticity dyad sheds light on assessing the
credibility of the virtual world.

• Methodological Contributions: This work employs mixed-methods ap-
proaches to attempt nuanced assessments of VR experiences instead of solely
quantitative or qualitative. This methodological contribution sets a valuable
precedent for future research in this field. This approach to empirical invest-
igations and analysis methods provides valuable insights into the relation-
ship between VR interactions, user behavior, and overall experience.

1.8.1 Open Science Practices

All findings in this research work have been forwarded for open peer review and
open access publications, which ensures broader dissemination and facilitates know-
ledge exchange. This allows research to reach a wider audience and contribute to
advancing knowledge more collaboratively and inclusively. Further, research data,
protocols, analysis scripts, and other research materials are readily available to fel-
low researchers to scrutinize methods, replicate findings, and build upon the body
of work. This has been in line with the Policy for Open Science at the Norwegian
University of Science and Technology, per the recommendations of the Research
Council of Norway and the Ministry of Education, Norway.

Data Management

Research data was managed per NTNU’s policy, guidelines, and other relevant
laws, requirements, and principles. The researcher obtained supervised approval
for the data management plan prepared for the research work and for data to be
archived and made available in compliance with current guidelines. Individual
data from research, such as measurements, facts, and information, usually are not
protected by copyright as per Open Science policy. However, data collected for
this research is not publicly available for security and privacy reasons.

1.9 Thesis Outline
This section is followed by Chapter 2, which provides the background and mo-
tivation for understanding IMEx (particularly VR) from a QoE viewpoint. The
chapter compiles Publications I, III, and IV into discussions on the compositional
structure of IMEx. It combines this with II to understand quality in terms of its dis-
tinct facets and the elements and features that define it. The chapter also discusses
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authenticity and presence as quality judgments from Publication II. It concludes by
describing the methods and measures observed in this thesis. Chapter 3 presents
the work published in V and VI, examining how users respond to perceived action
inside VR and the overt behavior they exhibit. In Chapter 4, an examination of the
input modalities outlined VII and VIII is presented. The ensuing results are dedic-
ated to scrutinizing the potential impact of these input modalities on performance
metrics and the subjective perceptions held by users regarding their virtual reality
encounters. Subsequently, Chapter 5 encapsulates a summation of our primary
contributions, discusses the implications derived from our research, and delineates
prospects for future extensions.



Chapter 2

Background

Before one gets too lost in how immersive media stand in contrast to preceding
media forms, it is essential to emphasize that no medium or single media event
does its techno-cultural work in isolation from other media, any more than it works
in isolation from social and economic forces. What is new about IMEx comes
from how a medium refashions its predecessors and other contemporary media or
how older media have refashioned themselves to answer the challenges of new
media – that is, a desire to disappear. To lose opacity and become transparent.
A similar willingness was apparent when videoconferencing was celebrated as a
livelier and more realistic communication substitute for the telephone call. Or
when CGI replaces actors, reimagines cities, and creates a compelling assemblage
on the face of reality. It is apparent again in the triumph of the graphical user
interface for computers and mobile devices. In this sense, a transparent interface
would erase itself so that the user is no longer aware of confronting a medium but
instead stands in an immediate relationship with the contents of that medium.

This chapter caters to O1 and introduces our theoretical framework. Specifically,
our holistic taxonomy for VR (in publication I), our reformulation of authenticity
as judged quality (in publication II), and the necessary methodologies and tools
to achieve our protocols. We begin this chapter by presenting core concepts from
relevant literature vis-a-vis phenomena that drive the QoE of immersive media.
We then provide a holistic view of the technical and contextual frameworks that
make IMEx. Later on, we present a quality taxonomy for fully immersive VR
experiences.

18
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2.1 Immersive Technologies & Experiences
Immersive media are denoted not only emerging technologies but also the unique
human experiences they provide. They encompass three main elements (Fig 2.1):

Immersive Media Technologies refer to various emerging technologies that gener-
ate omnidirectional experiences where users can perceive content in any direction.
These technologies either overlay digital images and information on the physical
context or create a new reality by completely occluding the natural context. They
range from non-interactive 360-degree viewing to interactive extended realities
(XR) along Milgram’s virtuality continuum [61], encompassing Mixed Reality
(MR), Augmented Reality (AR), Augmented Virtuality (AV), and fully immers-
ive Virtual Reality (VR).

Immersive Media Forms or Domains refer to the various applications of immers-
ive technologies across diverse industries, shaping the structure and mode of in-
teraction with the media. They include video games, interactive digital stories,
immersive Cinema, omnidirectional content, training & learning simulations for
health and education, and rehabilitation activities like performing motor and cog-
nitive tasks.

Immersive Media Content encapsulates the ideas, information, and experiences of
immersive applications. They can be classified into content that caters to:

• seclusion – user isolation from the real environment

• navigation – user movement within the environment

• interaction – user’s impact on the environment

• and modeling – environment creation method

Figure 2.1: A holistic framework that considers the varying technological, contextual, and
compositional facets of IMEx.
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The above classification aligns with various applications (passive storytelling, in-
teractive games, solitary exploration, etc.) and helps select appropriate immersive
technologies for the intended purpose. Beyond functionality, content also includes
eudemonic aspects like aesthetics, themes, and genres, which can elicit various
behavioral, cognitive, and affective user responses.

Nevertheless, IMEx is not one-size-fits-all. Each VR application and its experi-
ence offer a unique blend of the message it conveys, the reason for reporting it,
and its delivery method. For example, technologies with limited interaction and
navigation might be more suitable to narrate a specific story. In contrast, we may
favor isolation, freedom, and interaction for an experiential simulation. However,
such a mix might not be ideal for a particular educational experience. There are
no absolute right or wrong choices in immersive media; each combination fulfills
a specific purpose. Presenting content with the correct combination of technolo-
gies and matched to the expectations and skills of the user will provide a positive
experience in the intended media form.

2.2 Experiencing VR
Regarding new multimedia information and communication technologies, the concept
of quality has evolved to encompass a diverse array of perspectives that have ex-
panded its scope. Traditionally, quality primarily defined a product or service’s
ability to meet predefined requirements and specifications [62]. The concept of
quality in the context of immersive media, particularly VR systems, requires an
optimization of both the objective attributes of the system and the subjective per-
ceptions of users within their specific usage contexts. This integrated perspective
on quality evaluation combines elements of engineering, human-centered design,
and contextual awareness. It acknowledges the coexistence of quantifiable tech-
nical attributes of the system and the complex interplay of individual characterist-
ics, contextual factors, and content interactions [63]. Quality is thus the "degree
of delight or annoyance experienced by an individual" while engaging with a VR
application or service, contingent upon fulfilling their expectations and needs [7].

Immersive VR has moved our media consumption from the confines of rectangu-
lar screens to interactive 360-degree environments that surround us. With VR, the
once passive viewer has become an active participant who can navigate, interact,
and respond to data in three-dimensional spatialities. This results in a more enga-
ging and immersive experience. The initial bulky and wired prototypes have been
replaced by lighter, more innovative, and standalone VR systems no longer tied to
a single room. At the same time, the rise of immersive VR has also blurred the
boundaries between conventional telecommunications and HCI systems, refining
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how we approach media consumption and use technology [6]. We believe that
to evaluate immersive VR experiences properly, one must include assessing both
the Quality of Experience (QoE) and User Experience (UX) elements. QoE frame-
works use metrics such as display fidelity, tracking accuracy, and other technology-
related aspects. They rely on objective metrics and quantitative methods to meas-
ure various attributes. On the other hand, UX evaluations are performed based on
the quality of the design, focusing on ergonomics, interaction mechanics, UI/UX
design, content creation tools, etc. Qualitative heuristic evaluation and usability
testing methods are applied to evaluate UX qualities such as usability, comfort,
and learnability.

This convergence offers a distinct set of opportunities and challenges for both
fields. In particular, this convergence is most pronounced in its implications for
evaluation and assessment methodologies. Assessing the quality of immersive me-
dia experiences presents new challenges due to the complexity of interwoven tech-
nological, content-driven, psychological, and user-centric factors, which makes
standard assessment methods used for media delivery inapplicable [64]. Approaches
segregating technical evaluations from users’ experience risk creating fractured
interpretations. Quality assessments in VR involve evaluating the system, the
product (content or application), and the overall user experience [65]. Further-
more, these assessments are intertwined with the psychological states of the user
that are at the core of a VR experience. We therefore look at how various sen-
sorimotor contingencies of the system create a perceptual immersion [66] [48],
thereby emplacing its audience in immediacy [16] [67] with the communication
medium whereby they experience a feeling of presence [68] [9]. The core con-
cepts that describe this unique experiential position are discussed below:

Presence, drawn initially from ecological psychology, refers to the user’s exper-
ience of being situated in a virtual environment [69] [11] [68]. This experience
operates on three levels [30]: (1) a sense of being within a simulated or distant
place presented by the media, creating a solid illusion of place, (2) a sense of
self, control, and "embodiment" that a user feels when situated and active within
the media’s simulated reality, (3) an awareness of other sentient beings within the
same environment, prompting engagement with them.

Immersion in a technical sense describes how fully a system can present a vivid
synthetic environment [38] [70]. This can be influenced by sensory technology,
display proximity, and enhanced haptics [71]. Critical features of immersion in-
clude the degree of vividness, extensiveness, surroundness, and interactivity [8].
On semantic and diegetic levels, challenge-based or narrative-based immersions
are also considered for their influence on experiential quality [37] [38] [72].
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Immediacy refers to the media’s pursuit of becoming "transparent" or "natural" to
users [73]. Immersive technologies offer direct interactions with virtual objects
compared to their indirect counterparts, thereby fostering a sense of proximity and
psychological closeness [74] [75].

2.3 Quality Perception in VR
Quality involves perceptual, cognitive, emotional, and evaluative processes de-
termining one’s conscious perception of things. The study of qualia, or the qualitat-
ive and phenomenal aspects of consciousness and subjective experience, is closely
related to quality [76]. Qualia encompasses various mental images, feelings, and
sensations that reflect what it feels like to experience something. Qualia capture
impressions such as goodness, beauty, desirability, and virtue that arise in con-
sciousness when encountering something [77]. According to Jekosch’s early de-
scription, "experienced quality" refers to the mental evaluation of how something’s
actual composition compares to someone’s expected or ideal composition [78]. In
other words, experienced quality is a subjective judgment of how well an entity’s
perceived composition aligns with desired expectations [79]. The term "entity"
refers to any object or event that becomes an object of perception, material or
immaterial.

In the physical realm, entities have objective physical attributes (or quality ele-
ments) that can be measured, like display resolution. But in the subjective realm of
perception, entities exhibit psychological features (or quality features) like vivid-
ness and richness. The subject perceives an entity’s quality features and compares
these to internal ideals and expectations, which shapes a conscious impression of
the entity’s overall quality [80]. Möller [81] categorizes quality elements and fea-
tures into complementary factors and aspects. Technical factors like throughput
and jitter can affect perceptual aspects like immersion and embodiment. All con-
tribute to the emergent qualia of overall VR quality experienced in the subject’s
mind. Quality does not reside in objects but in the subjective impressions they
evoke. The sensorimotor contingencies of a VR system can only optimize object-
ive quality elements, while the qualitative experience depends on the meaning and
values the users ascribe.

Jekosch’s reformulations [78] make a fundamental distinction between two types
of quality perception: perceived quality and judged quality [80]. Perceived qual-
ity is similar to low-level thinking, referring to the immediate impression formed
upon encountering a stimulus. According to Damasio et al., [82], swift quality
assessment upon meeting a natural environment or a technological stimulus need
not require deep cognitive processing but results from integrating basic perceptual
features into an abstract evaluation. For instance, a user may perceive the quality
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of a depicted scene as poor upon first seeing it without consciously analyzing why.
However, perceived quality can still be intentionally contemplated and judged after
the fact. This evaluative process creates a quality judgment that reflects cognitive
analysis. The subjective experience of this quality judgment is referred to as judged
quality. Judged quality encompasses richer perceptual, conceptual, and affective
content than perceived quality since cognitive evaluations activate complex associ-
ations and interpretations. Furthermore, it is influenced by conscious analysis and
reflection, not just direct perception.

The difference between perceived quality and judged quality pertains to the idea
of experience, which can be defined as the "stream of perceptions (of feelings,
sensory percepts, and concepts)" that arise in a given situation [64]. Perceived
quality, therefore, is aligned with the immediate impressions and sensations one
experiences in the VR world. It is an intuitive and phenomenological aspect of the
experience of that world. However, judged quality goes beyond mere experience.
It necessitates additional cognitive processing to assess and consciously judge the
quality of the depicted VR world. Hence, while perceived quality is embedded
in the immediate experience, judged quality arises from reflective analysis and
interpretation of the VR experience. The former is immediate, while the latter
requires additional mental effort to arrive at an overall quality assessment.

2.4 The Presence-Authenticity Dyad
Achieving high-quality VR experiences involves optimizing low-level processing
and higher-level functions of congruency and coherence to collectively assess stim-
uli, behaviors, and events within the VE. A user who remains immersed in the VR
environment will transition from only perceiving visual and other sensory informa-
tion to actively seeking possibilities for action and making swift evaluations of the
logical sequence of event chains (Fig 2.2). If the notion of presence constitutes an
immediate subjective sensation contingent upon the immersive attributes of a sys-
tem, then how faithfully that system replicates behaviors, relationships, and rules
consistent within its purported context are aspects of its credibility (Fig 2.3). Here,
a contention emerges for a parallel description of the credibility engendered by the
VR system. We refer to it as the authenticity of the VR experience.

Authenticity is the degree to which a VR environment reflects the regularities of
the world it is trying to represent, according to Gilbert et al. [83] and Bowman
[84]. As users spend more time in a VR environment, their sense of wonder may
give way to a heightened awareness of its authenticity. They may begin to notice
contradictions such as the inability to intuitively interact with virtual objects [85],
non-responsive non-player characters [86], or a mismatch between their avatar and
the world they inhabit [87]. A virtual world and its content will appear and feel
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Figure 2.2: The attribution process leading to judgment inside VR, adapted from [3].

Figure 2.3: Quality judgment process between perceived quality and judged quality
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authentic if its behaviors, relationships, and rules remain consistent within that in-
ternal context and align with the user’s expectations, prior knowledge, preferences,
and reciprocity [88] [89]. This shift highlights that while a robust place illusion
is necessary, it may prove shallow and lose its spell if the virtual world gives the
impression of being inauthentic.

This research, therefore, introduces the "Presence-Authenticity Dyad," recogniz-
ing authenticity as a complementary dimension to presence and crucial for evalu-
ating the quality of VR experiences. In similar vocabulary to that which character-
izes presence as a feeling of ’being there,’ it is proposed that

Authenticity is "a sense of ’trueness and genuineness’" felt in a virtual place.

In agreement with Lee [90], we see it as users’ judgment of the virtual world’s true-
ness & genuineness regarding its stimuli, content, and behavior. Both trueness and
genuineness refer to related but distinct characteristics. Both terms suggest that
the user is deliberately judging the depicted place. This contrasts their immediate
intuitive impression of the VR setting, which is based on various sensory inputs
and atmospherics. When users first encounter the VR space, they rely on sens-
ory percepts to discern the available visuals, sounds, and vectors. However, their
initial quality perceptions simultaneously evolve as they compare them to their in-
ternally desired quality features (expectations). It is argued that even in the earliest
stages of their embodied encounter, the experienced quality of the virtual world is
enough to create a sense of presence (though ephemeral). As visitors spend more
time in the immersive VR world, they become increasingly aware of the lifelike-
ness, interactive intuitiveness, audio-visual synchronicity, and other aspects of the
VR setting. Quality judgments regarding trueness and genuineness require con-
scious assessments of the virtual world’s congruence and coherence, reflecting a
heightened state of intentional and reflective cognitive processing. Both quality
descriptions go beyond initial impressions to include complex and nuanced evalu-
ations of whether the VE maintains its integrity and credibility.

The definition of trueness involves conforming to reality and actuality or agreeing
to fact and reality, focusing on the precision of the information in accordance with
reality, and reflecting on facts. On the other hand, genuineness is about being
honest and sincere, as well as being accurate and appearing as such. It surpasses
mere accuracy and delves into sincerity, encompassing the quality of being real
without pretense. When determining the experiential quality in VR, authenticity
must be comprehended as the combination of the observed factual accuracy of the
world (veridicality) and the sincerity of its self-expression (verisimilitude). While
its trueness is based on evidence (objective), its genuineness is driven internally
(subjective).
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2.5 A Holistic Framework for VR Experience
To reiterate, VR is not a result of system capabilities and product qualities alone.
It is intrinsically linked to the psycho-phenomenological dimensions it elicits –
namely presence & authenticity, immersion, and immediacy. Without them, there
is no VR. Therefore, cross-examining various interconnected factors is essential
to evaluate the overall user experience arising from technological capabilities and
the psychological effects of a VR application. Over the years, there have been nu-
merous prolific frameworks providing a foundation for our understanding of VR
[8] [66] [11] [30]. The picture that has emerged over time is of a technology that
delivers synthetic media experiences to its users, which are unique in that: they
are immersive [38] [48] not just like a story [91] [36] but in life-likeness; they are
interactive and responsive [92] [93] but also explorable [94] [95]; and finally, they
are believable [96] [97] in their appearance and plausible in the way they behave
[13] [28]. In addition, several self-report inventories and questionnaires have be-
come standard practice for subjective assessments of presence and user experience.
However, we find an over-emphasis on either psychological constructs of presence
and immersion [98][10] [48] [49] [27] or on emotional responses related to the user
experience (engagement, enjoyment, usability, challenge, etc.) [99] [100] [101]
[102] [103] [104] [105], none of which represent a complete picture at both sys-
temic and user levels. Synthesis is therefore required for a blended methodology
that can holistically combine assessments of system performance and experiential
qualities alike [6] [106].

A five-dimensional taxonomy is proposed to address this gap and provide a holistic
approach to evaluating VR experiences. The value of a broad taxonomy is also
found in its ability to connect theoretical constructs with practical implications.
The five abstractions disentangle and redefine often-conflated system-level factors
to human-centric features. They include immersivity, interactivity, believability,
explorability, and plausibility.

2.5.1 Factors Influencing VR Quality

It’s important to highlight that the five abstractions identified in this taxonomy are
significantly influenced by high-level factors, namely system, user, and context.
The relative contribution of each abstraction to the overall quality of an application
may vary depending on the specific application. Therefore, it’s crucial to under-
stand how these factors interact to evaluate the overall quality of a VR experience.
It’s worth noting that these abstractions are composite qualities that are simul-
taneously defined and characterized by different elements[78], as illustrated in Fig
2.4. The system’s hardware and software components impact the visual, haptic, au-
dio, and other sensory elements, contributing to various psycho-phenomenological
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effects. User characteristics, such as demographics, physiology, and psychology,
can affect their susceptibility to motion sickness, ability to adapt to the virtual en-
vironment, and overall engagement. Finally, the context of VR use, including the
environment and the specific task or activity, can also influence the user’s percep-
tion of the experience.

• System IF: A VR system’s performance is heavily dependent on its hard-
ware capabilities, such as display and graphics, as well as tracking accur-
acy, latency issues, network connection efficiency, and the system’s overall
stability and reliability [107]. Regarding multiplayer contexts, operating
system and software compatibility, interoperability, and scalability issues
can negatively affect the VR experience [108]. Additionally, high-quality
content, rendering, and audio are critical to creating immersive experiences
[109]. The design and usability of interfaces and devices, as well as their
comfort, safety, and ease of use, also significantly shape the overall experi-
ence.

• Human IF: We must consider various user-related factors such as age, gender,
and physical abilities [2]. For example, older users might prefer simpler
interfaces or experiences with a slower pace, whereas experienced gamers
may want more complex and challenging content [110]. These factors in-
clude dynamic ones like experience-of-use, linked to individual differences
such as spatial ability, familiarity with VR technologies, and gaming exper-
ience. They can influence engagement, presence, dissociation, and learnab-
ility [100]. Physiological factors like susceptibility to motion sickness and
visual acuity can also significantly impact the VR experience. Additionally,
a user’s mood, stress level, and mental fatigue can affect their perception
of the VR experience, and their imaginative faculties can influence their re-
sponse to the various illusions within the medium.

• Context IF: Environmental conditions impact the performance of VR hard-
ware and the user’s comfort. The VR experience can also be affected by the
user’s surroundings, such as the size of the room, obstacles, ambient light,
noise, etc. These factors can influence tracking accuracy, immersion, and
safety. Comfort and safety are reported to be affected by the duration and
frequency of use [111] [112]. The purpose of using VR, such as entertain-
ment, education, training, therapeutic purposes, etc., is a critical factor that
determines the composition of the application. For instance, a VR game
would prioritize low latency and high graphical fidelity, while a VR therapy
session would focus on user comfort and safety.
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2.5.2 Assessments of VR Quality

Various measures and instruments are employed to assess different aspects of the
VR experience, ranging from self-reported ratings to objective physiological data.
A brief overview thus follows:

• Self-Reported Measures: involve asking users to provide subjective feed-
back on their VR experiences. These assessments often utilize question-
naires or surveys to gauge user perceptions and emotions regarding pres-
ence, involvement, engrossment, realism, etc. Some widely used self-reported
measures include the MEC-SPQ [113], PQ-ITQ [48], TPI [10], ITC-SOPI
[49], among many. Subjective measures that capture users’ enjoyment and
satisfaction [114] are also regularly employed.

• Physiological Measures: are objective measures that capture users’ phys-
ical reactions to the VR experience, providing insights into their engagement
and potential discomfort. These include Electroencephalography (EEG) for
brain activity [115], Electrooculography (EOG) for eye movements, Electro-
dermal Activity (EDA) for skin conductance, Heart Rate Variability (HRV)
[116] [117], and more recently, fMRI scans have gained popularity [118]
[119]. Eye tracking systems are incorporated to monitor eye movements,
revealing user focus, attention patterns, and gaze fixations within the VR
environment [120] [121].

• Performance Measures: evaluate users’ ability to complete tasks or achieve
goals within the VR environment. These metrics can be objective or subject-
ive, depending on the specific task or activity [122] [123].

• Usability & Task Load Measures: assess how easy and intuitive a VR ex-
perience is to use, considering factors like task completion, error rates, time
on task, and user satisfaction. Standard usability metrics include System
Usability Scale (SUS) [124], NASA-TLX [125], and After Scenario Ques-
tionnaire (ASQ) [126], among others.

2.5.3 A Quality Taxonomy for VR

In this section, we elaborate upon each of the five abstractions noted in the pro-
posed taxonomy, breaking it into technical factors responsible for achieving it and
the human-centric factors that describe its effects. A detailed version of the tax-
onomy that includes assessment methodologies for each abstraction can be found
in publication I.
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Immersivity

The extent to which a user feels surrounded by and present inside a virtual en-
vironment. It is critical in drawing users into the virtual world, creating a sense
of presence and engagement. Several factors affect immersivity, including the
sensory modalities available, their fidelity, and their vividness. Representational
fidelity involves conveying a sense of place through sensory and symbolic cues.

Technical Factors

1. Visual fidelity: VR headsets provide a high-resolution display and a wide
field of view for realistic and immersive experiences [8] [1]. The more the
field of view (FoV), the better the feeling of being surrounded [17] [11].

2. Tracking: VR headsets can track your position and orientation, allowing
synchronized movements in the real and virtual worlds. Accurate tracking,
gesture recognition, and auditory inputs provide an embodied immersion
[38] [127]. Full-body tracking yields the maximum possible embodiment.

3. Persistence, Latency, & Refresh Rates: VR headsets with higher frame
rates, lower latency, and persistence cause less motion blur and lag, leading
to a more comfortable and less nauseous experience [112] [128] – all of
which can result in break-in-presence [129].

4. Audio fidelity: VR headsets with surround sound and binaural audio en-
hance the experience of being in virtual worlds [130]. Adding sound effects
and ambient sounds further improves the user’s sense of envelopment [131].

5. Headset Types: Different VR headsets serve different purposes. Some are
tethered for better performance, while others are wearable for everyday use.
Heavy devices, hanging wires, and loose fits may lead to distraction and
discomfort. Lightweight headsets reduce discomfort and motion sickness
[48] [132].

Human-Centric Factors

1. Immersion: The system’s ability to stimulate the user’s senses through
visual, auditory, and haptic stimuli contributes to a stronger subjective feel-
ing of "being there," or presence, in the VE [91].

2. Attention: Factors such as engagement level, environment novelty, and dis-
tractions can affect the user’s ability to focus on the VE and block out the
real world [133].
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3. Embodiment: The accuracy of head tracking, body tracking, and motion
capture systems in representing the user’s movements and position in the
virtual world determines the user’s sense of embodiment [9].

Interactivity

The degree to which the user can interact with the virtual world and influence its
events. Controlling the VR experience is essential for fostering engagement and
active participation in the virtual world. Intuitive and responsive input devices that
enable various actions for a natural and enjoyable experience also enhance a sense
of agency or the feeling of being in control of the experience.

Technical Factors

1. Intuitiveness & Responsiveness: Using the input devices should be easy
and responsive so that users can interact naturally and perform different ac-
tions in the virtual world. Slow response times or inefficient data exchange
can negatively affect the user experience and satisfaction [134] [135]. Re-
sponsive inputs, user-friendly interfaces, and interactive features that meet
or exceed the user’s expectations yield a positive experience. [136].

2. Input Modality: Different input methods, such as gaze, laser, and hand-
tracking, offer different ways to interact with the virtual environment [137].
The choice of modality, the task at hand, the challenge level, and user-
centered factors can affect the user’s experience. [138] [139]. Integrating
natural gestures and movements to interact with the virtual environment can
enhance immersion and engagement.

3. Device and Interface Appropriateness: Usability, aesthetics, utility, and
other factors highlight the importance of the ergonomics and functionality
of devices and user interfaces in influencing user experience [99] [140]. An
intuitive control scheme that matches the user’s expectations based on real-
world knowledge can ensure the naturalness of interactions. Poor interface
quality, mismatches, and unfamiliarity can adversely affect performance and
lead to unfulfillment and dissatisfaction.

Human-Centric Factors

1. User agency and control When designing virtual reality experiences, it’s
important to consider the user’s sense of control and ease of interaction.
Giving users control over their actions and outcomes in the virtual world
helps them feel more engaged. [29]. Thus improving the overall sense of
agency [127].
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2. Ease of Interaction: This can be achieved by providing clear feedback and
intuitive controls that are easy to use. It’s also essential to balance the com-
plexity of interactions with the user’s capabilities so they don’t become over-
whelmed or exhausted. The user interface should be consistent and access-
ible for extended VR sessions, considering physical constraints and learning
abilities.

2.5.4 Explorability

This refers to the ease and freedom of movement with which users can navigate and
discover new content within the virtual environment. This aspect is influenced by
factors such as degrees of freedom (DoF) for movement, locomotion techniques,
and wayfinding or pathfinding options. Other factors like map design, level of
complexity, and the overall layout of the virtual world also provide users with
opportunities to explore and discover the virtual world.

Technical Factors

1. Degrees of Freedom (DoF): The more DoF, the better the experience. It
lets you move more naturally and feel immersed in the environment. It also
reduces disorientation and motion sickness [84] [141].

2. Spatial Resolution & Loading Times: The detail and size of the explorable
environment and the time it takes to load new areas or features are essential
to meeting the user’s natural desire to explore and discover the environment.
The more details and features there are, the more fulfilling the experience.

3. Navigation: Good navigation tools can help you explore a virtual envir-
onment more easily [142]. Wayfinding (the mental component) and travel
(the motoric component) are both important for this [143] . They help you
understand where you are and how to get where you want to go [119].

4. Locomotion: Techniques currently used are motion-based, room-scale-based,
slide-teleportation, and arm-swinging [25] [144]. Continuous, unhindered
exploration allows you to move continuously and naturally without causing
motion sickness [145] [146]. It’s important to have good tracking to avoid
discrepancies between what you see and what you feel [147].
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Human-Centric Factors

1. Sense of expansiveness: The virtual environment’s ability to provide spa-
tial exploration and free navigation can encourage a sense of discovery and
unraveling of the unknown [8].

2. Spatial awareness and understanding: Users who possess a clear under-
standing of the virtual environment’s layout and landmarks are more likely
to feel confident and motivated to explore further [148] [149].

3. Curiosity and intrigue: A virtual environment that actively fosters a sense
of wonder and curiosity through encouraging exploration and accessibility
to all corners can keep users engaged [150].

2.5.5 Plausibility

The extent to which a VR system can logically explain and remain consistent with
real-world principles. It refers to the degree to which the VR environment and
its contents exhibit logical congruence, follow common sense, and align with user
expectations. Plausibility operates at the syntactic level and reflects in logical con-
sistency, adheres to real-world principles, and feels rational & explainable.

Technical Factors

1. Perceptual Constancy: It is crucial to maintain consistency in object ap-
pearance despite changing environmental and contextual conditions [2] [151].
This consistency can be achieved through stable geometries and optimized
models, which can help create an overall positive experience [49] [27].

2. Aliasing & Sampling: Reducing visual artifacts, such as jagged edges or
pixelated textures, can help improve the visual continuity of the VR exper-
ience. Higher fidelity in geometry, audio, and interaction mechanics is also
essential to improve visual realism [33].

3. Audio Synchronization: Accurate sound rendering based on virtual dis-
tance and location can enhance the aural authenticity of the experience [152].

4. Physics consistency: Emulating real-world scenarios or fictional scenarios
in real-world settings requires the physics engine to behave realistically re-
garding gravity, collisions, kinematics, and materials. Consistency of sim-
ulated physical interactions using realistic physics engines can enhance au-
thenticity. At the same time, uniformity in rules and logical cause-and-effect
chains across the virtual environment can improve the feeling of presence
[153].
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Human-Centric Factors

1. Perceived congruence: Objects and behaviors within the virtual world should
be consistent and logical to the user and match the real-world principles [13].
Incongruent features and erratic behaviors can disrupt the authenticity of the
virtual world.

2. Alignment and prior knowledge: User’s personal experiences and under-
standing of the world shape their perception of what’s plausible. Even if not
identical to the real world, systems that align with user expectations rein-
force a sense of alignment [154]. Incongruence and mismatches may lead to
a loss of spatial awareness, feel jarring, and break plausibility [6] [148].

3. Cognitive dissonance: Inconsistencies or dissonance between expectations
and the virtual world can create discomfort and undermine plausibility [155].

2.5.6 Believability

A primarily user-centric aspect refers to the extent to which a user successfully
perceives virtual events and experiences as accurate despite knowing they are not.
The extent to which a VR system can deliver an experience with the realism and
internal coherence required to make it feel believable for the user. It goes beyond
mere visual fidelity and taps into the user’s emotions, senses, and overall engage-
ment with the virtual world. It reflects the genuineness of the depicted world in its
subtle details and nuances that mimic reality and support a "suspension of disbe-
lief," ensuring that users accept the virtual world as a reality.

Technical Factors

1. Realism and fidelity: High-fidelity stimuli, such as realistic render quality,
control mapping, physics engine, and spatial audio, can help create a believ-
able world [13] [156]. Physically based rendering, materials, and textures
are also essential. All elements within the virtual world, from physics and
interactions to character behaviors and story logic, should be consistent and
make sense within the established setting and rules. Narrative and stylistic
cohesion should also be present. Inconsistencies in cause-and-effect rela-
tionships or illogical elements can damage believability [157].

2. Atmospherics and randomness: Details that reflect real-world experiences,
like environmental imperfections, object interactions, nuanced reactions,
and character animations, can enhance the feeling of naturalness within the
environment [158]. Attention to detail within virtual worlds can spark curi-
osity and motivate users to seek new things.
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Human-Centric Factors

1. Suspension of disbelief: Users are willing to temporarily accept the virtual
world as real despite knowing it’s not. Engaging storytelling and immersive
visuals and audio enhance believability [159].

2. Scenario Logic: Speaks to the narrative- and challenge-based immersion
within a virtual world. Whether the complexity and realism of scripted
events or narratives in the virtual world are logically consistent, it is reflec-
ted in how reasonably and predictably the world behaves [160] [161]. This
includes characters’ behavior, stories, and situations within the VR world
[72]. Also, the extent to which the virtual world engages the user’s reason-
ing, skills, and decision-making can heighten their cognitive absorption and
make time fly by [133]. The sense that actions and experiences within the
virtual world have significance adds to their meaningfulness [162] [37].

3. Prior VR experiences: Users with extensive VR experience may have
higher expectations for these factors than novices. The literature suggests
that individuals with vivid imaginations and susceptibility to suggestion may
be open to fantastical elements and more accepting of realistic and fictional
VR experiences[83].

Table 2.1: Matrix of QoS, QoE, and Inter-Relational Factors

Immersivity Interactivity Explorability Plausibility Believability
QoS The technical

fidelity of the
VR system.

The respons-
iveness and
accuracy of
the system to
user inputs.

The system
supports
various nav-
igation and
locomotion
techniques.

The system
can consist-
ently respond
to user in-
teractions
and provide
expected
outcomes.

The system’s
ability to cre-
ate a logically
consistent vir-
tual environ-
ment.

QoE The subject-
ive feeling of
"being there"
in the virtual
environment.

The user’s
perception of
their ability to
interact with
the virtual
environment.

The user’s
perception of
their ability
to explore
the virtual
environment.

The user’s
perception of
the system’s
consistency
and realism.

The user’s
perception
of the virtual
environment’s
authenticity
and predict-
ability.

*Inter-relational Drives In-
teractivity &
Facilitates
Explorability.

Enhances
Presence &
Contributes to
Believability.

Influences
Plausibility
& Reinforces
Believability.

Affects Pres-
ence & Com-
plements Be-
lievability.

Strengthens
Presence &
Interrelates
with Inter-
activity.
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The taxonomy provides a comprehensive framework for analyzing and evaluating
the quality of VR experiences. VR experiences are complex and multifaceted,
and a single metric or criterion cannot fully capture the richness and nuance of
these experiences. Differentiating between the five abstractions allows for a more
granular understanding of each aspect and its contribution to the overall quality of
the experience. The taxonomy is versatile and can be adapted to various cases. For
instance, a virtual museum tour might require high immersivity and interactivity
but lower explorability [163] [164]. In contrast, human resource skills training
might require high plausibility and immersivity but relatively lower interactivity
[165] [166]. We can generate better-quality models by differentiating between the
five fundamental abstractions (see Table 2.1).

Believability vs. Interactivity: A VR experience can be visually realistic but lack
overall realism if the user cannot interact with the virtual world meaningfully. For
example, a virtual setting with stunning graphics and textural detail may not remain
believable if the user cannot pick up objects or interact with other characters [167].

Immersivity vs. Plausibility: A fully immersive experience may lack plausibility
if the user encounters inconsistencies within the virtual world. For example, a user
with a high-performance HMD may feel fully immersed in a VE, but if the world’s
physics are unrealistic or the characters behave in ways that are not consistent with
human behavior, it may render the experience inauthentic [86].

Explorability vs. Plausibility: A VR experience can be highly explorable but
lacks plausibility if the user cannot predict the consequences of their actions. For
example, a virtual world may be large and expansive. Still, suppose the user cannot
understand how the world works or predict how their actions will affect the world.
In that case, they may not explore it effectively and find little motivation to discover
hidden elements or influence the narrative [168].

Immersivity vs. Interactivity: Not all VR experiences involve high interactivity or
explorability levels. 360° videos are VR experiences where you remain a passive
observer, which are excellent examples of this distinction. This difference is cru-
cial when evaluating VR experiences and justifies differentiating between purely
immersive (passive or active) and interactive (minimal or high) experiences within
the proposed taxonomy.

The taxonomy emphasizes studying factor interdependencies and their collective
impact on quality perceptions. As applications expand, the ability to deconstruct
experiences and understand key drivers of positive experiences within VR become
valuable. This taxonomy gives a structure for systematically evaluating quality
facets and their relationships.
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Figure 2.4: A taxonomy for QoS and QoE and inter-relational factors of IMEx



Chapter 3

Correlating Perceived-Actions in
VR to Overt-Behavior outside

This chapter presents the results of publication V and its extension VI, which con-
centrate on objectives O2 and O3. We define perceived actions as the user’s inter-
pretation of stimuli and cues within the VE, coupled with the subjective conviction
of their capacity to interact and dynamically shape the contents of the VE [169]
[170]. It encompasses the notion that users have control and agency in shaping
the virtual world through intentional movements and interactions. It is crucial in
enhancing authenticity and presence within the VR context [16].

The basic premise remains that (1) when users feel the capacity to engage with
and affect the virtual world, mirroring their interactions in the real world, (2) it
heightens their sense of agency, and (3) in turn, amplifies both the authenticity,
by closely mimicking real-world experiences, (4) and presence, by fostering an
immersive sense of engagement and interaction within the VE.

Users engaged in a VR experience construct mental models of the mediated envir-
onment in their minds. These models include understanding the possibilities for
action within the virtual space, such as exploring, interacting, and accomplishing
goals [66] [171]. Understanding how users perceive the potential for action in VR
can be challenging. One possible window could be the decoding of their physical
movements outside. If perceived action within VR is intense, then it will likely
reflect in their overt behavior. It can be assumed that if a user’s observed physical
behavior appears purposeful and deliberate, then it’s most probably an intended
response to the stimulus on offer in the VE. However, the perception of action pos-
sibilities and their manifestation in user movements can vary depending on various

37
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factors ranging from the design of the VE to the available interactions and map-
ping capability of the system. A system and its interface may aid or impede users’
natural and intuitive behavior. For instance, locomotion techniques that closely
mimic natural walking or input modalities that allow direct grabbing both provide
the opportunity for an experience that is natural, fluid, and closely aligned with a
user’s intentions [25] [144].

In publication V, we look for correlations between the action possibilities (on offer
in the VE) and the overt behavior of the users – do they align? In VI, we investigate
if the inclusion of action possibilities in the VE correlated to the general sense of
presence for users. We hypothesize that (1) responses to action possibilities will
also be reflected in overt behavior and that (2) positive correlations between the
two will also positively influence the user’s subjective VR experience.

3.1 Related Works

3.1.1 Plausibility in Virtual Environments

Real-time rendering has made the application of VR more attractive. It is increas-
ingly seen as a visualization tool that can create realistic prototypes for learning,
training, collaborative exercise, and testing diverse physical dynamics and per-
formances [172] [173]. The effectiveness of immersive VEs stems from their close
resemblance to our natural navigation, mapping, and manipulation techniques in
the physical world. Our natural and intuitive response to perceived actions carries
over into these virtual spaces, leveraging the opportunities they present [174]. Just
like presence, the concept of plausibility illusion (Psi), the illusion that a virtual
event is genuinely happening, is crucial for virtual reality research. This concept
underscores the logical and consistent behaviors and events occurring within a spe-
cific virtual environment [11]. Psi aligns well with the understanding of quality as
a cognitive assessment. Skarbez et al. conducted a study to test this, allowing par-
ticipants to transition from low-coherence to high-coherence scenarios and modify
their virtual avatars’ attributes and behaviors to mirror their real-world selves. The
result indicated a higher degree of plausibility in the highest-coherence scenario,
where users most identified with the best-behaved avatar [13] [175].

For the user, quality is a judgment that distinguishes between perceived quality
and expected quality. Previous studies [176] [166] have investigated the impact
of plausibility discrepancies on forming a comprehensive sense of presence, em-
phasizing the necessity to devise protocols for evaluating coherence factors and
their consistencies. This study observed specific affordances within an IVE and
assessed their influence on user behavior and perceived experiential quality.



3.1. Related Works 39

3.1.2 Affordances and Perceived Quality in Virtual Environments

We interpret environmental features or items not objectively but in terms of what
they enable us to do [177]. This action-centric perception process leverages the op-
portunities or affordances offered to an entity by its surroundings [143]. Although
the concept has a long-standing presence in academic discourse, it’s beyond the
scope of this work to delve into the details. Nevertheless, it’s crucial to stress that
affordances aren’t purely objective or subjective; they bridge the divide between
the two, possessing physical and mental attributes but not being confined to either
category [34]. Affordances can thus be interpreted in two manners: (a) as charac-
teristics of the environment or (b) as relationships between an entity and its sur-
roundings. Based on Hassenzahl’s [43] hedonic and pragmatic model, we identify
four unique types of affordances that range from immediate functional objectives
to deeper biological or psychological needs [178], which are:

1. Manipulation Affordances: are directly discerned affordances highlighting
the physical/sensory compatibility between the user and the object.

2. Effect Affordance: refers to the operational aspect of an object based on
manipulation, which is directly perceived based on the user’s cause-and-
effect understanding.

3. Use Affordance: is connected with the physical and mental skills of the user
employing the appropriate cognitive or usage plans.

4. Experience Affordances: are linked to the user’s psychological and bio-
logical requirements and are only perceived with accurate knowledge and
usage patterns.

Manipulation affordances represent the baseline, denoted by motor actions inten-
ded to achieve certain goals (i.e., effect and use affordances). At the pinnacle are
be-goals (experience affordances) that inspire actions towards certain ends [178].
Collectively, they illustrate the how, what, and why of potential interactions. For
instance, a VE might allow a user to press a button (motor goal). The environ-
ment’s effect affordance can link the pressing of a button to the activation of a
light source—establishing a cause-effect relationship. This sequence of actions
could serve a purpose, such as lighting up a scene, and the fulfillment or failure of
this purpose results in emotional outcomes, like satisfaction or annoyance [179].
Referencing Hassenzahl again [43], these emotional (hedonic) facets contribute to
the user’s experience affordance, facilitating the accomplishment of be-goals. The
pragmatic aspects of a user’s experience arise from the compatibility between the
user’s abilities and the environment’s potential for manipulation, the effect, and
use affordances.
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In real-world sequences, users expect a light to turn on when they press a button.
When this action results in lighting up a scene, it satisfies the intended use. If
these actions align with the user’s abilities, their successful execution within VEs
can elicit joy, while failure might lead to irritation. The various interactions avail-
able within a VE and their subsequent outcomes provide users with experiences.
Steffen et al. [180]investigated how affordances in VR applications provide them
a competitive edge over physical reality in certain scenarios, like simulation-based
training. Meanwhile, other research has demonstrated how real-world affordances
– such as texture, gradient, handle size, hand size, etc. – can influence user choices
and emotional states within VEs [181]. We focus on the psychological aspects
of affordances within VEs, particularly their impact on perceived quality and the
sense of presence and plausibility.

3.1.3 Evaluating User Behavior in Immersive Environments

For a user, the state of presence, or immersion, is characterized by a shift in atten-
tion away from the physical environment and towards the mediated environment,
resulting in a behavioral response to the physical and symbolic affordances of the
environment [182] [48]. A user can be assumed to be immersed when they react
to the affordances or action possibilities of the mediated environment with specific
behavioral responses.

The ways users utilize the available tools or interfaces, interact with the environ-
ment, and moderate their actions are all essential behavioral aspects that help us en-
hance the overall QoE in immersive applications. We find Kahneman’s [183] dual
system of thought useful here: System 1 (fast, intuitive, emotional) and System 2
(slow, deliberate, logical). Surveys and questionnaires [48] [10] [49] [184] have
often been used as subjective measures to capture self-reported System 2 reflective
processes, which involve skills, mental or emotional states, and other elements that
typically require conscious mental effort. However, these questionnaires only offer
a fleeting look at a person’s actions, thoughts, and emotions. Recently, physiolo-
gical measures [185] have also gained popularity for recording reflexive System
1 processes, capturing covert, subconscious behaviors that are more intuitive and
automatic. Since behavior within IVEs often mirrors that in the real world, there
is a strong case for an observational methodology to study subject behavior. We
assert that observation methodologies can provide an effective means of measuring
the QoE.
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3.2 Motivation
Advances in commercially available VR technology in tracking and mapping have
improved locomotion and navigation techniques within VEs. Such advancements
open up avenues to understand the relationship between perceived action, user
behavior, and the overall user experience. Numerous studies have explored loco-
motion techniques, evaluated user perception, and employed subjective and physiolo-
gical assessments to understand the mind and body interactions in mixed and im-
mersive media from a QoE perspective. However, there remains a crucial gap
in research regarding the comparative analysis of user behavior between virtual
and physical environments. We assume the presence of a dynamic between users’
perception of action and its influence on their overt movements. We attempt to in-
vestigate this empirically, employing behavioral observation methods, video-based
analysis, and surveys.

3.3 Methods
Motivated by the potential of VR in behavioral studies [10], this research investig-
ates two distinct virtual architectural environments: a "passive walkthrough" and
an "interactive walkthrough." Both environments offer similar spatial experiences,
with the latter introducing additional interactivity features. The objective was to
investigate whether adding affordances—and interactivity features within IVEs af-
fected human behavior outside to assess any correlation between executed virtual
actions and observed physical movements. Further, if any behavior changes also
corresponded with the experiential performance of the IVEs.

We used video-based observation and time-use surveys to analyze user behavior in
the two environments. Profile surveys were collected for subjective assessments,
and self-reported pre/post-experience questionnaires were used.

3.3.1 Design

An empirical, comparative study with mixed methodologies assessed two IVE
types. Two visually identical virtual models were used, manipulating only the
affordances of the environment. A repeated measures design was designed with a
single categorical group having two conditions:

a. Passive Walkthrough (PW), an immersive environment with navigation af-
fordances but no interactive features;

b. Interactive Walkthrough (IW), an immersive-interactive environment with
navigation affordances and a few manipulation and effect affordances.
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For the two conditions, user behavioral patterns were analyzed against the subject-
ive experiential scores reported by each participant to verify whether manipulation
and effect affordances in the immersive-interactive (IW) scenario would result in
higher perceived experiential quality and higher behavioral activity compared to
the non-interactive scenario (PW).

Participant behavior was recorded into a single behavioral category of “locomotion”,
and subdivided into two types:

1. Durational Events: Sit, Stride, Sit

2. Non-Durational Events: Point-and-Click, Turn, Bend, Extend, Shrink

3.3.2 Participants

N=34 participants (18 male, 16 female, µ= 26.7 ± 6.7) participated in the study.
They were recruited via mailing lists and an online registration form. People from
diverse backgrounds and mixed demographics signed up for the study. Participants
received gift vouchers for their participation.

All participants were active users of multimedia technologies. Most had prior
experience with head-mounted displays but no previous experience using VR in a
lab setting. Ten participants reported no competence in VR, 15 participants had
basic competence, and 9 said intermediate competence in using VR applications.

68 total experiences (N = 34 × 2 scenarios/subject) were recorded 3.1. Participants
tried both scenarios in a randomized order to cope with carryover effects. Out of
34, two sessions (for subjects S4 and S10) were excluded because of incomplete
video data.

3.3.3 Stimuli

The model for the virtual environment was created with Trimple Sketch-Up Pro
and enhanced with texturing, lighting, and interactivity elements in UnReal Engine
(UE4). The environment represented the interior of a one-bedroom apartment with
specific dimensions of 32 feet on each side. The layout featured an open-plan
design where the kitchen extends into the living room, and there was a balcony
accessible from both the living room and the bedroom. Additionally, there was a
bathroom and storage area within the VE. Fig 3.2 shows an image of the VE.

Both scenarios supported natural walking movements within the VE. They util-
ized a point-and-teleport technique for navigation. IW incorporated manipulation
affordances and effect affordances in addition to navigation affordances. All doors
within the virtual environment are initially open, allowing users to move through-
out the interior space freely.
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Passive Walkthrough (PW)

The model used high-poly geometry and was prepared using datasmith in Unreal
Engine 4, with a focus on simulating real-world materials through physically based
rendering (PBR) texturing and realistic lighting. To enhance immersion, a spatial
soundscape was implemented. The environment was optimized for use with HTC
Vive Pro, and both handheld controllers can be used for point-and-teleport naviga-
tion. Hidden collider components were also applied to surfaces to avoid unrealistic
perforation effects and users teleporting or walking through walls.

Interactive Walkthrough (PW)

This model has all the features from the PW. In addition, the IW scenario also uses
additional manipulation and effect affordances. (Figure 3.3 shows a participant
engaged with the environment. While one handheld controller was used for point-
and-teleport, the second was used for the interactivity features that include:

a. Two light toggles around the average eye level: A familiar design feature,
a button (with a light-bulb icon) provided the required cognitive affordance
and the opportunity for manipulation using the handheld controller. A laser
pointer (similar to real-life pointers) could be directed at the button to toggle
on–or off. The explicit manipulation affordance was immediately satisfied
with the effect affordance, as the user should notice their actions, resulting
in additional scene lighting.

Figure 3.1: A user explores the immersive virtual environment using a tethered VR head-
set inside our lab.
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Figure 3.2: A view of the virtual living room inside the virtual architectural interior model
(Unreal Engine © Epic Games).

b. Six operable doors around the average waist height: Interaction with doors
was communicated via metaphorical affordance, i.e., the imitation of real-
life door handles. However, the familiar and explicit affordance of hold-
and-twist was not present; instead, their manipulation was possible through
a hidden affordance activated when a user clicked the handheld controller
closer to the handle. The effect and pattern affordances were revealed to
the user through successive movements, resulting in learning how to open a
virtual door.

c. Six cabinets and drawers at various heights: Different height levels were
used to assess the naturalness of the user’s behavioral response. The cabinets
used the same manipulation and effect affordances as the doors. All doors
in this scenario were closed by default, so users had to open them using the
handheld controllers to access different spaces.

3.3.4 Premises & Apparatus

The experiment occurred within the department’s dedicated VR laboratory, which
occupies an area of approximately 16 × 19 feet. This laboratory is specifically de-
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Figure 3.3: A participant in the IW condition bends down to explore interactivity options
for a kitchen appliance.

signed to facilitate both subjective and physiological assessments. The VR simula-
tion was executed on a 64-bit Windows 10 Pro desktop PC. The PC was equipped
with an Intel Core i7 7700 processor operating at 3.6 GHz, 32 GB DDR4 SDRAM
with a frequency of 2800 MHz, and a single 3 GB NVIDIA GeForce GTX 1060
graphics card.

To explore the virtual environment, participants utilized the HTC Vive Pro Head-
Mounted Display (HMD), which supports six degrees of freedom (6DOF) and
motion tracking. The HMD offers a total resolution of 1440 × 1600 pixels per eye,
with a refresh rate of 90 Hz. It boasts a field of view (FoV) of 110 degrees and
provides 3D spatial audio capabilities. Participants were designated a fixed play
area measuring 10 × 14 feet in the laboratory for moving around.

To monitor the participants’ activity and identify any undesired artifacts or mal-
functions in the graphics or interactivity, the VR experience was externally dis-
played on a 65-inch Samsung Full-HD TV. This display served as an observation
tool during the experiment.
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3.3.5 Procedure

Experimental sessions were scheduled in advance using Google Forms, each ac-
commodating only one participant at a time. Each time slot allotted 60 minutes,
which included testing both scenarios and completing the corresponding question-
naires. Upon arrival, participants were greeted by the moderator and asked to fill
out a 10-item background information survey. Following that, participants were
introduced to the HTC Vive Pro controllers and instructed on using them through
a brief tutorial within the SteamVR Home space. Subsequently, participants re-
ceived a set of instructions detailing the experimental procedure.

To ensure their informed consent, all participants were required to sign a con-
sent form indicating their willingness to participate. The experiment consisted of
Passive Walkthrough (PW) and Interactive Walkthrough (IW). The order in which
participants engaged in these scenarios was intentionally randomized for each in-
dividual to prevent any potential carryover effects. Participants were allowed to
spend as much time as they desired in each scenario.

After each scenario, participants completed a post-experience survey, assessing
their experiential VE evaluation. Once they had experienced both scenarios and
completed the questionnaires, participants were thanked for their participation and
compensated for their time.

3.3.6 Materials

Subjective Measures

For this experiment, we utilized the ITC-SOPI (see 1.5.4). The experimental
protocol began by collecting background information from participants, includ-
ing demographics, digital proficiency, and their level of competence in using VR.
Afterward, participants completed a post-experience questionnaire following each
scenario. In addition to rating their experiences, participants could provide addi-
tional comments at the end of the rating process. The ITC-SOPI questionnaire, en-
compassing these four aspects, allowed researchers to gather comprehensive data
on participants’ experiences within the virtual environment.

Time Log

The application for each use created a run-time log. A combined run-time of just
over 10 hours was recorded for all participants in both experiences.

Video Data

Participant activity was video recorded while allowing for experimental control.
Over 10 hours of video data was collected. The choice of video-based observation
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allowed subjects to express themselves unobtrusively and facilitate natural beha-
vior. Behaviors of interest were annotated to perform analysis.

Behavioral Observation

The data were post-processed for analysis and observation coding inside open-
source event logging software, BORIS (Behavioral Observation Research Inter-
active Software) [42]. All behaviors were coded based on manual video analysis
by a single person to ensure reliability. Codings were done in an ethogram (details
follow in the next subsection). Observations were coded for each subject in each
scenario. Two main types were determined:

1. State Events: durational events that have beginnings and ends.

• Still: The subject remains stationary in one position in the physical
space. They might sway, bend, or rotate while on the same point
without an intentional step.

• Stride: The subject moves intentionally forward or backward from
their stationary position. This can be one complete stride or more.

• Sit: The subject assumes a sitting position.

2. Point Events: non-durational events that are generally momentary only.

• Click or Point: The subject clicks the controller in space either close
to the body or away from it.

• Turn: The subject rotates 90 to 180 degrees about an axis in a station-
ary position or during movement.

• Bend: The subject bends forward or backward.

• Extend: The subject extends their limbs or part of their body outward
to touch, kick, or peek at objects inside the virtual environment.

• Shrink: The subject draws their limbs or part of their body inwards as
a gesture of cautiousness or alertness inside the virtual environment.

Since active run times for participants varied considerably, a uniform 3-minute
observation time was used. A 3-minute interval/slice was randomly selected from
the functional run-time sequence of each user.

3.4 Results
An experiment was designed with a single definite group at PW and IW levels.
Four dimensions from the ITC-SOPI, namely, SP, EN, NV, and NE, comprise our
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study’s measured quantitative variables. The manually coded participant behavior
types from video analysis made the second set of dependent variables. Thirty-four
participants evaluated two virtual scenarios, out of which two sessions were ex-
cluded due to incomplete data. Sixty-four data entries (2 per subject X 32) were
received and analyzed. Observations were conducted at three-minute intervals per
condition across all subjects to maintain uniformity since the run times varied sig-
nificantly among participants. Below, we discuss the results.

3.4.1 Observed Behavior and Time-Use

To determine how users behaved, we begin with the collective means for run-time
and activities of all participants in Fig 3.6. In PW, the total run-time was 284
minutes and 25 seconds (or 17,065 seconds), while for IW, it was 337 minutes
and 38 seconds (or 20,258 seconds). Although the mean run-time for IW (µ=
596, SD = 241) was higher than that of PW (µ= 502, SD = 232), an ANOVA
analysis revealed no statistically significant differences in run-time between the
two conditions: F(1,62) = 2.64, p = 0.109, η2p = 0.038. Refer to Fig 3.4.

A time-use assessment compared the two dominant events, Still and Stride states,
in both test conditions. Fig 3.5 displays their distribution in each condition. Still-
to-Stride ratio was 75:25 for PW and 79:21 for IW, indicating a marginal differ-
ence. In the Stride state, the mean duration was higher in PW (µ= 44.92, SD =
29.8) than IW (µ= 36.2, SD = 23.03). However, no significant difference was
found between the two conditions: F(1,62)=1.713, p = 0.195, η2p = 0.027. For the
Still state, the mean duration was slightly higher in IW (µ= 139.48, SD = 26.83)
compared to PW (µ= 133.6, SD = 32.8), but again, no significant difference was
observed between the two conditions: F(1,62)=0.621, p = 0.434, η2p = 0.010.

We looked at the frequency of point events (Click, Turn, and Bend). There were no
significant differences between the IW & PW for Turn and Bend events: F(1,62) =
2.209, p = 0.142, η2p = 0.034, and F(1,62) = 2.009, p = 0.161, η2p = 0.031, respect-
ively. However, a significant difference was observed for Click events: F(1,62) =
4.771, p = 0.03, η2p = 0.071. Participants recorded a higher frequency of Click
events in IW (µ= 30.5, SD = 14.3) compared to PW (µ= 23.3, SD = 11.9).

3.4.2 Subjective Experience Reported

The questionnaire data were analyzed by calculating the mean opinion score (MOS),
representing all participants’ average judgment for one scenario. To examine the
potential effects of active run-time (the duration of time spent within the virtual
environment) on the four dimensions of the ITC-SOPI, a multivariate analysis of
covariance (MANCOVA) was conducted, with active run-time as a covariate. Stat-
istical significance was set at p = 0.05.
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Figure 3.4: Run-time activity for participants in conditions IW and PW..

Figure 3.5: Still vs. Stride events in condition PW & IW.
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Figure 3.6: Collective Min & Max for user behavior under PW & IW: (a) Run-Time, (b)
Still state, (c) Stride state, (d) Click event, (e) Turn event, and (f) Bend event

The results indicated a statistically significant difference between the two categor-
ical scenarios (PW and IW) in terms of the combined dependent variables: spa-
tial presence (SP), engagement (EN), naturalness (NV), and negative effects (NE),
even after controlling for active run-time. The MANCOVA yielded the following
results: F(4, 59) = 4.662, p = 0.02, Wilk’s λ = 0.76, η2p = 0.24.
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Table 3.1: Collective Means for ITC-SOPI items under both conditions. Means were
calculated for all given questions under each item for all participants.

Item Condition Mean (µ) Std.Dev
Spatial Presence (SP) PW 3.18 0.61

IW 3.65 0.50
Engagement (EN) PW 3.56 0.57

IW 3.89 0.50
Naturalness (NV) PW 3.66 0.73

IW 3.84 0.64
Negative Effects (NE) PW 2.13 0.91

IW 1.94 0.79

To further explore the differences between the scenarios, separate analyses of vari-
ances (ANOVAs) were conducted for each dependent variable (SP, EN, NV, NE).
The findings revealed significant differences between PW and IW for SP and EN.
However, no statistically significant difference was found for NV or NE.

• Spatial presence (SP: F(1, 62) = 43.50, p = 0.001, η2p = 0.166.

• Engagement (EN): F(1, 62) = 26.00, p = 0.017, η2p = 0.089.

• Naturalness (NV): F(1, 62) = 133.0, p = 0.279, η2p = 0.019.

• Negative Effects (NE): F(1, 62) = 75.40, p = 0.383, η2p = 0.012.

We find the comparison of the means of the three items under both scenarios in
Table 3.1. The mean levels in the table indicate higher values for the IW scenario
in at least two categories of SP and EN.

3.5 Discussion
The above results indicate that user-perceived experiential quality improved from
IW to PW, while user behavior showed no significant difference across the sample.
Notably, the number of Click events increased in IW, indicating greater action
possibilities. The study found that the inclusion of even a few manipulation and
effect affordances significantly enhanced the place illusion inside the IVEs. User-
perceived spatial presence increased from PW to IW, with a p-value of 0.001. Al-
though PW offered multi-directional viewing, it remained passive, while the in-
teractions in IW made the environment feel more active. Subjects did not feel
immersed in a lifeless world but in one that responded to their actions. Some
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participants expressed this in their written feedback. The level of engagement or
involvement also increased significantly in IW (p-value = 0.017), indicating the
significance users attached to the stimuli or activities within the virtual environ-
ment. This emphasizes the importance of affordances in providing opportunities
for action within IVEs. Both scenarios received high mean scores. However, the
inclusion of manipulation and effect affordances did not significantly impact par-
ticipants’ perception of naturalness, life-likeness, or persuasiveness of the virtual
environment (p-value = 0.279). Similarly, there was no notable difference in neg-
ative effects between the scenarios (p-value = 0.383). In this section, we expand
the collective results with a by-subject comparison for further understanding. Ob-
servational assessments were conducted for individual subjects. We considered
select subjects based on the criteria groupings of time spent, subjective feelings
inside, and sickness due to activity transitions.

3.5.1 Perceived Experiential Quality Improves in IW

The study’s most notable finding was improving user-perceived experiential qual-
ity from Passive Walkthrough (PW) to Interactive Walkthrough (IW). This shift in
user perception can be attributed to several factors:

Increased Action Possibilities

One key factor contributing to the enhancement of experiential quality in IW is
the more significant number of Click events observed (20 in PW, 43 in IW). These
Click events represent user interactions with the virtual environment, such as se-
lecting objects or triggering actions. In PW, the limited interactivity resulted in
fewer Click events, while IW offered users more action possibilities. This increase
in interactivity likely fostered a sense of agency and control, making the virtual
environment more dynamic and engaging.

Enhanced Place Illusion

Including manipulation and effect affordances in IW they significantly enhanced
the place illusion, as evidenced by the increased user-perceived spatial presence
(SP) (SP in PW: 3.18, SP in IW: 3.65). Despite offering multi-directional viewing
in PW, the environment remained passive, lacking responsiveness to user actions.
In contrast, IW’s interactive nature immersed users in a world that responded to
their interactions. This shift from a lifeless world to one with perceived respons-
iveness contributed to the heightened spatial presence.

Greater Engagement and Involvement

The significant increase in user engagement and involvement in IW further sup-
ports the importance of affordances in shaping user experiences. Affordances, in
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this context, refer to the opportunities for action within the virtual environment.
The fact that users attached greater significance to the stimuli and activities within
IW highlights the role of interactivity in fostering engagement and immersion.

3.5.2 By-Subject Comparison for Time Spent

To better understand the observed behaviors, we conducted a by-subject compar-
ison based on specific criteria, including time spent, subjective feelings inside the
virtual environment, and any reported sickness due to activity transitions.

Subject S15

This participant exhibited a relatively short duration of engagement in both scen-
arios (see Fig 3.7), indicating that the transition from PW to IW did not signific-
antly impact their time-use behavior. However, despite limited engagement, the
participant reported higher scores in IW compared to PW for SP(PW: 2.72, IW:
3.5), EN(PW: 2.62, IW: 3.31), and naturalness NV(PW: 3.8, IW: 4.2). These in-
creases in SP, EN, and NV suggest a noticeable difference in the still-to-stride
ratio between the two conditions (PW: 52:48, IW: 76:22). In IW, the participant
remained stationary for longer durations to interact with objects, as evidenced by
the nearly doubled number of Click events (PW: 20, IW: 43). See Table 3.2 for
all comparisons. This observation aligns with the overall trend of increased inter-
activity leading to higher experiential quality.

Subject S27

This participant consistently logged a median run-time for both scenarios (see Fig
3.8), indicating that the change in the scenario did not significantly affect their
time-use behavior. The participant reported slight increases in scores for all three
dimensions in IW: SP(PW: 3.1, IW: 3.7), EN(PW: 3.8, IW: 4.15), and NV(PW: 4.0,
IW: 4.4) (Table 3.2). The similarities in behavior across the two scenarios suggest
that this participant may have had a relatively stable perception of experiential
quality, regardless of interactivity levels. However, the participant’s subjective rat-
ings improved in IW, indicating a preference for the more interactive environment.

Table 3.2: Durational and Non-Durational Data for S15, S27 and S05

Subject Condition
Durational (%) Non-Durational (no.)
still stride click turn bend Run Time

S15 PW 52 48 20 26 1 4m 8s
IW 76 22 43 26 3 3m 56s

S27 PW 68 29 11 14 0 9m 13s
IW 74 26 10 18 0 9m 52s

S05 PW 99 0 25 20 2 12m 45s
IW 99 0 51 10 0 16m 31s
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Figure 3.7: Ethogram showing event log for S15 under both conditions PW & IW. The
X-Axis shows time whereas the Y-axis shows durational and non-durational behavior.

Figure 3.8: Ethogram showing event log for S27 under both conditions PW & IW. The
X-Axis shows time whereas the Y-axis shows durational and non-durational behavior.
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Figure 3.9: Ethogram showing event log for S05 under both conditions PW & IW. The
X-axis shows time, whereas the Y-axis shows durational and non-durational behavior.

Subject S05

In contrast to the previous two participants, S05 (see Fig 3.9) consistently main-
tained long engagement durations in both scenarios. However, a closer examin-
ation of their behavior reveals a key distinction. Despite the increase in Click
events from PW to IW, the SP score did not see a significant boost SP(PW: 3.4,
IW: 3.5). This suggests that while interactivity was present and users engaged
more actively with the environment, it did not uniformly translate into higher per-
ceived spatial presence. Interestingly, S05 reported higher levels of engagement
and naturalness in PW compared to IW (Table 3.2). This discrepancy could be
due to the participant’s preference for a more passive experience, even though they
were physically engaged with the virtual environment.

3.5.3 Subjective Feelings and Presence

In this section, we explore the impact of subjective feelings on presence within
the virtual environment. We consider four individual subjects: S14, S23, S24, and
S26, based on their responses to Spatial Presence and Negative Effects questions
in the ITC-SOPI questionnaire.
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Table 3.3: Durational and Non-Durational Data

Subject Condition Durational (%) Non-Durational (no.)
still stride sit click turn bend extend

S14 PW 97 3 0 21 14 0 0
IW 79 21 0 55 23 0 1

S24 PW 51 49 0 17 19 0 0
IW 79 21 0 20 8 0 0

S23 PW 57 43 0 12 19 0 0
IW 70 30 0 18 21 0 0

S26 PW 81 19 0 29 11 1 0
IW 88 12 0 22 24 5 1

S08 PW 51 46 0 24 4 2 0
IW 59 41 0 20 14 5 6

Subject S14 – Highest Presence Score in PW

The experience of S14 is exciting as they achieved the highest mean score for
presence in PW among all participants SP(PW: 4.44, IW: 4.39). During the ob-
servation, the participant mostly remained stationary in PW but displayed lateral
movement and bodily reactions in IW (See Fig 3.10 and Table 3.3). Despite in-
creased activity, the higher SP score in IW could be attributed to a combination
of factors. First, the novelty of interactivity in IW may have positively influenced
their perception of presence. Second, the sense of agency and control afforded by
interactivity may have contributed to the enhanced spatial presence.

Subject S24 – Lowest Presence Score in PW

S24, on the other hand, reported the lowest SP score in PW. Their scores were
SP(PW: 2.33, IW: 3.22). However, their behavior exhibited a relatively even dis-
tribution between still and stride events (See Fig 3.10 and Table 3.3). This suggests
that other factors beyond physical activity influenced their perception of presence.
It’s possible that the content or design of the virtual environment in PW did not
effectively engage this participant, leading to a lower SP score.

Subject S26 – Highest Presence Score in IW

S26 reported the highest SP score within the IW condition. With scores being
SP(PW: 3.44, IW: 4.67). Their behavior leaned toward still events but included
regular interspersed lateral movements and bodily gestures (See Fig 3.11 and Table
3.3). This combination of physical activity and perceived spatial presence in IW
underscores the role of a dynamic and responsive virtual environment in enhancing
presence. It’s evident that the interactive elements in IW significantly contributed
to this participant’s heightened sense of presence.
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Figure 3.10: Ethogram showing event log for S14 and S24 under PW & IW. The X-axis
shows time, whereas the Y-axis shows behavior.

Subject S23 – Lowest Presence Score in IW

S23 underwent PW first, followed by IW, and reported the lowest SP score within
the sample in both conditions SP(PW: 2.89, IW: 2.0). Despite frequent transitions
between still and stride states (See Fig 3.11 and Table 3.3), the interactive features
of IW did not result in significant behavioral adjustments or a positive SP score
for S23. This suggests that for some participants, interactivity alone may not be
sufficient to enhance presence if other factors, such as content quality or personal
preferences, are not adequately addressed.

3.5.4 Activity Transition and Sickness

The final aspect of the discussion pertains to the relationship between activity
transitions and reported sickness within the virtual environment.
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Figure 3.11: Ethogram showing event log for S23 and S26 under PW & IW. The X-axis
shows time, whereas the Y-axis shows behavior.

Subject S08 – Diverse Behavior Patterns

S08 exhibited a diverse range of behaviors across both conditions, maintaining a
relatively balanced still-to-stride state ratio (See Fig 3.12 and Table 3.3). This par-
ticipant’s expressive movements contrasted with the more restrained behavior of
S14. Fig 3.13 and Fig 3.14 compare their actions presented as state and transition
frequencies to illustrate their overt actions. With S08, we can see 31 total trans-
itions between each respective durational state and all five non-durational states.
For example, the subject transitioned at the same frequency (0.058) from a still
position to a stride, then a stride and point, and back to being still again. In con-
trast, S14 made 13 total transitions between the two durational states to only two
non-durational actions.
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Figure 3.12: Ethogram showing event log for S08 under PW & IW. The X-axis shows
time, whereas the Y-axis shows behavior.

Negative Effects (NE) and Activity

Notably, S08 consistently reported higher values for adverse effects in both scen-
arios, NE(PW: 3.6, IW: 3.2). Interestingly, this trend was also observed in S14,
who reported higher NE for PW despite displaying more active behavior in IW.
This suggests that negative feelings within the virtual environment cannot be solely
attributed to increased physical activity. Other factors, such as the design of the
virtual environment or individual differences in susceptibility to VR-induced dis-
comfort, may contribute to the reported adverse effects.

3.6 Summary
This chapter focuses on the results of publications V and VI, which examine the
effects of perceived actions within VEs on the overt behavior of users on the out-
side. Perceived actions refer to the users’ perception of stimuli and cues within the
VE and the subjective belief in their ability to engage and influence the contents of
the VE actively. The chapter emphasizes the importance of understanding users’
perception of action in VEs and proposes the examination of their physical move-
ments outside as a manifestation of that perception. An empirical study examined
the relationship between perceived action, user intentions, and observed physical
movements, revealing insights into the impact on user experience. The study suc-
cessfully applied an observational methodology to understand user-centric factors
within the context of QoE for immersive media.
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Figure 3.13: Event transitions for S8 in PW.

Figure 3.14: Event transitions for S14 in PW.



Chapter 4

Input Modality, Motor-Tasks,
and User Performance in VR

This chapter presents the results of publication VII and its extension VIII, which
concentrate on objectives O3, that is, on assessing the comparability of the VR
interaction quality to the action possibilities on offer inside the VE.

The mass accessibility of VR has made technologies like instinctive interactions
and direct handling of entities familiar at the consumer level. From a behavioral
perspective, VR symbolizes an advanced interface between humans and computers
where users can express themselves directly and freely within computer-created
surroundings [28]. Users shift from passive spectators to active participants. Such
technological advancements are akin to establishing experiential realities [17] [9].
Until recently, handheld controllers and head-mounted displays (HMDs) made
up the predominant user-interaction paradigm for VR. However, with the recent
improvements in consumer-grade VR devices, non-mediated natural interactions
have emerged as a potential solution to augment realistic interactions in VEs [19].
The potential for this can be leveraged in a variety of applications. More notably,
for simulation-based training across diverse fields such as motor learning, gaming,
mining, and surgery [186] [187] [23] [188] [189].

In this regard, hand-tracking (or virtual hands) promises a naturalistic gesture-
based modality closely mimicking real-world actions [190]. Hand-tracking solu-
tions are, therefore, a promising step forward if a surge in public adoption of VR
is intended primarily for entertainment and educational purposes. Devices like the
Oculus Quest HMD, which support both handheld controllers and hand-tracking
modalities, offer an opportunity to examine the implications of these interaction

61
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modes on user experience [191] [192]. But how well advances in modality types
match the complexity and dexterity demands of content remains to be seen.

In this context, our integrated studies sought a careful comparison of two input
modalities within VR. The primary focus was to assess their impact on motor
tasks, such as a reach-pick-place operation. Both publications VII and VIII con-
verge on the critical understanding that while hand-tracking presents an oppor-
tunity for more naturalistic interaction within VR environments, its impact on user
experience, particularly in terms of cognitive workload and overall usability, needs
careful consideration.

In publication VII we apply a performance assessment methodology based on in-
game analytics to evaluate the two modalities – are virtual hands better?. In VIII,
we corroborate this examination against the user-perceived mental workloads re-
ported for each modality. We also evaluate the ease of use and desirability of both
modalities and determine which contributed more to the subjective experience of
presence.

4.1 Related Works

4.1.1 Authentic Interactions in VR

Interactivity within VR environments entails user responses and modifications to
the components of the environment [193]. These changes rely on three essential
elements: input devices that capture user actions (input modality); display devices
that present the effect of these actions back to the user (HMDs); and transfer func-
tions that map device movements into movements of controlled display or interface
elements (mapping method) [193].

There is a continuum for our interactions within VEs, with one end signifying
realistic interactions that faithfully mimic real-world engagements and the other
showcasing nonrealistic or symbolic interactions [193]. The type of interaction
employed depends on the task or challenge at hand [194]. Interaction fidelity is the
extent to which real-world interactions can be replicated within VEs, is essential
in this context [194]. It can also be comprehended as the level of congruence
between the actions performed in a virtual task and those needed for a similar
real-world task [2]. The degree of perceived authenticity (its likeness to the real
world) is influenced by its interaction fidelity [193], which gives credence to the
environment’s subjective sense of reality and overall credibility [195].

The perceived authenticity of a VR world hinges on three factors: (1) the sensory
experiences provided by the environment, (2) the credibility and plausibility of the
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scene or situation, and (3) the intuitiveness and ease of interaction within the VE
[195]. User expectations towards realism may vary depending on the presented
content. For instance, a fictitious VR experience might evoke different expecta-
tions compared to a VR learning environment [196]. The latter requires a high
degree of interaction fidelity due to the need for precision and dexterity, and users
might evaluate elements like the size and proportion of their virtual body about
their real body [196] [182]. While a higher interaction fidelity is expected to en-
hance training efficiency, the required level can vary based on the task [197]. For
instance, a high-fidelity interaction technique was suitable for a Virtual Biopsy
Trainer. At the same time, a low-fidelity system was sufficient for a Laparoscopic
Surgical Trainer [198] [199].

Interaction fidelity becomes a yardstick for how well a specific task feature (in
terms of the action it requires) is aligned to the device and interface available
(appropriateness and mapping) and if both the latter correspond to the skill and
literacy of the user [194]. The perceived quality of the interaction depends on the
congruence between the visually available virtual object, the interaction technique,
and the respective system features that facilitate it. Expectations based on previ-
ous modalities can influence perceptual responses, and any incongruence between
these expectations and the experience can impact perceived quality and trigger a
range of user reactions, from surprise and delight to disapproval and disappoint-
ment [195].

4.1.2 Making Interactions Natural

Interactions within VR can be broken down into selection and manipulation. En-
tities in the VR environment can be selected through controller inputs, gestures,
or gaze, and subsequently manipulated through resizing, reorientation, scaling, ro-
tating, or moving [138]. VR systems deploy either direct or indirect methods of
interaction. Indirect interaction implies interacting with virtual objects via a proxy
like a controller and using symbolic references to establish a connection with the
virtual entities, such as pressing a button to shift a box [138] [193]. Conversely,
direct interaction methods use our bodies to engage with virtual entities directly.
For instance, a virtual object can be grasped with virtual hands when it is within
reach. When the object is too far for direct grasping, ray-casting or gaze-based
approaches can be used.

Modern VR systems increasingly adopt interface paradigms that accommodate
natural user interactions (NUI), supporting direct object manipulation through ges-
tures or body movements without intermediary devices [200]. Theoretically, direct
interactions foster a greater sense of psychological closeness or proximity due to
using action cues, enhancing a user’s perceived authenticity of the VE. That being
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said, direct manipulation methods are not without limitations. They can be imprac-
tical due to constraints on input devices like limited tracking range or limitations
of the users such as physical challenges. Generally, the method that best matches
the interaction modality and meets the task’s requirements tends to yield superior
performance. The effectiveness of interaction improves when the selection and
manipulation methods of a virtual interface align with the system’s speed, range,
and tracking capabilities and are complemented by the user’s understanding, skill,
and learning capacity [201] [202]. Unrealistically complex interactions or mis-
matches in expectations can lead to adaptation problems and negative implications
for human factors [203] [204]. However, whether this improves user experience is
yet to be fully explored. For example, Voigt-Antons et al. [123] found that even
when participants felt they had less control with hand-tracking, they still reported
a positive user experience. Conversely, in the study by Masurovsky et al., [191],
lower performance metrics were counterbalanced by high subjective scores given
by users for controller-free interaction.

4.1.3 Performing Motor-Tasks in VR

Prehension, the capability to reach out and grasp an object, is an essential motor
ability that allows us to handle items in our surroundings. It demands the synchron-
ization of multiple muscles and joints in the hand, arm, and shoulder to arrange the
hand and fingers around an object to secure it firmly [205]. It’s vital for execut-
ing everyday tasks like using utensils, picking up and moving items, or handling
tools and other objects. Over time, numerous categorizations of human grasp types
have been proposed [206] [207] [208] [209]. These taxonomies divide grasp types
into main categories like power, precision, and intermediate types. Specific subcat-
egories are defined based on thumb positions and finger/palm contacts. Essentially,
different prehension types depend on the distinct movement and positioning of the
hand and fingers. In VR, prehension can refer to the user’s ability to select and
manipulate virtual objects using either:

• Handheld controllers that emulate the user’s hand movement and position in
the virtual environment (VE). These controllers may include buttons, trig-
gers, and other inputs that allow the user to carry out a variety of actions,
such as grabbing, releasing, and manipulating virtual objects or

• Hand gestures, also known as hand-tracking, enable the VR system to identify
and interpret the user’s hand movement and position in the physical world
and project them into corresponding hand gestures in the VE. This can be
accomplished using sensors on the user’s hands or using cameras and other
sensors to monitor the movement of the user’s hands and fingers.
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In theory, both these techniques can augment immersion in a VE and improve a
user’s perceived authenticity of the virtual world. However, there are apparent
limitations. For instance, handheld controllers are technically exceptional as they
facilitate real-time tracking of hand location in virtual space, but they still necessit-
ate an intermediary device. Conversely, hand-tracking offers a direct approach but
does not fully enable interaction with virtual objects. Despite being able to grasp
them, squeezing or lifting them is not feasible because virtual objects lack weight,
volume, or texture.

Therefore, it is meaningful to understand prehension in VR, given its applicability
in an array of tasks, activities, and scenarios suitable for simulation-based virtual
training, assembly, prototyping, etc. The majority of research concerning prehen-
sion in VR is focused on areas of motor therapy [210] [211] [212] and rehabilita-
tion [213] [214] [215]. In a study involving 13 participants, Furmanek et al. [216]
contrasted reach-to-grasp movement patterns within VE to those executed in the
physical environment. The comparison was based on established kinematic vari-
ables and conducted in three stages: initiation, shaping, and closure. The study
found that user performances were comparable in both settings, except for dif-
ferences identified in the closure stage, which was extended in VE. In another
experiment, participants carried out a reach-and-grasp task under monocular, mo-
tion parallax, and binocular viewing conditions using a telepresence system [217].
Although the study utilized a prehension-based activity, it focused only on depth
and distance assessments.

4.1.4 Measuring Task Performance, Task loads, and Feelings

User performance and user experience in VR are intricately tied and mutually re-
inforcing. Users who can interact proficiently, execute actions, and accomplish
their objectives will likely have a positive experience. Conversely, more engaged,
engrossed, and content users are likely to perform more effectively. The possibil-
ity of action is generally perceived to affect VR experiences [9] [27]. Naturally, a
genuine VR experience (realism) may captivate users. Still, their interest and mo-
tivation are contingent on the engagement/challenge provided by the content/task
(involvement) and how effortlessly and instinctively the system/interface enables
them to execute it (usability).

We consider users’ performance metrics in this study, derived from game-based
quantitative data (see 1.5.3), which is regarded as a good measure for evaluations
[46]. Buttussi et al. [218] used the IPQ to examine the effects of three locomotion
techniques (joystick, teleportation, and leaning) on participants. The IPQ is a re-
liable measure for determining the perceived interaction fidelity and visual render
quality experienced by users [219] [220]. For cognitive and performance work-
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loads, the NASA-TLX has been extensively used in VR based training material
and learning [221] [45] [222]. Separately, [223] [224] applied the AttrakDiff to as-
sess how the usability and desirability of the interface influenced tool effectiveness
in VR learning applications.

A detailed description of the measures and tools applied in this study is available
in Section 1.5 of this document.

4.2 Motivation
The transition from controller-based to hand-tracking technology in VR raises sev-
eral interesting questions regarding their implications on user performance, per-
ceived workloads, and overall QoE. While hand-tracking technology promises in-
creased naturalness of interactions, it remains unclear if the transition to techno-
logy would be as natural. For instance, given their closer resemblance to real-world
interaction dynamics, would virtual hands facilitate more efficient task execution
than handheld controllers?

Furthermore, the relationship between interaction realism (the degree to which
device interaction simulates real-world interaction) and the experience of natur-
alness is not linear, suggesting that increasing realism does not always translate
to enhanced user experience. This highlights the need for empirical research to
understand the implications of each modality. There is ground for investigating
the comparative performance of handheld controllers and hand-tracking techno-
logy in executing basic reach-and-grasp tasks within a VE and its impact on user
experience.

4.3 Methodology
We looked at the impact of input modality on user experience and performance in
VR simulation-based reach-grab-place tasks. In addition, the study also considered
whether visual factors (e.g., alterations in environmental color) impact users’ per-
ceptions while performing the task, as previously noted (Felton, 2021) (Billger et
al., 2004). We assessed the collected results about users’ subjective experience
(e.g., sense of presence, perceived cognitive workload, and ease of use) and their
game-based performance metrics.

4.3.1 Design

We used a repeated-measures 2 X 2 design to contrast two input modalities among
participants executing a reach-grab-place task inside a VE displayed at two levels
of representational realism. The input modality type (M) and representation level
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(R) form our two independent variables (IV). Each had two levels: M, hand-
tracking (M1) and handheld controller (M2); and R, saturated (R1) and grayscaled
(R2) variants. We arrive at four variations, as seen in Fig 4.1:

• M1R1 - hand-tracking in a color VE

• M1R2 - hand-tracking in a grayscaled VE

• M2R1 - handheld-controller in a saturated VE

• M2R2 - handheld-controller in a grayscaled VE

Figure 4.1: Four variations based on Modality Types (M1, M2) and Representation Levels
(R1, R2).



68 Input Modality, Motor-Tasks, and User Performance in VR

Dependent variables (DV) included user performance metrics and scores for user-
perceived overall presence, mental workload, and usability derived from self-reported
questionnaires.

4.3.2 Participants

Our sample comprised a diverse demographic of N=33 participants (15 males,
18 females, average age=24.7 ±2.3). Participants were sourced from an online
volunteer portal hosted by the university, which was accessible to the public at
large. The study attracted individuals from various backgrounds who were given
gift cards as a token of appreciation for their participation. The study occurred
at the university’s VR/XR labs, as shown in Fig 4.2. At the beginning of the
test, participants provided their demographic information and their familiarity or
inclination toward immersive technology through a pre-study survey administered
via Google Forms. Regarding VR experience, the majority of participants (n = 22)
reported having "no" experience; a few (n = 6) disclosed "some" prior experience;
others (n = 4) had "intermediate/moderate" experience, and only one participant (n
= 1) claimed to have "good" VR experience. Similarly, only one participant had

Figure 4.2: A participant using hand-controller modality interacts with the environment
displayed inside the HMD.
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participated in a VR lab study before. All participants (n = 32) reported having at
least "some" experience with video game controllers, and a single participant (n
= 1) had previously used hand-tracking. All participants had either normal visual
acuity or vision corrected to normal.

4.3.3 Stimuli

The Virtual Environment (VE) included a virtual room with a table before a win-
dow. Participants were asked to execute a simple reach-grab-place task at this
virtual table. The VE was designed with a 1:1 ratio to match the exact dimensions
of the physical laboratory in which the experiment was conducted, measuring 5.4
m by 4.4 m.

Figure 4.3: Top Left: mobile phone grabbed with virtual hands in M1R1. Top Right: user
picks a business card with virtual hands in M1R1. Bottom Left: user places the coffee
mug with virtual hands in M1R2. Bottom Right: A pen is placed using virtual hands in
M1R2.
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Figure 4.4: Top Left: coffee mug placed on the coaster using controllers in M2R1. Top
Right: pen placed in the holder using controllers in M2R1. Bottom Left: the paper clip is
picked using controllers in M2R2. Bottom Right: paper weight placed on paper in M2R2.

This model was created using Sketchup Pro (Version 20.2.172). The door and win-
dows in the VE were designed to mirror those in the physical lab and the furniture
placement and orientation aligned with the physical room. The virtual table was
superimposed on the physical table, and their heights were aligned to give parti-
cipants a tangible surface beneath their arms. At the same time, they were engaged
at the virtual table. The textures, lighting, interactive features, and game-based
elements were implemented using Unreal Engine (Version 4.26).

4.3.4 Task

The task in VR entailed participants reordering a variety of 15 items on a virtual
table. Each variant would start with all 15 items on the virtual table’s left side. Par-
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ticipants were then asked to pick up and relocate each of the 15 items individually
to their assigned positions on the right side. The participants needed to place the
objects accurately at their intended locations. Participants were allowed to adjust
the items’ orientation for convenience and comfort. Screenshots of both modalities
at work can be seen in Fig 4.3 and Fig 4.4. The task involved grabbing and moving
the following objects:

• 5 pens into a pen holder

• 5 paperclips into a clip saucer

• 2 business cards into a cardholder

• 1 mobile phone into a phone holder

• 1 paperweight onto a stack of paper

• 1 coffee mug onto a coaster

The six objects in the task each require a specific grip type (see Fig 4.5), outlined
below [4] [209]:

a. Terminal opposition (Fig 4.5A) is a precision grip that enables the handling
of thin or tiny objects like a needle or paperclip. The thumb and the tip of
the index (or middle) finger meet when grasping delicate objects.

b. Tetradigital grip (Fig 4.5B) is used to hold larger objects firmly. This grip,
involving pulp contact, can hold items such as a pencil, brush, or pen. The
thumb’s pulp firmly presses the object against the pulps of the index, middle,
and ring fingers.

c. Subterminal opposition (Fig 4.5C) is a grip where the sides of the fingers
and thumb make contact with the object instead of the fingertips or palms.
It is commonly used for holding thin, elongated objects like paper.

d. Tridigital grip (Fig 4.5D) involves the thumb, index, and middle finger and
is often used to bring food to the mouth. Subterminal tridigital prehension
is used for small round or irregular objects.

e. Panoramic pentadigital grip (Fig 4.5E) is used to hold large, flat objects with
the fingers widely spread out and the thumb positioned in maximal counter
opposition. This grip securely holds such objects.

f. Three-finger pinch-dorsal contact grip (Fig 4.5F) is used to hold objects like
cups. It involves placing the pad of the index finger at the middle phalanx
level and the middle finger’s radial side on the cup for balance and support.
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Figure 4.5: Six objects used in the reach-grab-place task. Each object required a specific
static grip to be handled. (prehension illustrations by I.A. Kapandji [4])

A virtual timer tracked the time for each task. The timer could be halted if the user
became bored, frustrated, or annoyed with the input modality or the task. In these
instances, the result would be recorded as "incomplete."

4.3.5 Premises & Apparatus

The VR game was specifically designed for compatibility with the Oculus Quest
VR headset (Oculus VR, Inc., 2020). This standalone device can wirelessly op-
erate games and software on an Android-based OS. The headset offers a stereo
viewing experience with an OLED display for each eye, each with a resolution of
1440 x 1600 and a refresh rate of 72 Hz. The headset also includes internal cam-
eras that provide inside-out positional tracking, enabling six degrees of freedom
(6DOF). The Oculus Quest operates with the Oculus Touch (hand controller) and
supports controller-free gestures. The usage of both modalities is illustrated in Fig
4.6.
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Figure 4.6: Two input modalities available on the Oculus Quest (Oculus Quest © Oculus
VR, Inc.)

The Oculus hand-tracking system interprets distinct hand postures and tracks spe-
cific points on the hands, such as knuckles or fingertips, in real time. There is no
officially published accuracy rate for the Oculus Quest. An analysis [225] found
that the hand-tracking system had an average fingertip positional error of 1.1 cm,
a finger joint angle error of 9.6 degrees, and a temporal delay of 38.0 ms.

Regarding the handheld controller, participants could press the left or right grip
button to lift any of the six objects. An object could be picked up by bringing
the controller close. As for hand-tracking, the device recognizes basic gestures,
including [226]:

• Pointing - users extend their index finger forward, which the system inter-
prets as a selection gesture.

• Pinching - when users touch their thumb and index finger together, the sys-
tem recognizes this as a gesture to grab items.

4.3.6 Procedure

Upon arrival, participants received an introduction kit, including a consent form.
Seated at a table, the moderator briefed them on their task. The physical table
was mapped 1:1 to the virtual table in the game. To familiarize themselves with
the task, participants initially performed a physical version. This way, when per-
forming the task within the virtual game, they could concentrate on the method
of execution rather than the organizational aspect of the task. Each participant
experienced all four game variants randomly to avoid sequence effects.

They were also instructed on how to use the two interaction techniques. Once they
expressed confidence with the provided information, the experiment began. An
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Figure 4.7: RSME scale applied inside the VR environment.

average experiment session lasted 60 minutes, divided into four game trials. Each
game variation followed a 5-7 minute break to allow participants to adjust from the
virtual environment and prevent eye strain. Upon donning the HMD, the sequence
for each game was as follows:

1. The task began by pressing the "start" button on a virtual timer.

2. They then proceeded to carry out the task of placing the 15 virtual objects in
their designated positions.

3. After completing the task, they pressed the "stop" button on the timer.

4. Upon stopping the timer, a VR-based RSME scale appeared, where parti-
cipants rated their perceived mental effort for the completed task (see Fig.3).

5. The Participant would take off the HMD, rest a few minutes, and then fill
out the post-game questionnaires.
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4.3.7 Materials

Performance Metrics

These are indicators identified in user behavior patterns and trends during task
performance. User performance was assessed based on a game log created at the
end of each task, which included:

1. Active-Time (AT): duration a user took to finish the task.

2. Object-Pick (OP): count objects picked up during the task.

3. Right-Click Frequency (RC): a tally of right-clicks made to grab the objects.

4. Left-Click Frequency (LC): a tally of left-clicks made to grab the objects.

*RC and LC are combined and denoted under Click Frequency (CF)

Igroup Presence Questionnaire (IPQ)

The 14 items of the IPQ were rated on a seven-point Likert scale. The three sub-
scales measured:

1. Spatial Presence (SP): sensation of physically existing in the VE

2. Involvement (INV): to gauge the attention given to the VE

3. Realness (REAL): the sense of reality attributed to the VE

Cognitive Load (NASA-TLX)

The index measured performance across six dimensions to establish an overall
workload score:

1. Mental Demand (MD): cognitive, decision-making, or calculation needs

2. Physical Demand (PD): quantity and intensity of physical activity

3. Temporal Demand (TD): time pressure associated with task completion.

4. Effort (ED): difficulty of maintaining performance

5. Performance (RD): success level in task completion

6. Frustration Level (FD): feelings of security/insecurity or discouragement/contentment
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UX Evaluation (AttrakDiff)

The AttrakDiff assesses UX-related quality perceptions under:

1. Pragmatic Quality (PQ): This describes a product’s usability and the success
users have in achieving their goals with it.

2. Hedonic Quality (HQ): This measures emotional responses of how stimulat-
ing/inspiring a product is and if users identify with it.

3. Attractiveness: This describes the overall value of the product based on qual-
ity perception, whether positive or negative.

4.4 Results
Our research incorporated a single virtual task (reach-pick-place) executed under
four unique conditions. Each condition was a separate virtual game. We recorded
performance metrics and subjective scores in the measures described earlier for
every game. To investigate the impact of Modality (M) and Representation (R)
on user performance, we conducted a two-way multivariate analysis of variance
(MANOVA). The levels of the two categorical conditions, M (M1 & M2) and R
(R1 & R2) were scrutinized to identify any significant distinction between the two
unequivocal conditions when evaluated collectively on the the various dependent
variables (DV) that included quantitative game metrics (x 3 DVs) and the different
subscales for IPQ (x 4 DVs), NASA-TLX (x 6 DVs), and AttrakDiff (x 3 DVs).

Table 4.1: The mean and standard deviation for the three dependent variables, split by the
independent variables for all N=32 participants. Both original and log-adjusted values are
shown.

Item Condition Mean(µ) Std.Dev (SD.) N
org log org log

AT (sec) M1R1 314s 2.45 169.43 0.21 32
M2R1 152s 2.14 67.52 0.19 32
M1R2 272s 2.40 116.58 0.19 32
M2R2 154s 2.12 104.12 0.24 32

OP (no.) M1R1 32 1.44 17.04 0.25 32
M2R1 21 1.26 9.20 0.31 32
M1R2 29 1.43 11.82 0.17 32
M2R2 18 1.20 8.30 0.28 32

CF (no.) M1R1 399 2.54 243.65 0.23 32
M2R1 58 1.70 37.15 0.23 32
M1R2 371 2.52 192.1 0.20 32
M2R2 66 1.70 65.10 0.29 32
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4.4.1 Performance Analysis

A two-way MANOVA examined the effects of M and R on user performance meas-
ures: AT, OP, and CF. The dataset for AT and OP had a positively skewed distri-
bution, so logarithmic transformation was applied uniformly. Results of Box’s M
Test (Equality of Covariance Matrices) showed no violation of the assumption (p
= 0.26). Significance values for Levene’s Test (Equality of Error Variances) (PAT

= 0.73, OPOP = 0.85, and PCF = 0.37) exceeded 0.05.

MANOVA revealed a significant main effect of modality type, F(3, 122) = 195.8,
p = < 0.001, Wilk’s λ = 0.172, η2p = 0.83. There was no significant main effect
of representation level, F(3, 122) = 0.85, p = 0.47, Wilk’s λ = 0.98, η2p = 0.02.
Nor was there a significant interaction effect between modality and representation,
F(3, 122) = 0.20, p = 0.90, Wilk’s λ = 0.99, η2p = 0.005. Follow-up univariate
analyses indicated that modality type produced significant differences across all
three performance scores,

• AT: F(1, 124) = 62.74, p = < 0.001, η2p = 0.34

• OP: F(1, 124) = 20.1, p = < 0.001, η2p = 0.14

• CF: F(1, 124) = 374.8, p = < 0.001, η2p = 0.75

Figure 4.8: Min & Max plot for AT under the four conditions. The Y-axis shows the
duration in minutes.
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Figure 4.9: Min & Max plot for OP under the four conditions. The Y-axis shows a number
of objects picked.

Figure 4.10: Min & Max plot for RC under the four conditions. The Y-axis shows a
number of right clicks.
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Figure 4.11: Min & Max plot for LC under the four conditions. The Y-axis shows a
number of left clicks.

Descriptive statistics for the dependent variables, presented in Table 4.1, shows the
number of observations(N), the mean(µ), and the standard deviation(SD.) in each
group. The table shows both the log-transformed and the original data. As shown
(Fig 4.8), users using hand-tracking took longer to complete the task (µ= 314s, SD.
= 169.42; µ= 272s, SD. = 116.58) compared to those using handheld-controllers
(µ= 152s, SD. = 67.52; µ= 154s, SD. = 104.12 ). There was no significant separa-
tion for the mean scores based on levels of representation. The mean score for the
number of objects grabbed OP (Fig 4.9), was more in hand-tracking (µ= 32, SD. =
17.04; µ= 29, SD. = 11.82) compared to handheld-controller (µ= 21, SD. = 9.20;
µ= 18, SD. = 8.3). Similarly, the number of attempted grabs, CF, was exponentially
higher for hand-tracking (µ= 399, SD. = 243.65; µ= 371, SD. = 92.1). It indicated
that subjects found it harder to grab objects using hand-tracking. This difficulty,
therefore, can be one reasonable explanation for the longer completion times. The
difference is pronounced for both Right Clicks (RC) and Left Clicks (LC). Mean
scores for RC (Fig 4.10) are exponentially higher in hand-tracking (µ= 244, SD.
= 146; µ= 221, SD. = 109) compared to handheld-controller (µ= 40, SD. = 22; µ=
46, SD. = 44). A similar trend is witnessed in the mean scores for LC (Fig 4.11),
which remains high in hand-tracking (µ= 147, SD. = 121; µ= 143, SD. = 112) and
lower in handheld-controllers (µ= 17, SD. = 21; µ= 18, SD. = 26).
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4.4.2 Presence

A two-way MANOVA with a covariate was performed to account for AT, consider-
ing the potential influence that the duration spent within the VE could have on the
four IPQ items. The maximum Mahalanobis distance value used for assumption
testing was 15.55, falling below the critical value of 18.47 (df=4) needed for mul-
tivariate normality (refer to Table 2). The results from Box’s M Test of Equality of
Covariance Matrices demonstrated no violation of the assumption (p = 0.59). All
significance values (PGP = 0.64, PSP = 0.59, PINV = 0.47, and PREAL = 0.55)
in Levene’s Test of Equality of Error Variances exceeded 0.05. The MANOVA
results did not yield any statistically significant effects. There was no difference in
the means of the four dependent variables of IPQ (GP, SP, INV, and REAL).

Firstly, there was a non-significant effect of modality type on IPQ scores, M: F(4,
120) = 0.734, p = 0.57, Wilk’s λ = 0.98, η2p = 0.024. Secondly, there was a non-
significant effect of representation level on IPQ scores, R: F(4, 120) = 0.670, p =
0.61, Wilk’s λ = 0.98, η2p = 0.022. Finally, there was a non-significant interaction
effect between modality and representation on IPQ scores, M x R: F(4, 120) =
0.158, p = 0.96, Wilk’s λ = 0.995, η2p = 0.005.

From our analysis, we fail to reject the null hypothesis, concluding that neither in-
put modality nor visual representation had a significant impact on the user-reported
IPQ scores when considered together. Table 4.3 shows Means (µ) and SDs of the
IPQ sub-scales. All three subscales and the general presence category show little

Table 4.2: The critical chi-square values for evaluating Mahalanobis Distance at a critical
alpha of 0.001 are shown below [5]. Values are shown from 2 to 10 degrees of freedom.

df critical value df critical value df critical value
2 13.82 5 20.52 8 26.13
3 16.27 6 22.46 9 27.88
4 18.47 7 24.32 10 29.59

Table 4.3: The mean(µ) and standard deviation (SD.) for the four different dependent vari-
ables of IPQ, which have been split by the independent variables for all N=32 participants.

M1R1 M1R2 M2R1 M2R2
IPQ µ SD. µ SD. µ SD. µ SD.
GP 4.63 1.62 4.31 1.67 4.93 1.54 4.77 1.62
SP 4.21 0.71 4.18 0.77 4.27 0.78 4.20 0.89
INV 4.50 1.37 4.37 1.21 4.81 1.20 4.52 1.23
REAL 3.61 0.65 3.42 0.70 3.49 0.79 3.35 0.63
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movement as functions of M-type and R-Level.

4.4.3 Mental Workload

Two separate measures, RSME and NASA-TLX, were used to evaluate MWL for
users. The unidimensional RSME measure was completed by participants within
the VR environment immediately after they completed their virtual task. The
NASA-TLX was administered after the participants had taken off their headsets.

NASA-TLX

A two-way MANOVA analyzed the impacts of modality and representation on
users’ NASA-TLX scores. To ensure the assumptions for MANOVA were met, we
performed a logarithmic transformation so all data exhibited a normal distribution.
The Box’s M Test of Equality of Covariance Matrices result was p = 0.50, and the
Levene’s Test of Equality of Error Variances presented values as PMD = 0.31, PPD

= 0.48, PTD = 0.53, PRD = 0.16), PED = 0.42), and PFD = 0.05.

All four conditions were assessed across the six sub-scales. No significant effects
were detected for representation levels (p = = 0.99) and interaction (p = 0.66). The
MANOVA showed a significant effect of modality type on the NASA-TLX indices,
M: F(6, 119) = 8.374, p = < 0.001, Wilk’s λ = 0.703, η2p = 0.30. Univariate
ANOVAs look at impacts of modality type on each dimension:

• MD: F(1, 124) = 30.50, p = < 0.001, η2p = 0.20

• PD: F(1, 124) = 36.41, p = < 0.001, η2p = 0.23

• TD: F(1, 124) = 23.20, p = < 0.001, η2p = 0.16

• RD: F(1, 124) = 00.60, p = 0.44, η2p = 0.005

• ED: F(1, 124) = 18.80, p = < 0.001, η2p = 0.132 •

Table 4.4 displays both the log-adjusted and original means(µ) and standard devi-
ations(SD) in each group. Significant differences were observed across all indices
except RD (p = 0.44). These results suggest that the overall perceived workload
was higher for handtracking (M1) than hand-controllers (M2). Yet, there was a
marginal difference between saturated (R1) and grayscaled (R2) representations.
Subjects required less cognitive workload when using the handheld controller to
complete the task. The handheld controllers were the least demanding as shown
by the means for M2R2 across all indices: MD(µ= 2.38, SD = 1.24), PD(µ= 2.53,
SD = 1.08), TD(µ= 2.78, SD = 1.48), RD(µ= 2.84, SD = 1.65), ED(µ= 2.47, SD =
1.63), and FD(µ= 3.06, SD = 1.30).
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Table 4.4: The mean and standard deviation for the six different dependent variables of
NASA-TLX, which have been split by the independent variables for all N=32 participants.

Item Condition Mean(µ) Std. Dev (SD.) N
org log org log

MD M1R1 4.06 1.82 1.86 0.87 32
M2R1 2.53 1.05 1.65 0.92 32
M1R2 4.06 1.89 1.52 0.70 32
M2R2 2.38 1.06 1.24 0.75 32

PD M1R1 4.06 1.88 1.66 0.69 32
M2R1 2.59 1.17 1.39 0.79 32
M1R2 4.19 1.95 1.49 0.60 32
M2R2 2.53 1.20 1.08 0.66 32

TD M1R1 4.25 1.92 1.90 0.73 32
M2R1 2.81 1.257 1.73 0.85 32
M1R2 4.13 1.91 1.56 0.70 32
M2R2 2.78 1.27 1.48 0.80 32

RD M1R1 3.03 1.39 1.51 0.84 32
M2R1 3.16 1.45 1.51 0.84 32
M1R2 3.22 1.55 1.31 0.70 32
M2R2 2.84 1.26 1.65 0.89 32

ED M1R1 3.60 1.62 1.90 0.85 32
M2R1 2.75 1.21 1.72 0.85 32
M1R2 3.97 1.86 1.62 0.62 32
M2R2 2.47 1.04 1.63 0.88 32

FD M1R1 4.84 2.15 1.72 0.68 32
M2R1 3.34 1.53 1.62 0.85 32
M1R2 4.81 2.18 1.47 0.55 32
M2R2 3.06 1.47 1.30 0.69 32

Table 4.5: Pearson correlation coefficient (PCC) and regression coefficient (RC) between
RSME and the combined NASA-TLX score.

NASA-TLX RSME PCC RC p value
M1
NASA-TLX RSME 0.815 0.664 0.000
M2
NASA-TLX RSME 0.744 0.554 0.000



4.4. Results 83

RSME

Results from RSME are consistent with those from NASA-TLX. Participants re-
ported a much higher mental workload while using hand-tracking than controllers,
regardless of the representation level of the game. The RSME scores decrease sig-
nificantly between the two modality types. For M1 under R1 & R2, they were µ=
73.33 to µ= 72.42 respectively. And for M1 under R1 & R2, they were µ= 47.0 to
µ= 44.24 respectively.

A two-way ANOVA showed a significant impact for only input modality on RSME
scores: M: F(1, 66) = 40.25, p < 0.0001, η2p = 0.239. Results for representation
level and interaction effects were not significant.

A good correlation was observed between RSME and the combined NASA-TLX
score under both modality types. According to the Pearson correlation test and
regression coefficient: M1, (r = 0.815) (r2 = 0.664); M2, (r = 0.744) (r2 = 0.554),
in Table 4.5.

4.4.4 Usability

The findings from the AttrakDiff were broken down into three facets: pragmatic
quality (PQ), hedonic quality (HQ), and attractiveness (ATT). Before conducting
a two-way MANOVA, the Mahalanobis distance was examined for assumption
testing, with the highest value being 14.95, falling under the critical threshold of
16.27 (df = 3) needed for multivariate normality (see Table 2). The Box’s M Test
of Equality of Covariance Matrices showed no violation of assumption (p = 0.57).
The Levene’s Test of Equality of Error Variances demonstrated significance values
greater than 0.05 in all cases (PPQ = 0.16, PHQ = 0.41, and PATT = 0.15).

No significant primary effects were found for R-Level: F(3, 122) = 1.953, p =
0.125, Wilk’s λ = 0.95, η2p = 0.05. Additionally, no interaction effects were de-
tected for (M x R): F(3, 122) = 0.335, p = 0.80, Wilk’s λ = 0.99, η2p = 0.08.
However, the two-way MANOVA did disclose statistically significant differences
for the means of PQ, HQ, and ATT based on M-type: F(3, 122) = 7.953, p = <
0.001, Wilk’s λ = 0.84, η2p = 0.16.

Follow-up univariate ANOVAs probed individual differences for M and R on the
three dependent variables. Modality type significantly affected usability (PQ: p =
< 0.001) and desirability (ATT: p = 0.033) of the VR application, whereas rep-
resentation levels impacted intrigue (HQ: p = 0.025) and desirability (ATT: p =
0.038).

Using the online AttrakDiff tool for further examination, we produced "Result
Diagrams": portfolio-presentation, average value diagram, and word-pair descrip-
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Figure 4.12: An overlapped Portfolio-Presentation for the four experimental conditions.
Color legend: M1R1 (blue), M1R2 (red), M2R2 (green), M2R1 (yellow).

tion. Fig 4.12 shows the portfolio-presentation results for the four conditions.
M1R1 leans towards "self-oriented" in the "neutral" zone; M1R2 is within "neut-
ral"; M2R2 is "task-oriented"; and M2R1 leans towards "task-oriented" in the "de-
sired" zone. All confidence intervals are comparable in size, indicating participant
agreement about the hedonic and pragmatic qualities of the conditions. However,
M2R1 has the smallest confidence rectangle, implying higher reliability.

Comparing the portfolio-presentation with the average value diagram (Fig 4.13),
M2R1 generally performs better (PQ = 1.40, HQ = 1.24, ATT = 1.85), but M2R2
scores higher in PQ. M1R2 underperforms (PQ = 0.43, HQ = 0.53, ATT = 0.90).
The scores for M2R2 range from a high for PQ to a low for HQ (PQ = 1.44,
HQ = 0.86, ATT = 1.28). In all four conditions, perceived usability outperforms
emotional response.
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Figure 4.13: Diagram of Average Values for the four experimental conditions. Color
legend: M1R1 (blue), M1R2 (red), M2R2 (green), M2R1 (yellow)

Figure 4.14: Description of Word-Pairs for the four experimental conditions.

Lastly, Fig 4.14 presents the results of the word-pair descriptions, with M2R1
scoring higher in almost all pairs, signifying superior user experience. All condi-
tions fall within the positive user experience range, implying that hand-controllers
offer higher perceived usability and visual realism induces a positive emotional
response, most evident in M2R1, which also scored highest in quality perception.
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4.5 Discussion
We comprehensively compared two input modalities—hand-tracking versus handheld-
controller while conducting a reach-grab-place task in an immersive VR setting.
This comparison was implemented across two levels of visual representation. We
evaluated objective user performance metrics and subjective user experiences, con-
sidering perceived presence, cognitive workload, and user-friendliness. Hand-
tracking, given its organic interaction, was hypothesized to score higher in intu-
itiveness and naturalness.

4.5.1 On performance

Our study revealed that the handheld-controller input method was more efficient
for executing the reach-grab-place task, resulting in shorter completion times and
superior object manipulation compared to hand-tracking. This was mirrored in
the mental workload measurements, where participants reported lower burdens
when using handheld-controllers, suggesting that this method may be less mentally
taxing. Likewise, participants rated the handheld-controller modality higher for
task-focused utility and overall attractiveness. However, no significant differences
were identified regarding immersion, engagement, and realism between the two
input methods within VR. This implies that while the handheld-controller may be
more practical and favored for task performance, it doesn’t necessarily enhance the
user’s subjective VR experience. Interestingly, the level of visual representation
(from saturated to grayscale) didn’t influence the user’s VR experience either.

It’s widely assumed that virtual experiences involving physical actions can boost
spatial presence and cognitive immersion – mainly using virtual hands. Our results
echo previous research that found hand-tracking modules to be perceived as more
challenging for task execution. This may stem from a discrepancy between user
expectations and the actual functionality of hand-tracking.

When evaluating hand-tracking versus handheld-controller input methods, it’s cru-
cial to consider the precision and reliability of tracking. Hand-tracking systems
may struggle to capture user hand movements accurately, especially during quick
or complex gestures. The Oculus Quest device we utilized does not specify an offi-
cial hand-tracking accuracy rate, but previous studies deem it appropriate for vari-
ous applications. Another common challenge with VR headsets offering inside-out
tracking, like the Oculus Quest, is difficulty detecting hands due to self-occlusion.
Some of our subjects encountered this issue, negatively impacting their task per-
formance. Conversely, handheld-controllers provided a more accurate and depend-
able input method, as they do not depend on the headset’s tracking capabilities.
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4.5.2 Expectations

The kind of activities the user will engage in is a significant factor. In this exper-
iment, we used a reach-grab-place task, where participants needed to apply dif-
ferent grips to handle particular items. We initially postulated that hand-tracking
might be an ideal fit for the reach-grab-place task due to its incorporation of fine
motor skills and precise hand movements, allowing users to use their own hands
instead of a physical controller.

Revisiting the grips depicted in Figure 3 is crucial in this discussion. These il-
lustrations present six unique ways to hold six different objects, contrasting with
the singular "pinch" gesture presently supported by the VR system. Lifting paper
clips using a terminal opposition grip aligned best with the VR headset’s "pinch"
gesture. The subterminal opposition grip for grabbing business cards was a close
second. However, the participants had to resort to the same pinch gesture for
picking up and moving the virtual mobile phone, which differs substantially from
real-world practices. People usually apply a panoramic penta-digital grip for such
shaped objects.

This issue is due to isomorphic mapping’s limitations, which align elements in one
system, such as physical actions, to corresponding elements in another, like virtual
actions [200]. While isomorphic mapping can heighten immersion or presence in
a virtual environment (VE), mismatches can lead to adverse effects [147], as we
discovered. Technological constraints in accurately mapping real hand movements
can result in lower scores. Grabbing a mug would elicit an immediate, automatic
response in real-world situations. In contrast, the grip mismatch in VR made the
same task require more cognitive effort. An action that should have been second
nature suddenly needed conscious thought [35]. It’s easy to see how such inter-
actions might be seen as counter-intuitive, and these operational disparities could
adversely impact the user’s perceived authenticity or intuitiveness of the environ-
ment [195].

4.5.3 Usability

Considering user comfort and ease of use, our research revealed a notable dispar-
ity in usability between handheld-controllers and hand-tracking, with the former
being more user-friendly. The controller-free interface consistently placed in the
"neutral" category, which, while not discouraging, did not match our initial ex-
pectations of a higher user experience rating [191]. Of all the combinations, the
controller in a realistic scenario (M2R1) consistently scored highest across Attrak-
Diff dimensions, emphasizing that user experience requires a delicate equilibrium
of goal attainment, desire maintenance, and instinctual behavior.
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The preference for the controller modality was significantly evident in NASA-
TLX’s mental workload indices, where participants reported an increased effort
in cognitive information processing and individual responses when using virtual
hands. Mental, physical, and temporal demands were nearly halved when parti-
cipants transitioned from virtual hands to controller-based interactions. Contrary
to our initial hypothesis, these findings suggest that controller-based interactions
were more intuitive, and hand-tracking was perceived as noticeably frustrating
and demanding. This could also be due to acquired digital literacy (Riecke et al.,
2018), as all participants (N = 32) reported previous controller experience. Despite
its closer-to-natural operation, hand-tracking needed an adjustment period before
participants could achieve the necessary proficiency for the VR task. Therefore,
a component of learnability could have influenced perception (Drew et al., 2018).
On the other hand, handheld controllers presented a more familiar, steady, and
ergonomic method of object interaction, and due to participants using controllers
not expecting to interact with virtual objects using natural prehension, this is likely
why the effects of expectation mismatch were absent. These findings suggest un-
predictable input modality behavior can negatively affect user performance and
overall experience.

4.5.4 Haptic Feedback

In our study comparing the two input modalities in VR, we observed notable dif-
ferences in user performance and usability. While we did not explicitly include
haptic feedback in our experimental setup, it is crucial to acknowledge its poten-
tial influence on the results.

Haptic feedback, which provides users with tactile sensations when interacting
with virtual objects, can significantly impact user performance in VR. The ab-
sence of haptic feedback in the hand-tracking condition might also explain our
study’s longer completion times and less efficient object manipulation. Users may
rely on haptic cues to gauge the force and precision of their interactions with vir-
tual objects. The lack of this sensory feedback in hand-tracking may have led to
increased cognitive workload and slower task completion.

Usability ratings, as measured by AttrakDiff and NASA-TLX, also warrant consid-
eration in the context of haptic feedback. Handheld-controllers inherently provide
haptic feedback when users interact with objects, which can enhance the sense of
user-friendliness and intuitiveness. In contrast, the absence of haptic feedback in
hand-tracking may have contributed to the perception of frustration and increased
mental workload reported by participants.
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4.6 Summary
This chapter focuses on the results of the comparative study of hand-tracking tech-
nology and handheld-controllers in VR, described in publications VII and VIII.
We examine a simple motor activity, reach-grab-place task, to mimic real-world
motor performance. We also investigated if enhancing the environment’s visual
realism (level of representation) alongside natural gesture-based interaction would
improve subjective evaluations of presence, mental workload, and ease of use.
Despite the increased naturalness of interactions promised by hand-tracking tech-
nology, the research found that it did not significantly enhance user performance or
the subjective feelings of presence, naturalness, and engagement in the VR envir-
onment. The chapter recognizes that the relationship between interaction realism
(how closely device interaction simulates real-world interaction) and the exper-
ience of naturalness was non-linear, indicating that increased realism does not
necessarily improve QoE. Our findings contribute to research on virtual hands’
potential and limitations for creating naturalistic VR experiences.



Chapter 5

Conclusions

This thesis aimed to advance scholarly understanding of IMEx by empirically in-
vestigating users’ perception of action possibilities within VR environments and
examining how such perceptions manifest in overt user behavior and subjective ex-
periential responses. The overarching motivation stemmed from the need to con-
ceptualize and validate comprehensive quality assessment frameworks that holist-
ically account for the multifaceted and complex nature of VR experiences across
its technological, compositional, contextual, and human-centric dimensions.

Through a series of mixed-methods studies utilizing behavioral observation tech-
niques, performance metrics, and subjective self-report instruments, the research
presented in this thesis offers substantial original empirical contributions illumin-
ating the relationships between perceived action possibilities, overt user behavior,
input modalities, and subjective impressions of presence, workload, pragmatics,
and hedonics in VR contexts.

The background chapter provided a conceptual foundation by compiling integ-
ral insights from publications I, III, and IV to highlight the need for sophisticated
IMEx evaluation frameworks that consider the intricate interconnections and inter-
dependencies between influencing factors, experiential aspects, and user-reported
features that collectively shape immersive quality perceptions. The proposed tax-
onomy of quality aspects emphasized a perspective beyond assessing technological
capabilities in isolation to adopt a holistic stance weighing the confluence of sys-
tem, user, and contextual factors on experiential facets. Publication II augmented
this conceptualization by offering an original interpretation of authenticity as a
cognitive judgment of quality in VR environments based on users’ subjective ex-
pectations and priors, rather than purely technological fidelity. This aligned with
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the notion of quality as a reflective assessment, in contrast to an intuitive percep-
tion.

The first empirical investigation presented in publication V adopted a naturalistic
observational methodology using systematic video analysis to examine potential
correlations between perceived action possibilities afforded through virtual afford-
ances and users’ overt physical movements and behaviors. The findings revealed
that while the inclusion of affordances and action possibilities significantly en-
hanced users’ self-reported sense of spatial presence and engagement, no consist-
ent predictive relationship could be established between perceived affordances and
overt physical behavior across all participants. The study uncovered notable indi-
vidual differences in how users perceive and physically respond to action possib-
ilities based on factors like prior VR exposure, subjective expectations of system
capabilities, and personal inclinations toward overt behavioral expressiveness.

Publication VI built on the findings of publication V by delving deeper into the
concept of affordances and identifying four specific types ranging from immediate
functional goals to higher psychological needs that collectively shape user exper-
iences in immersive VR environments. The proposed taxonomy encompassing
manipulation, effect, use, and experience affordances highlighted the multifaceted
relationships between user abilities, environment features, and pragmatic and he-
donic emotional outcomes. The study considered ergonomic and eudemonic af-
fordance facets for optimizing holistic user experience.

Shifting the focus to input modalities, publication VII presented an empirical com-
parison of direct controller-free hand-tracking versus indirect handheld controllers
for executing a motor task in VR using objective performance metrics. Despite
the theoretical promises of more naturalistic interaction, hand-tracking did not
demonstrate quantifiable advantages in terms of efficiency, accuracy, or dexter-
ity compared to traditional handheld controllers. Publication VIII supplemen-
ted these performance-centric findings by incorporating assessments of perceived
workload and pragmatic quality, reiterating that controller-free hand-tracking did
not consistently enhance subjective feelings of presence, naturalness, or cognit-
ive engagement relative to indirect controllers. The two studies underscored the
need for careful technology-task-user fit assessments rather than assumptions of
naturalness or fidelity.

Collectively, the series of empirical investigations presented in this thesis demon-
strates the value of adopting naturalistic observational techniques and mixed-methods
approaches that combine systematic behavioral codings, objective performance in-
dicators, and subjective self-report instruments to derive comprehensive and eco-
logically valid insights into the Quality of Experience in immersive environments
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like VR. The studies offer empirical evidence illuminating the intricate relation-
ships and gaps between technological capabilities, perceived affordances, input
modalities, overt user behavior, and subjective user impressions of presence, cog-
nitive workload, pragmatics, and hedonics in VR contexts.

Below we reiterate the standout limitations that provide opportunities for further
work:

• Sample characteristics: Expanding the sample size and diversity could strengthen
the generalizability of findings. Differences based on age, gender, culture,
prior VR exposure, and domain experience could be investigated.

• Research Design: All studies were cross-sectional. Longitudinal studies
could provide insights into changing perceptions with exposure and training
over time.

• Objective Correlates: Physiological measures could be incorporated to strengthen
empirical correlations between overt behavior and subjective states. This
does present challenges especially when users are constantly moving.

• Static environments: The virtual test environments lacked dynamic elements.
Dynamic environments with moving elements could reveal new interaction
challenges.

• Limited Modalities: Only hand-tracking and controllers were compared.
Other modalities like gaze or voice could be investigated. Incorporating
haptic feedback could be worthwhile. Testing with lab-graded hardware
could also be a direction.

Nevertheless, it is important to note that a cross-disciplinary perspective integrat-
ing concepts like affordances and naturalistic observational methodologies consid-
erably expands the existing toolkit for human-centric VR evaluation by capturing
subjective factors that may not be consciously accessible through self-reports. In
addition to affirming relationships between system parameters and quality percep-
tions emphasized in earlier VR research, the studies demonstrate that user-centric
factors like prior expectations, individual differences, technological acceptance,
and digital literacy moderate the impact of technological capabilities on quality
perceptions in complex ways that warrant deeper investigation.

5.0.1 Questions that Remain

There are several key unresolved issues and open questions that remain from this
research:
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How much technology is sufficient? The findings demonstrate the impact of tech-
nological capabilities, like object affordances, on user interactivity and experience;
however, questions around determining sufficiency thresholds. Suppose relatively
simpler features can engender strong feelings of presence and perceived credibility
for users. In that case, it remains unclear how much value advanced features and
interfaces, like hand-tracking, may contribute. Further work into affordances may
help map the tradeoffs between technological complexity and experience optimiz-
ation.

Should affordances only be pragmatic? The findings suggest simpler modalit-
ies enabled effective pragmatic task performance comparably to more naturalistic
ones like hand-tracking. However, the relative importance of pragmatic usability
and hedonic qualities like engagement, enjoyment, and meaning remains unclear
across different scenarios. This raises relevant questions about the pragmatic vs.
hedonic priorities of available object affordances, and warrants a further examina-
tion of their hedonic and aesthetic quality dimensions.

Shall VR experiences be more tailored? The research highlights potential gaps
between an experience’s technological possibilities and how users perceive and ex-
perience it based on their prior expectations and expertise levels. However, more
direct investigation is needed into how baselines for quality assessments differ for
expert/novice users or across different contexts of use (e.g., gaming, training, etc.).
Users’ mental models likely moderate perceived input-task fit, technology accept-
ance, and quality judgments. Understanding these influences of preconceptions
and iterative expectation setting is key for experiences that align with and adapt to
users.

Are subjective measure enough? The mixed-methods approach combining quant-
itative behavioral metrics with qualitative self-reports provided rich data, but some
limitations remain. Self-reported measures of subjective psychological states like
presence and authenticity have inherent challenges. Incorporating more direct
psychophysiological measures (for cognitive/affective responses) could strengthen
construct validity, but employing such tools in complex tasks has physical imped-
iments and produces questionable data. Automated sensor-based tracking could
enhance behavioral coding reliability beyond manual video observations alone.
There is enormous research potential in advancing measurement approaches.

In conclusion, this dissertation provides significant and timely scholarly contribu-
tions toward advancing holistic Quality of Experience frameworks for understand-
ing the multifaceted complexity of VR experiences. The substantial empirical find-
ings provide insightful evidence highlighting gaps between technological capabil-
ities, user-centered performance, and quality perceptions that illuminate promising
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directions for future research. Further studies can build on these findings to ad-
dress unresolved questions about technology, cognition, behavior, and perception
pertaining to user expectations, technology acceptance, input-task fit, presence,
and optimizing naturalistic interactions and positive experiences in emerging im-
mersive digital environments and applications. The research underscores the need
to complement technological improvements with a greater understanding of cog-
nitive and behavioral processes involved in immersive experiences.
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Authenticity and presence:
defining perceived quality in VR
experiences

Asim Hameed* and Andrew Perkis

Department of Electronic Systems, Norwegian University of Science and Technology (NTNU),

Trondheim, Norway

This work expands the existing understanding of quality assessments of VR

experiences. Historically, VR quality has focused on presence and immersion,

but current discourse emphasizes plausibility and believability as critical for

lifelike, credible VR. However, the two concepts are often conflated, leading

to confusion. This paper proposes viewing them as subsets of authenticity and

presents a structured hierarchy delineating their di�erences and connections.

Additionally, coherence and congruence are presented as complementary

quality functions that integrate internal and external logic. The paper considers

quality formation in the experience of authenticity inside VR emphasizing that

distinguishing authenticity in terms of precise quality features are essential for

accurate assessments. Evaluating quality requires a holistic approach across

perceptual, cognitive, and emotional factors. This model provides theoretical

grounding for assessing the quality of VR experiences.

KEYWORDS

virtual reality (VR), user experience, user-perceived quality, presence, plausibility,

believability, authenticity

1 Introduction

Virtual reality (VR) is historically preoccupied with delivering realistic and immersive

experiences, seamlessly transporting us into immersive worlds that blur the lines between

the real and the virtual along the virtuality continuum (Milgram et al., 1995). It belongs

to a range of emerging technologies that generate omnidirectional extended reality (XR)

experiences for users. These are either mixed reality (MR) technologies that overlay

digital images and information on the physical context or create a new reality by

completely occluding the natural context, like VR (LaValle, 2016). In the past, the focus

has remained on the perceived quality of VR, namely presence and immersion (Lombard

and Ditton, 1997; Nilsson et al., 2016). Recently, we see the discourse expand that scope to

include plausibility and believability as crucial judged quality aspects of VR experiences

(Slater, 2018; Weber et al., 2021). These terms describe virtual environments in their

lifelikeness, whose behavior makes sense and allows one to suspend disbelief. Both terms

are interchangeably used to comment on the credibility of a VR experience in the degree

to which a VR environment adheres to rules, constraints, and logic that harmonize with

what users expect (Skarbez, 2016). Similarly, other terminologies, such as “coherent” and

“congruent” also come up to describe the predictability and consistency of features and

behaviors within virtual worlds. This work focuses on users’ subjective judgments of a

VR experience’s credibility—referred to as its authenticity. We recognize that assessing

the experiential quality of VR is not a one-dimensional task and concepts like plausibility

and believability require invested research. It is also important to highlight that these

concepts must not be reduced to singular notions of coherence or realism alone. At the
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same time, we believe that the use of both terms, though critical,

often blurs at the edges, giving rise to conceptual confusion. Within

this paradigm, we ask: how can the concepts of plausibility and

believability be clearly defined and differentiated within the broader

notion of authenticity in VR experiences? Further, what roles do

coherence and congruence play in complementing plausibility and

believability to evaluate the overall quality of VR experiences? To

this end, the paper will first separate the two terms and accurately

outline their differences and connections. Secondly, we propose

a structured hierarchy that defines plausibility and believability

as subsets of the overarching concept—authenticity. Through

this, we hope to delineate the boundaries and intersections of

these terms. Finally, we introduce coherence and congruence

as quality functions complementing plausibility and believability.

This dynamic interplay underscores the importance of considering

both the internal and external logic of a VR experience and the

alignment of its stimulus to the users’ perceptions and experiences

in evaluating its overall quality. The proposed authenticity

paradigm integrates previous frameworks on presence, realism,

and plausibility. We synthesize these perspectives into a cohesive

structure that can guide the analysis and design of high-quality

VR experiences. Adopting a nuanced perspective that approaches

authenticity and presence as experienced quality can enhance

theoretical clarity and provide stronger empirical grounding for

studying user experiences in VR.

2 VR—Realistic, plausible, and
believable

When assessing the overall quality of VR experiences, we have

had a historical preoccupation with realness or realism. Realism in

VR expands from the fidelity of available stimuli to the perception

of how closely a virtual environment (VE) imitates the real world

(Alexander et al., 2005; Lombard et al., 2009). VR experiences are

commonly assessed in terms of two crucial dimensions: presence

and immersion (Schuemie et al., 2001; Biocca, 2002; McMahan,

2003; Lombard et al., 2009; Slater, 2018). The richness of the

VE profoundly influences both of these facets—its visual, aural,

and fidelity—which play a pivotal role in captivating users and

enhancing their sense of immersion (Steuer, 1992). Engaging a

user with rich and exclusive sensory stimulation inside a head-

mounted display (HMD) achieves a sense of presence—an objective

property of the system (Bowman et al., 2012)—associated with

a vivid sense of being “there” in the virtual world, interacting

with virtual objects, engaging with virtual characters, and feeling

emotions within the simulated world. The prevailing discourse

in VR has often leaned heavily on the prominence of presence

(Kim and Biocca, 1997; Lee, 2004) as the primary construct of a

subjective experience of feeling transported into a virtual world. It

is a psychological state influenced by the user’s expectations, beliefs,

and experiences. Immersion (Witmer and Singer, 1998; McMahan,

2003) meanwhile are the technological (or system) aspects that

surround the user, as mentioned before. It is the extent to which

any user would feel absorbed in the virtual world owing to its

ability to produce and render scenarios and experiences with a

high degree of realism (visual and audio fidelity), responsiveness

(interactive fidelity), embodiment (sensorimotor stimulation and

feedback) (Steuer, 1992; Baños et al., 2004; Kilteni et al., 2012).

Presence has long been considered the defining quale of VR;

however, an overemphasis risks overlooking other critical elements

of the overall user experience. As VR technology advances and its

applications expand, it becomes increasingly evident that presence

alone is an insufficient framework to capture the richness and

complexity of VR experiences fully.

Multiple other works exploring complementary phenomena

influencing VR experiences share this point of view. Earlier on,

Slater (2009) conceptualized a theoretical framework with two

orthogonal components, namely place illusions and plausibility

illusion. Place illusion denoted presence, while the additional

plausibility illusion referred to the realism and likelihood of a

VR scene. In their terms, “the overall credibility of the scenario

being depicted” juxtaposed with user expectations, delivering an

impression that the system-generated events were occurring. Later

iterations of the concept have used both the term plausibility

(Rovira et al., 2009; Hofer et al., 2020) as well as other

classifications for the same theoretical principle; reality judgment

(Baños et al., 2000), perceived realism (Lombard and Ditton,

1997; Schubert et al., 2001), coherence (Skarbez et al., 2017),

and authenticity (Gilbert, 2016). These works view plausibility as

a higher-order cognitive operation that involves a judgment on

the credibility or authenticity of the VR scene, which is reflected

by its consistency and the extent to which it meets a user’s

expectations.

Looking in detail at plausibility is essential to differentiate

between various quality aspects of the phenomenon. For Skarbez

(2016), this translates to when a VE projects situations that appear

apparent to the users based on their existing knowledge of the

world. Such knowledge can include their understanding of both

the real world and their knowledge of the fictional world depicted

inside VR. Internal plausibility is how well it follows its rules and

makes sense within its framework. External plausibility is how

consistent it is with real-world knowledge and whether it matches a

user’s understanding of the real world (Busselle and Bilandzic, 2008;

Hofer et al., 2020). An updated review, published by Slater et al.

(2022), added depth to their initial conceptualization by specifying

different instances of plausibility inside VR: a reactive environment

that responds to actions, contingent interactions that happen in

relation to the user, and coherence with users’ expectations based

on their experiences and knowledge. A more recent contribution

by Latoschik and Wienrich (2022) looks at plausibility alongside

congruence—how we feel about the experience and how well it

matches our expectations. Their model considers congruence as the

objective match between the information processed by the user and

their expectations at the sensory, perceptual, and cognitive levels.

Plausibility results from the evaluation of congruence across the

three levels. Sensory congruence is howwell the experiencematches

our senses. Perceptual congruence is how well the experience fits

our understanding of how the world functions. Finally, cognitive

congruence is how well the experience matches our beliefs and

expectations. Weber et al. (2021) have identified plausibility under

the concept of perceived realism, which extends to (1) the realism

of objects, sounds, and scenes in terms of their congruence to real-

world textures, proportions, details, etc. (2) the plausibility of story
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and characters, evaluating their consistency rather than factual

accuracy, and (3) judgment about the naturalness of interactions.

Another term often interchangeably used with plausibility is

that of believability. Closely related to the historic literary notion

of the “suspension of disbelief” on the part of the audience/reader

to suspend their judgment concerning the implausibility of a given

narrative (Chandler and Munday, 2011). The idea that audiences

are willing to accept the premises of a fictional work, even if they are

fantastical or unrealistic, as long as that world and its characters feel

subjectively accurate and coherent enough. For VR, the suspension

of disbelief is essential for creating believable experiences. If the

virtual world is believable enough, users will accept its artificiality

and immerse themselves in it, just as a reader would in a

fictional story. Sheridan referred to it as “the active imagination in

suppressing disbelief (and thus enhanced believability)” (Sheridan,

2000). Believability is also defined as elements operating at various

levels of realism—sensory, perceptual, and emotional—manifested

through realistic visual and aural effects, a consistent VE that

allows natural interactions, as well as aesthetic, dramaturgical,

and emotional aspects of the VR experience (Magnenat-Thalmann

et al., 2005; Papagiannakis et al., 2005; Bogdanovych et al., 2015).

We recognize the significant contribution of the frameworks

and models described in the previous section. Concurrently,

we recognize the necessity of consistently refining concepts to

enhance clarity, especially because using broad and repetitive

terminologies adds uncertainty to quality assessments. We believe

maintaining distinct terms for plausibility and believability is

necessary to explain fully the characteristics and influences

shaping VR experiences. This distinction also aligns with

semiotic principles, given that the elements outlined in the

frameworks and models discussed previously correspond to

separate semantic and syntactic categories (Barricelli et al.,

2016). Therefore, an explication using precise language for

describing quality aspects and avoiding confusion between

key constructs and factors is important. Further, we agree

with the contention that fixating solely on presence does

not encapsulate the multifaceted nature of VR experiences

(Gilbert, 2016). In the following section, we propose a

recalibration of focus toward plausible and believable VR

experiences that we present as subsets of a quality model for

authenticity.

2.1 The Presence–Authenticity Dyad

Gilbert (2016) described authenticity as how well the VR

environment mirrors the expected regularities of the world it

is trying to represent (Bowman et al., 2012). How faithfully

does it replicate the behaviors, relationships, and rules consistent

with its purported context? How closely an entity aligns with

an individual’s expectations, cognitive schemas, prior knowledge,

personal experiences, preferences, and interaction reciprocity

(Bucolo, 2004; Weibel et al., 2010). The longer a user stays in a VR

environment, the more likely their initial sense of wonder will give

way to a heightened awareness of the environment’s authenticity.

Once familiarized, users begin to notice incongruities in the VR

setting. For instance, the inability to physically interact with virtual

objects in an intuitive way (Hameed et al., 2021), the failure of

non-player characters to respond to the user’s existence (Rovira

et al., 2009), or a disjunction between the realism of the user’s

avatar and the aesthetic of the world they inhabit (Slater, 2017).

This shift from an initial enchantment to a heightened critical

awareness of its features reflects the various quality aspects that

influence the assessment of a VR experience. It highlights that

while a robust place illusion is necessary, it may prove shallow

and lose its spell if the virtual world gives the impression of being

inauthentic.

Considering this, we introduce the “Presence-Authenticity

Dyad,” recognizing authenticity as a complementary dimension to

presence and crucial for evaluating the quality of VR experiences.

In similar vocabulary to that which characterizes presence as a

feeling of “being there,” this work defines authenticity as “a sense

of ‘trueness and genuineness”’ felt in a virtual place.

In agreement with Lee (2020), we see it as users’ individual

judgment on the virtual world’s trueness and genuineness regarding

its stimuli, content, and behavior. We expand this to include

two subtypes of believability and plausibility. Despite their

interchangeable use, they refer to related but distinct characteristics

in the virtual. Both contribute to overall authenticity and presence.

We define them as follows:

• Plausibility is the extent to which a VR experience can be

logically explained and remains consistent with real-world

principles. What’s happening is real. It refers to the degree

to which the VR environment and its contents exhibit

logical congruence and follow common sense. For example,

perceptual constancy, the consistency of its physics, etc.

Plausibility operates at the syntactic level, reflects in logical

consistency, and has more objective thresholds. It reflects the

trueness of the depicted world. An experience is plausible if the

environment and its contents remain rational and conform to

the principles of its rules-based reality.

• Believability is how much a VR can deliver an experience with

the realism and internal coherence required to make it feel

believable for the user. It goes beyond mere visual fidelity and

taps into the user’s emotions, senses, and overall engagement

with the virtual world. If it is convincing, it’s happening.

Factors include narrative logic, engaging gameplay, etc.

Believability carries semantic elements, includes emotional

resonance, and aligns variably based on the subjective

perceptions of the user. It reflects the genuineness of the

depicted world in its subtle details and nuances that mimic

reality and support a “suspension of disbelief,” even if the

experience itself is fantastical or fictional.

2.2 A quality interpretation of authenticity

In line with the notion that presence constitutes a subjective

sensation contingent upon the immersive attributes of a system,

it becomes evident that a system must first facilitate immersion

to establish the semblance of “being there.” In a parallel vein, one

can argue that authenticity reinforces the illusion engendered by

the VR system, thereby influencing the efficacy of a VR experience.
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FIGURE 1

The attribution process leading to judgment inside VR, adapted from

Diemer et al. (2015).

Presence and authenticity are two distinct facets of a VR experience,

with multiple quality aspects underpinning the two phenomena

(see Figure 1).

2.2.1 On quality formation
Quality involves perceptual, cognitive, emotional, and

evaluative processes determining one’s conscious perception of

things. The word stems from qualia—qualitative, phenomenal

aspects of consciousness and subjective experience (Gregory,

1996)—in the form of sensations, feelings, and mental imagery that

reflect what it is like to experience something. They may include

impressions of goodness, beauty, desirability, and virtue that arise

in consciousness when encountering something (Shoemaker,

1990). Jekosch (2005) refers to experienced quality as the result

of a mental evaluation where someone compares the actual

composition of something to their expected or ideal composition.

In other words, experienced quality is the subjective judgment of

how well an entity’s perceived composition aligns with desired

expectations (Blauert and Jekosch, 2012). The term “entity”

denotes any object or event, material or immaterial, that becomes

an object of perception.

This may be straightforward in the physical realm where

entities have objective physical attributes (or quality elements) that

can bemeasured, e.g., display resolution. But in the subjective realm

of perception, entities exhibit psychological features (or quality

features) such as vividness and richness. A subject (user) perceives

an entity’s quality features and compares these to their internal

ideals and expectations, which shapes a conscious impression of

the entity’s overall quality (Uhrig, 2021). Möller (2023) categorizes

quality elements and features into complementary factors and

aspects. For example, technical factors like throughput and jitter

can affect perceptual aspects like immersion and embodiment.

Jekosch (2005) reformulations further identify a fundamental

distinction between two facets of quality perception: perceived

quality and judged quality (Uhrig, 2021). Perceived quality—akin

to low-level thinking—is an immediate impression formed upon

encountering a stimulus. Damasio (1995) argue that such a swift

quality assessment upon encountering a natural environment

or a technological stimulus need not require deep cognitive

processing but results from integrating basic perceptual features

into an abstract evaluation. For example, a user may perceive

the quality of a depicted scene as poor upon first seeing it

but without consciously analyzing why. Despite being an initial

reflexive impression, perceived quality can still be intentionally

contemplated and judged after the fact. This evaluative process

produces a quality judgment that reflects cognitive analysis. The

subjective experience of this quality judgment is termed the judged

quality. Since cognitive evaluation activates complex associations

and interpretations, judged quality encompasses richer perceptual,

conceptual, and affective content than perceived quality. It is

influenced by conscious analysis and reflection, not just direct

perception.

The distinction between perceived quality and judged quality

relates to the notion of experience, which can be defined as “the

stream of perceptions (of feelings, sensory percepts, and concepts)”

that occur in a given situation (Möller and Raake, 2014). In this

respect, perceived quality aligns with the immediate experience of

impressions and sensations within the VR world. It is an intuitive

and phenomenological part of experiencing that world. However,

judged quality goes beyond just experiencing. It requires additional

cognitive processing to evaluate and consciously judge the quality

of the depicted VR world (see Figure 2). So, while perceived quality

is embedded in the direct experience, judged quality emerges from

reflective analysis and interpretation of the VR experience. The

former is instant, while the latter involves extra mental effort to

reach an overall quality assessment.

2.2.2 Quality aspects of authenticity
Earlier in this paper, we defined authenticity as the trueness

and genuineness of the displayed VR place. As evident, both words
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FIGURE 2

Judgment process from perceived quality to judged quality. Immersion-related attributes give rise to a sense of presence, whereas perceived

attributes of consistency and constancy (or realism) foster an authenticity about the experience.

imply a deliberate judgment of the depicted place on the user’s

part. This is unlike a user’s more immediate, intuitive impression

of the VR setting’s various sensory inputs and atmospherics. In fact,

upon first encountering, users will be relying on sensory percepts

to discern the visuals, sounds, and vectors available in the VR

space. However, initial quality perceptions simultaneously evolve

as they are compared to quality features internally desired by the

user (expectations). We argue here that even at the most nascent

stages of their embodied encounter, the experienced quality of the

virtual world is enough to imbue a feeling of presence (ephemeral

as it may be). The longer the visitors stay in the immersive VR

world from here on, the more their awareness is heightened with

respect to the lifelikeness, interactive intuitiveness, and audio-

visual synchronicity, etc. of the VR setting. Quality judgments

on trueness and genuineness entail conscious assessments of

the virtual world’s congruence and coherence and reflect this

heightened state of intentional and reflective cognitive processing.

Both quality descriptions go beyond initial impressions to include

complex and nuanced evaluations of whether the VE maintains its

integrity, i.e., credibility. These judgments pertain to perceptions

and desires but also carry emotional and evaluative dimensions.

Trueness is defined as “conformity to reality and actuality” or

“agreement to fact and reality” (Webster, 2014). It is focused on

the accuracy of the information following reality and reflective of

facts. Conversely, genuineness is defined as “the quality of being

honest and sincere” and “the quality of being real and exactly what

it appears to be” (Webster, 2014). It goes beyondmere accuracy and

delves into sincerity. It encompasses the quality of being real and

without pretense. In terms of determining experiential quality in

VR, authenticity must then be understood as the sum of the factual

accuracy of the world as well as the sincerity of its self-expression.

Its trueness is evidence-based (objective), whereas its genuineness

is internally driven (subjective).

In terms of a VR experience, both trueness and genuineness

are distinct quality features of the authenticity of that experience.

As such, we associate them with the quality aspects that determine

authenticity, i.e., plausibility and believability, respectively.

Trueness speaks to the plausibility of a VR experience

and genuineness reflects its believability. Table 1 charts the

differentiation of quality goals for the two aspects, the factors

influencing them, and some evaluation methods to assess them.

Moreover, we refer to the terms congruence and coherence as

functions of the two quality aspects that specify either the

fulfillment or nonfulfillment of authenticity. We ascribe the

term coherence to believability and congruence to plausibility.

The former describes an inner connectedness or integration

of meaning within something, while the latter refers to an

alignment or matching between two or more things (virtual-

to-real). Our appropriation of both terms is consistent with

how they regularly appear in VR research. Most definitions of

coherence relate to Skarbez et al. (2017), who have referred to

it as the internal consistency of a virtual experience and defined

it “as the set of reasonable circumstances that the scenario can

demonstrate without introducing unreasonable circumstances.”

How well the parts of something fit together logically. A coherent

experience should reflect consistency through its story, visuals,

sounds, characters, tasks, etc. Its parts must understandably

indicate a unified whole, with ideas that make sense together.

Correspondingly, the term congruence has been borrowed from

environmental psychology to depict an agreement or consistency

between things and is defined as “the degree to which different cues

fit with each other” or “a similarity between perceptual variables”

(Maffei et al., 2016; Flavián et al., 2021). Congruence may carry

the processing of physical and relational information reflected in

matching the logic, physical behaviors, and limitations within a

virtual experience.

Our revised understanding of authenticity in VR suggests

that while a user’s initial engagement may stem from a feeling

of presence within a computer-generated environment, a lasting

impact of the VR experience hinges on its ability to instill a sense

of genuineness and trueness within the virtual world (see Figure 3).

It must carry qualities that inspire belief in its meaning and truth to

sustain immersion. More than its illusions, a VR experience must

resonate in its essence and significance to the user.

3 Discussion

In this paper, we explored the multifaceted nature of quality

assessment for immersive VR experiences by drawing attention
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TABLE 1 Key objective and subjective determinant for evaluating plausibility and believability in VR.

Plausibility Believability

Definition Adheres to real-world principles,

feels rational and explainable;

trueness

Resonates with perceptions and

emotions, feels subjectively “real”;

genuineness

Function Syntactic;

Logical congruence

Semantic;

Internal coherence

Descriptives Perceptual constancy of objects

Physics consistency

Logical cause-and-effect chains

Multi-sensory alignment

Visual grounding

Situated acoustics

Fast interactive responsiveness

Scenario logic

Atmospherics and randomness

Narrative and Stylistic cohesion

Environmental imperfections

Nuanced reactions

Resonance with memories and emotions

Subjective presence

Factors Stable geometry and optimized models

Unrealistic forces and behavior

Penetrations and incorrect scaling

Audio synchronization and acoustics

Lighting/shadow matches source

Assets situated logically

Physically based rendering

PBR materials and textures

Detailed assets/expressive characters

Subtle environmental cues

Realistic audio sampling

Natural conversational flow

Evaluations Quality Metrics to evaluate 3D models

Metrics for physics simulations

Test logical contradictions

Examine against physical rules

Check sensory alignments

Detect affordance mismatches

User testing and feedback

Track user behavior

Monitor user performance

Assess emotional responses

Review ecological realism

Survey narrative realism and disbelief

FIGURE 3

Quality formation of experienced authenticity inside VR.

to a conceptual distinction between perceived quality and judged

quality. We proposed identifying authenticity as a key dimension

of quality perception complementary to the feeling of presence.

Existing literature on quality assessments of VR experiences

emphasizing presence has often overlooked authenticity. This

has led to multiple conceptualizations and questionnaires that

remain preoccupied with system factors facilitating immersion and

generating a one-time sense of “being there.” There is a need to

explicitly differentiate between realism as the fidelity and richness

of the mediated environment vs. authenticity as the trueness

and genuineness of virtual worlds. Clearly distinguishing these

as two quality facets will allow for more precise definitions and

measurement instruments.

To this end, we distinguished plausibility (trueness) and

believability (genuineness) as distinct yet complementary aspects

contributing to a VR experience’s overall authenticity. Plausibility

refers to the objective, logical congruence of the virtual world

in adhering to real-world principles, natural laws, and common

sense rationality. It operates at a syntactic level, reflected in

consistencies like perceptual constancy of objects, accurate physics

simulations, and logical cause-and-effect chains unfolding within

the environment. In contrast, believability is more subjective,

relating to how genuinely “real” the experience feels to an

individual user based on their personal perceptions, prior

experiences, and evoked emotions. While plausibility entails

maintaining objective rules and realism, believability hinges on
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semantic details, stylistic nuances, and resonant engagement

that suspends disbelief and facilitates immersive psychological

involvement, even if the content is fantastical or imaginative. Thus,

plausibility cues are more binary while believability varies across

users.

It is important to highlight that VR experiences need not always

mirror real-life scenarios. Experiences could involve unrealistic,

fictional, or imaginative elements. Yet if these elements interact

with the user congruently and coherently, they can feel authentic.

For example, a virtual world that simulates real-life settings must

meticulously adhere to real-world nuances and principles. In such

a context, the VE should respect the laws of gravity, ensuring that

objects behave as they would in the physical world. Conversely,

objects may defy gravity in VR to provide a fantastical experience

in a zero-gravity environment. Since such unnatural defiance

aligns with the intended narrative, it will be acceptable in that

depicted world. These flights of imaginative engagement encourage

a willful “suspension of disbelief,” which may be construed as a

momentary recalibration of one’s preconceived notions. Within

this framework, individuals can momentarily adopt cognitive

predispositions that harmonize with the fictitious realms they

are immersing themselves in. This cognitive adaptability allows

users to traverse and comprehend various VR experiences, from

the meticulously realistic to the purely fantastical. This helps

them appreciate the diversity of content and modalities within

VR. Users bring their prior beliefs, but once inside the VE, new

sensory input is integrated with these priors to update their beliefs,

which influences their perception of the environment’s realism

(Triantafyllou et al., 2014; Gilbert, 2016). For example, a user

entering a virtual forest will compare the sensory input (like the

appearance and sounds) with the priors of a real forest. If it

aligns, the virtual forest will maintain its authenticity. The need

for authenticity in VR extends to the consistency of interactions,

relationships, and elements within the virtual space. If users

perceive inconsistencies, mismatches in coherence, or behaviors

that contradict their expectations, their sense of authenticity can

be disrupted (Biocca and Delaney, 1995). This could, in effect, lead

to a break-in-presence or a decrease in the overall quality of the VR

experience.

Evaluating quality necessitates a holistic approach spanning

perceptual, cognitive, and emotional factors. As users spend

more time immersed in a virtual environment, perceived quality

gives way to judged quality as inconsistencies become apparent.

Achieving high-quality VR experiences involves optimizing both

low-level processing and higher-level functions of congruency

and coherence assessing events and interactions within the VE.

Adopting a nuanced perspective that approaches authenticity and

presence as experienced quality can enhance theoretical clarity and

provide stronger empirical grounding for studying user experiences

in VR. Below, we extend this discussion to briefly describe various

technical and human-centric factors influencing plausibility and

believability.

Evaluating plausibility

The technical factors contributing to a positive and immersive

experience in VR are perceptual constancy, aliasing and sampling,

audio synchronization, and physics consistency. Perceptual

constancy ensures that objects maintain their appearance despite

changes in environmental conditions (Coren et al., 2004; Jerald,

2015) while aliasing and sampling reduce visual artifacts like jagged

edges and pixelated textures (Gibson and Mirtich, 1997; Lessiter

et al., 2001). Audio synchronization improves the authenticity

of the aural experience (Guastavino et al., 2007), while physics

consistency requires emulating real-world scenarios with physics

engines that behave realistically (Hummel et al., 2012). One

suggestive evaluation approach uses quality metrics to assess 3D

models and physics simulations based on their real-world physical

properties and material types. Another recommendation is to

evaluate how well the system adheres to established rules and

cause-and-effect relationships within the defined world logic.

This evaluation should be examined against physical rules and

check sensory alignments (Chen et al., 2019). Additionally, it

is suggested to use metrics such as collision detection, object

interactions, and gravity behavior to assess the accuracy and

realism of physics simulations in the virtual environment (Jiang

et al., 2018). Lastly, tracking object interaction frequency and

accuracy can help identify instances of affordance mistakes and

analyze control mechanics to improve user experience (Hameed

et al., 2021). Subjective measures involve questionnaires that assess

how realistically users perceive the virtual world and how well

it aligns with their prior expectations of similar environments

(Regia-Corte et al., 2013). Self-reported measures can be employed

to investigate emotional responses to implausible or nonsensical

events. The overall pleasantness and engagement of the virtual

experience can be assessed through questionnaires and surveys,

gathering user feedback on their positive and negative affective

responses to the features and elements within the VR environment

(Möller et al., 2013; Hameed et al., 2023).

Evaluating believability

One of the crucial aspects of believability remains the use

of high-fidelity stimuli, which includes various features such as

render quality, physics engine, and spatial audio (Skarbez, 2016;

Slater et al., 2022). In addition, internal coherence and consistency

are essential, which means that all elements within the virtual

world should make sense and be consistent with the established

setting and rules (Lepecq et al., 2009). Details that reflect real-world

experiences, such as environmental imperfections and character

animations, can significantly enhance the feeling of naturalness

within the environment (Loomis, 2016). Moreover, the complexity

and realism of scripted events or narratives in the virtual world

should remain logically consistent, and users should anticipate

what comes next (Llobera et al., 2013; Skarbez et al., 2020).

The sense that actions and experiences within the virtual world

have value or significance also adds to their meaningfulness,

which can heighten users’ cognitive absorption and emotional

engagement (Murray et al., 2007; Beckhaus and Lindeman, 2011).

To evaluate virtual assets, animations, and environments, use

industry benchmarks and standards (Otto et al., 2019). Measure

the world’s size, complexity, and dynamism with metrics like the

number of environments, objects, and paths (Lugrin et al., 2013).

Assess the level of detail and use of sound effects to enhance the

virtual world’s believability (Tran et al., 2021). A human-centric

factor that contributes to the believability of a virtual world is

the suspension of disbelief, which refers to users’ willingness to

temporarily accept the virtual world as real even though they know

it’s not (Karhulahti, 2012). This can be achieved through immersive

storytelling, visuals and audio, and minimal technical glitches.
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Another important factor is narrative immersion and involvement,

where users feel emotionally invested in the virtual world’s

characters, story, or situations. This emotional connection can

be fostered through relatable characters, meaningful interactions,

and engaging narratives (Rollings and Adams, 2003; Ryan, 2009).

A user’s prior VR experience can also affect their perception of

realism and believability, with those with more experience having

higher expectations for these qualities. Additionally, individuals

with vivid imaginations and susceptibility to suggestion are

more accepting of realistic and fictional VR experiences (Gilbert,

2016).

Further, several research lines can be pursued to examine

the validity and refine the proposed model. Conducting

user studies to empirically validate the assumptions about

how the proposed quality aspects (plausibility, believability,

coherence, congruence) contribute to perceived authenticity

and overall quality judgments in VR experiences. Developing

standardized scales and questionnaires to quantify and

measure the different quality components outlined in the

authenticity model (such as perceived realism, logical consistency,

emotional resonance, and suspension of disbelief) would also

be valuable. Designing controlled experiments systematically

manipulating specific variables (e.g., physics accuracy,

narrative logic, sensory alignments) to measure their impact

on users’ perceptions of plausibility, believability, and overall

authenticity. Employing multimodal data collection combining

subjective reports, behavioral tracking, physiological sensing,

and qualitative interviews can capture the multidimensional

nature of authenticity assessments. Finally, cross-domain

evaluations can help assess the model’s applicability and

identify potential domain-specific nuances across various VR

application areas like training, gaming, therapy, social VR,

etc.

4 Conclusion

This work puts forth several key findings and contributions.

It proposes authenticity as a complementary dimension to

presence in evaluating the quality of VR experiences. It argues

that while presence focuses on the sense of “being there,”

authenticity captures the sense of “trueness and genuineness”

felt in the virtual place. It distinguishes between plausibility

(adhering to real-world principles, reflecting trueness) and

believability (resonating with user perceptions/emotions, capturing

genuineness) as two key aspects of authenticity. The paper

introduces a structured hierarchy that defines plausibility and

believability as subsets under the broader umbrella of authenticity.

It also positions coherence and congruence as complementary

quality functions related to internal logic (believability) and

external mapping (plausibility) respectively. Furthermore, it

highlights the importance of considering perceived quality

(immediate impressions) and judged quality (reflective evaluations)

when assessing authenticity in VR experiences. The work provides

a theoretical grounding for holistically evaluating authenticity

by spanning perceptual (e.g., graphics, physics), cognitive (e.g.,

logical consistency, narrative), and emotional (e.g., engagement,

resonance) factors.
The present contribution proposes a theoretical model rather

than providing empirical validation. While empirical testing

is outside the scope of this work, the quality framework for

authenticity presented here can inform future research into

assessments of VR experience. Comparing the authenticity model

against existing frameworks for presence, immersion, realism,

etc., to delineate conceptual boundaries and explore potential

integrations would be insightful. Also, there is good potential

for using empirical findings to iteratively refine and expand the

proposed model’s theoretical foundations. This paper puts forth a

preliminary model to spur additional research that can advance

knowledge on factors shaping authentic, high-quality VR user

experiences.
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Abstract. Immersive Media Technologies have emerged as popular
media form. Their captivating nature makes them a powerful tool for
participation and storytelling in a variety of domains attracting multi-
disciplinary interest. Existing frameworks for user-perceived quality in
immersive media experiences are limited due to their exclusion of narra-
tive dimensions. This research expands upon the current system-centered
Quality of Experience framework by including Content Influence Factors
based on learnings from IDN. Hence proposing a conceptual framework
for measuring immersive media experiences, which comprise of four con-
structs: Form, Content, User, and Context. These components are inter-
related through their overlapping dimensions, which is discussed through
the course of this paper.

Keywords: Interactive Digital Narrative · Immersive Media
Experiences · Quality of Experience · Virtual reality

1 Introduction

Over the years, immersive technologies have become inherently interactive and
their dependence on narrative has gradually increased [7]. When the end user
experiences these technologies it results in Immersive Media Experiences (IME).
Underlying concepts and dimensions of IME have been developed from a tech-
nological perspective [10,12,21] however, quality measures are still rudimentary.
Current Quality of Experience (QoE) frameworks limit their definition of content
to its type (depth, texture, etc.) and reliability. Thereby, excluding the infor-
mation and experiences it delivers. In turn, also excluding any narrative-based
and/or task-based influences of the content on user-perceived quality. Hence,
we believe that assessing quality in Immersive Media Experiences can benefit
from the rich scholarship of Interactive Digital Narratives (IDN). It is not clear
which factors of an IME are responsible for a user’s emotion, involvement, and
degree of interest for user-perceived quality. However, immersive media is widely
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Fig. 1. Quality framework for Immersive Media Experiences (IME)

understood from an experiential perspective as a user’s “sense of presence”. This
framework encapsulates physical, symbolic and psychological dimensions that
must be considered for user perceived quality inside IMEs. Given the richness
and complexity of emerging media environments, it is important to understand
the dynamism of these contemporary media forms before developing quality
frameworks. QoE measures are subject to a range of complex and strongly inter-
related factors that fall into three categories of Human, System and Context
Influence Factors (IFs) [13,18]. Despite their interest around user experience,
existing frameworks are predominantly system-centric. With our work we want
to focus on a human-centric paradigm by taking into account all those factors
that reflect on the user’s experience. For this, we accept the important of the
above mentioned influence factors for our framework but also include Content
Influence Factors for their role in overall user satisfaction, and QoE.

2 QoE Framework for Immersive Media Experiences

This research understands IME as a union of immersive, interactive and narra-
tive. This section discusses our quality framework (Fig. 1) in terms of its four
constructs: Form, Content, User, and Context, considering different dimensions
and variables.

2.1 Form

We consider form to be the foundation upon which the entirety of IME is built.
It comprises of a system-generated world that affords interaction to its users.
Appropriating from Steuer, we denote form by its vividness and interactivity.
One is the system’s ability “to produce a sensory rich mediated environment”,
and the latter is degree to which users can “influence the form or content of the
mediated environment” [26]. To achieve flow inside any system the experience
dimensions and quality dimensions needs to be measured.
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1. Experience Dimension (Spatial Presence) is a sense of physical pres-
ence, specifically Spatial Presence, in the “immersive virtual environment” [26]
referred as Place Illusion [24]. Ryan [20] refers to it as a new dimension of Spatial
Immersion that comes from technology not narrative. System immersion is level
of immersion (high or low) directly experienced by the user [16,25].

2. Quality Dimension (Vividness) is the sensorial encapsulation of the
user is ensured by a distinct quality of technology, vividness [25,26]. It is the
“representational richness of a mediated environment ... that is, the way in which
an environment presents information to the senses” [26]. In this research, we
consider vividness (extent and fidelity of sensory information) as a user-perceived
quality of IVEs that depends on quantifiable system factors of tracking, latency,
display persistence, resolution, optics (fov), and spatial audio.

Interaction is derived when a user responds to the affordances (action possi-
bilities presented by digital elements, artifacts, and objects) inside a simulated
environment [5]. It is a stimulus-driven variable that depends upon the tech-
nological formation of the IVE and is quantified under three factors: speed of
interaction (system response time to user action), range of interactivity and
mapping (system ability to map user input to changes in IVE). The degree to
which the interactivity of an IVE, its controller, and feedback mechanisms match
the real world has an affect on user’s ability in applying natural navigation and
manipulation techniques in IVEs.

2.2 Content

We introduce content as a new influence factor in our quality framework for
IME. A user removed from their immediate context is immersed into a reality
represented by the medium, i.e. the broad category objects, actors and events.
We argue that an IVE with its inherent interactive qualities is a live box of action
possibilities produced by the system. Content, on the other hand, is its “mean-
ing”. It is the flow of events, inclusion of social elements, nature of task/activities
performed. The overall meaningfulness of the content determines various kinds
of presence [9,14,22]. Meaning, for the user, is derived from a combination of the
content and the context within which the content exists [6]. We divide content
into diegetic, non-diegetic, and aesthetic classes of information or experience.
For our holistic framework, we have discussed the dimensions of two content
factors in specific, i.e. narrative-based and task-based.

Narrative-Based: What storytellers achieved through expression, improvisa-
tion, theatrics, and exaggeration are now readily available to users as immersive
environments produced by computers. Ryan [20] calls it Spatial Immersion (in
her triad of spatial, temporal and emotional immersion). IVE is only a presenta-
tion context whereas its narrative context is the diegetic space of the story that
takes place within it [2]. These dimensions are symmetrical to the four narrative-
centric factors hypothesized by Rowe et al. [19]. These are narrative consistency
(believability), plot coherence (logical order), drama (setup-conflict-resolution),
and predictability (real-world authenticity). The result of which is a Plausibility
Illusion - an acknowledgement of the truth of the environment [24].
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Task-Based: Flow arises when perceived challenges correspond to perceived
skills via experience of flow [4]. On the contrary, a mismatch between ability
and challenge can lead to feelings of frustration and displeasure. A task inside a
VE is determined by its nature and level of challenge (cognitive/motor). Addi-
tionally, tasks are also affected by context (e.g. temporal) and depend on the
kind of interaction they require, i.e. navigation, selection or manipulation. Task
performance improves when a user’s ability is matched by the usability of a
system. Another important factor is the introduction of aesthetic features (e.g.
interface graphics, gamification, etc.) to enhance user performance. It can be
hypothesized that tasks performed in IVEs influence the emotional state of the
users and is directly influenced by the user’s ability to use system [1,23,28].

2.3 User

User, or human, influence factors are deemed influential for the formation of
quality [3]. User characteristics, their learning ability and assumed agency play
a significant role in shaping the overall perceived quality of IME. Characteristics
are demographic attributes as well as perceptual, cognitive and motor abilities of
users [11]. Prior experiences of IVEs affect a willful suspension of disbelief as well
as allocation of attentional resources [11] in turn, affecting presence. Other works
[8,15,29] have identified the effects of age, gender, cultural background, and
emotional state on user-perceived quality. Due to their characteristic similarity
to the real-world, users have a higher chance of learning IVEs [17,27].

2.4 Context

Context factors are relevant situational properties that can be broken down
into physical, temporal, social, economic, task and technical characteristics [18].
They have considerable effect on the quality levels of any media experience. But
since fully immersive media (such as VR) occlude the real-world, we arrive at an
inside and an outside. Simulated contextual changes inside virtual environments
can affect user characteristics. IMEs are powerful because of the agency they
give the end user. They are not mere simulations but entirely new spaces of
signification as well. User do not just experience high-fidelity geometries with
real-time responsiveness but the meanings those interactions deliver. This is why
they require new inclusive measures for quality assessment. Hence, evaluating
all the dimensions discussed above can depict the overall QoE of IMEs.

3 Conclusion

This research paper presents a modified quality framework of IMEs. In addi-
tion to immersivity and interactivity, the framework draws from theories and
approaches in IDN to include narrativity as an important facet. The paper
presents a four constructs i.e. Form, Content, Context and User, that deter-
mine quality in IMEs. For its practical use, the framework emphasizes on the
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importance of signification (the meaning delivered) aspects of these experiences
for the user. We believe that any user-perceived experience evaluation is incom-
plete without considering narrative-related and task-related dimensions inside
content.
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Abstract. This paper is part of an ongoing transdisciplinary research into
immersion. In specific, it focuses on Spatial Storytelling to examine the narrative
technique in conjunction with Spatial Presence, a commonly accepted subtype
of Presence. How our real-life occupation is a constant narrative making exer-
cise and how storytelling is ingrained in our movement in space. It is argued
here that immersion and presence models stand to benefit from spatial theory,
particularly, the body of work surrounding spatial practices and narratives.
Further, that the incorporation of spatial theory adds to the necessary versatility
required in approaching immersion, which has been thus far dominated by
positivist empiricism. Contributions of a theorized space are also found missing
from interactive storytelling and videogames where subject/object interactivity
is seen as mere actions performed inside a given space whereas the paper argues
that space is learnt through such involvement.

Keywords: Immersion � Presence � Spatial Storytelling � Spatial practice

1 Overview

When BBC unveiled its coverage of the FIFA World Cup 2018 in Russia, it did so by
announcing a dedicated high-tech broadcast trial in VR. A first-time-ever VR experi-
ence that was designed to give audiences: “…taste of the future”, said BBC [1]. The
“fully immersive” experience of the matches transported viewers into a simulated
hospitality box at the stadium. One did not only watch a live game but also had access
to highlights packages and on-demand content. Additionally, it was possible to scan
information on each game, lineups and overall stats of the tournament.

Such experiences are congruent with the state of contemporary society where
pervasive media systems have rendered physical space into a data-space. Terms like
“fully immersive” and “as-if-real” have become synonymous with the coming of age of
audiovisual, multimodal and interactive media capable of occupying our perceptual
system and simulating environments that evoke a feeling of ‘being there’ [2–4], or
thereabouts [5]. Referring to the BBC Sports VR app, the user encounters a spatial
experience inside an interior space, a hospitality box, which serves a virtual double of a
generic hospitality box in some Russian stadium. The richness of experience here is
extracted from providing a virtual experience where users could feel as-if they truly
were in Russia. The experience does not limit itself to a mere delivery of a live
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broadcast. In fact, to enrich this VR experience, the virtual hospitality box lets users
interact with other media within, doubling on the illusion. The potential of content
selection makes users feel more involved. This positively plays to secure user attention
while providing interaction, both considered vital for rich experiences [6].

In this paper we discuss such efforts for richness, realness and/or believability. Is
interactivity with virtual objects inside simulated environments enough to instill a sense
of immersiveness or presence in the user? Or is it a multi-user shared experience of
sociability in these virtual environments that makes them real? Perhaps it’s the
authorship and agency that comes with content generation and manipulation, which can
summon that all evasive feeling of as-if-real? These questions are of interest when
creating spectacular synthetic/narrative/virtual environments that would imbue a willful
suspension of disbelief or presence. This paper is part of an ongoing body of work
aimed at understanding and being able to use digital storytelling to create compelling
new immersive media. In doing so, we must depart from the monodisciplinary, and/or
multidisciplinary, approaches with an intent to support transdisciplinary endeavors in
as far as concepts of immersion and presence are concerned.

The paper considers Spatial Storytelling, as a subgenre of Interactive Digital Sto-
rytelling, building on traditions of immersive theatre and invites input from media-
psychology and spatial studies, particularly spatial thinking and spatial narratives. It
adopts a media philosophical approach to examine, through case studies, the role of
participatory spatial narratives to offer a reformulation of the theoretical modelling of
topics related to electronic simulations and extended realities.

2 Immersive New Media

2.1 Immersion and the Spatial Presence Models

The consequential challenges posed by such immersive and interactive new media have
resulted in an abundance of theory surrounding Immersion and Presence [7–10], while
producing notable frameworks [11–13] over the years. However, these frameworks are
many, and incoherent, which is effectively due to the interdisciplinarity and multi-
dimensionality of Presence research. Apropos to media technologies, Spatial Presence
has emerged as the most relevant subtype of Presence in line with the theories of
machine-mediated telepresence and teleoperation [14]. This interest has yielded a more
concentrated evaluation of Spatial Presence as a “psychological” [13] “state of con-
sciousness” [12] defined as “the subjective experience of a user or onlooker to be
physically located in a mediated space” [6] even though one is not. From a media-
psychological standpoint, there are two aspects involved:

1. a simulated spatial environment where one feels located;
2. for that mediated environment to offer perceivable options for activity [15].

In effect, most Spatial Presence models view Immersion as a “sensation of being
enveloped” [13] by such media-based environments. Wirth et al. [15], refine this to the
“features that give rise to Presence” by stating that, “presence is conceptualized as the
experiential counterpart of immersion”. Mel Slater’s framework for Immersive Virtual
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Environments (FIVE) [12], divides the achievement of Spatial Presence into three
phases of place illusion (I am here), plausibility (this is happening), and body own-
ership (it is my body). Each is a separate stage and arguably each requires a varied
palette to be effective. However, this interdisciplinary potential is not fully utilized
when immersion is limited to a system characteristic alone, i.e., the input properties of
the mediated technology to provide stimuli (vividness) and afford action (interactivity)
[11, 16, 17]. Immersion as technology or immersion as the experience of being
enveloped by technology for place illusion empirically enables researchers to quantify
otherwise subjective mediated experiences. As sensorimotor contingencies, i.e. to map
and match the user’s proprioception; and information it affords the senses (visual,
haptic, aural, etc.), it’s possible to study immersion as a technically measurable
property of the system.

Such frameworks reinforce positivist models that favor data-oriented approaches to
perception and representation in these media forms, i.e. to design a simulated spatial
environment where one would feel present, and that any such design would be possible
through thorough mapping. In this way, as a system property, immersion is thus
reducible to a degree of correspondence—higher fidelity of display and tracking yields
greater level of immersion—enabling a “productionist metaphysics” [18]. This has led
to a vastly Euclidean interpretation of three-dimensional simulated space, which sig-
nifies a preoccupation with low-mimetic realism [19] or skeuomorphs; often confused
with believability [20].

In contrast, we can also find works that bring interdisciplinarity vis-à-vis immersive
and interactive media [21–24], and concentrate on the other two aspects of plausibility
and ownership in the same way. These works are usually at the intersections of hard
science and digital humanities, which discuss immersive and interactive new media
drawing from fields as diverse as art, narratology, ludology, social anthropology,
phenomenology, and psychology to name a few. That for believability, a place illusion
is not enough and that the plausibility of reality is enriched through factors like
sociability, delight, play, etc. Our interest remains in cultivating immersion on such
interdisciplinary lines (See Fig. 1) finding encouragement in projects from within
virtual reality and gaming sectors that are turning to low-tech features, such as involved
narrative and social participation, to enhance the immersive qualities of their appli-
cations and products [25–28].

2.2 Immersion in Interactive Digital Narratives

We find Interactive Digital Storytelling, or Interactive Narrative Design, suitable
because it propositions a position at the crossroads of narratology (the study of nar-
ratives and socio-cultural narrative structures), ludology (the study of gameplay and
design) and HCI (human-computer interaction). Murray’s [29] identification of the four
essential properties found in computer-based narrative media can be viewed in parallel
with Mel Slater’s framework. Murray talks of procedural (computational), participa-
tory (interactive), spatial (experiential) and encyclopedic (database) properties. Ele-
ments are utilized for believability, which must be achieved in congruity to real-life in
order for immersive experiences to evoke presence. In other words, it is not only
enough to immerse a user into a simulated space but to provide potential for
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believability through additional properties, which too are immersions. Consequently, it
can be reasoned that to attain better congruence immersion shall include system
immersion [12], but also refer to absorption & engagement [30], strategic and tactical
immersion [30], imaginative immersion [31], challenge-based immersion [31], ludic
immersion [32], and narrative immersion [32]. Together, they make immersion an
interdisciplinary concern.

With Interactive Digital Storytelling, we find a media experience, which utilizes a
storytelling engine (system) offering action possibilities (interactivity) to intentionally
influence the narrative (immersive) experience. Unlike most Spatial Presence models
where an immersive experience is predominantly interpreted inside a simulated spa-
tiality, narrative here, pursues that pivotal role. Narrative, however, is not to a binary
categorization of stories non-stories. Instead, it is the potential for ‘storiness’ that is
valuable [32]. Ryan’s theorization of narrative as a “semiotic object” is important in
this regard since she conceptually develops narrative for use across varied media, i.e. as
a cognitive template.

Spatial Storytelling. In continuation, we explicate the aforementioned cognitive
template in its application inside Spatial Storytelling. Cognitive templates can be
understood as mentally designed codes or stored templates used for the comprehension
of our environment. This bottom-up information processing goes by piecing together
disparate data to arrive at a bigger and bigger picture. Like this, they aid in the
interpretation of experience and shaping an individual’s perception of reality [33]. The
term ‘storiness’ can then be the potential for furnished possibilities of a given envi-
ronment (natural or artificial) for a narrative unfolding.

A good example for ‘storiness’ is Spatial Storytelling, not just because it foregoes
linguistic traditions and textual form, but for putting storiness to great effect. Spatial

Fig. 1. Immersion radar illustrates the various overlapping influence factors on presence.
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Storytelling works by spatially engaging a user inside a mediated environment whose
discovery through exploration advances a non-linear narrative, and where space is the
essential communication medium. Inspired by ‘immersive theater’ [34], it closely
follows environmental storytelling in creating preconditions for immersive narrative
experiences in four possible ways [35]:

1. ability of spatial stories to evoke pre-existing narrative associations;
2. provide a backdrop where narrative events unfold;
3. embed narrative information within their mise-en-scene,
4. provide resources for emergent narratives.

Immersive theater has been learning from environmental storytelling. A good
example is the theater company Punchdrunk [34] who allow their audience the liberty
to watch and move as they choose. Further, they involve visual, aural, olfactory and
tactile elements to evoke phenomenological multi-sensory experiences. More recently
game designers have adopted similar approaches [36, 37]. Through Spatial Story-
telling, they attempt to restructure narratives from temporal to spatial bodies of
information—narratives distributed across the game space. This appropriation is easier
for games since they do not rely on temporal markers common to narratives like “once
upon a time…” or “the next day…”, etc. Games are usually characterized by spa-
tiotemporal markers, that is, we point at a certain ‘thereness’ (dungeon, lake, downtown
library, etc.) to communicate how far we are in a game; space relays information on
time. Hence the readiness witnessed in game design towards Spatial Storytelling. This
research considers it to be a compelling model useful for stimulating presence in
immersive environments, largely due to its induction of a variety of immersions.

3 Immersive Spatial Narratives

3.1 We Are Immersed in Space

By shifting focus towards space, Spatial Storytelling turns to the narrative potential of
locations and places in our everyday life. It is space, marked with disparate anchors of
locations and places, each carrying meaning, temporal significance and past memories,
which serves as the backdrop against which our individual life stories unfold. Space
also works as a force field simultaneously accumulating formal, psychological and
ideological histories, discourses, and economies over time—irreducible to and from
any one aspect [38].

Everything ‘takes place’ in this space. Therefore, our actions are a “spatial prac-
tice” [39] “that shapes, and is shaped by, the social, economic, political and cultural”
[40] forces within this space. In time, this enriches our spatial literacy. Our movement,
participation, action, and recreation inscribe meaning within this space through the
repetitive patterns of a daily routine. These spatial inscriptions emerge over denomi-
nated temporal cycles of days, weeks, months and years during our interaction with
space, resulting in “spatial narratives”. “Through practice, we transform it into a place
of meaning and value”: De Certeau [41].
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3.2 Time and Space

In spatial theory, space is defined as the “physical setting in which everything occurs”.
Whereas, place is, “the outcome of the social process of valuing space; a product of the
imaginary, of desire, and the primary means by which we articulate with space and
transform it into a humanized landscape.” [42]. While time and space have been long
recognized as the criteria for studying everyday life. Western social theories have been
favorably modeled around time, dispassionately assuming compliance from space. This
position of dominance is most obvious when one considers the separation of history
from geography. To this effect, spatial theory studies offer reflectivity and point at the
“[…]implicit subordination of space to time […]” [43]. From a media-philosophical
perspective previously absent cross-disciplinary discussions from politics, geography,
archaeology, and narratology among other, are fundamental in framing discourses on
the co-evolution of space and time with media systems, and for their re-
conceptualization in the current age of extended realities.

Returning to our discussion on immersion and presence, one can observe similar
binary tendencies in immersive media, particularly in the construction of immersive
virtual environments (IVE) and a close “reenactment of Cartesian ontology” [22, 24].
This is evidenced in most Spatial Presence models that treat space as an a priori given;
a Cartesian box; a Euclidean XYZ model. These are not self-acquired positions rather
cultural values inculcated through traditions of Western technoscience. The concep-
tualization of space as a container is an attractive proposition for its ease of offering a
completeness to its elusive nature [44]. Such an ontic position assumes the world
(space) to be present-to-hand. In Heideggerian phenomenology we find a challenge to
this model contending that space is learned—one learns it—through involvement [45].
Space, it postulates, is an “artifact” [46], which we constantly innovate and mold
through our active participation. By being in space we create space, our agency is
consumed by the continuous production of space [47]. Space is not a mere container
nor an a priori. In fact, it is “an experiential environment whose qualia and character are
produced through behavior, ritual, and human activity” [47].

3.3 Body and Space

Activity, our immediate involvement, finds a bodily interpretation in theories of
embodied cognition. Space allows for action and movement, which is performed
through the body as a tool, over a temporal cycle of time—making a narrative. Space is
experienced through the body. We can observe this in terms of spatial literacy; if you
compare spatial descriptions like north, south, vertical, horizontal, etc. to more
experience-based descriptions such as lying down, in front of, straight up, etc. we’d
find a better understanding of the latter set. This is because humans, from their
childhood, develop through a bodily experience of space, which helps them in learning
and understanding space (spatial literacy).

This spatial literacy is made possible by affordances, which are furnished action
possibilities in an environment (space). A core concept for embodied psychology
models and now widely adopted in interface and interaction (UX) design. It is vital not
to confuse or restrict affordances to mere things one does inside an environment
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(natural or artificial). In fact, they are a relational complementarity between
subject/environment, subject/object, object/environment, all at the same time [48].
Affordance are both projectable and non-projectable, for example, a door presents a
projectable property of opening but can also have a non-projectable property of one
being excited to open the door for your friends; the latter we learn from our experience
in space. In his Spatial Presence model, Schubert et al., refer to these as “anticipated”
actions that help in presence, they call them a “cognitive feeling”. Such research
developments in theorizing Spatial Presence are refreshing for they bring a psycho-
logical model closer to its phenomenological counterpart.

3.4 A Way Forward with Spatial Storytelling

The insistence upon a Cartesian way of seeing-the-world (mind over body, the subject
over the object) has more in common with renaissance perspectivism than with space.
Our example of the BBC VR hospitality box is the most recent illustration of such
representationalism. Such inclinations prevail over immersive media industries and, as
previously discussed in relation to data-oriented system immersion, remain a popular
conceptualization for research models and frameworks.

Alternatively, there are encouraging niche research projects like Holojam [27, 49],
developed by the NYU Future Reality Lab, which creates interactive, participatory and
shared immersive experiences. It is a nonpartisan approach with low-tech solutions
integrating sociability through a collective activity. Holojam employs multiple
immersions for effectivity, proving a useful precedent for study. Users are represented
as stick figures as opposed to photorealist avatars, walking around a shared space where
other users, local and remote, are there to interact with and contribute in making spatial
art. Holojam makes use of a participatory spatial narrative experience inside an
immersive environment where users can talk, observe, and physically interact with one
another and the space.

Holojam can be viewed as a Spatial Storytelling model that favors believability to
realism. It achieves this through: one, transporting physical objects into the ambient
virtual space (place illusions) to create familiarity; two, requiring participation (plau-
sibility); three, a participation not only with the virtual environment but social too,
meaning, interaction with other users; four, these multi-user interactions are used for
collaborative activity (increase sense of ownership); and five, the activity takes place in
a shared virtual space allowing remote users to congregate. Through a shared (social)
activity performed in space (spatial practice), participants create unique narratives that
they can reflect on.

4 Conclusions

In conclusion, this paper notes that Spatial Storytelling presents promising theoretical
interstices, which can help in the development of more cohesive models for immersion
and presence. It creates an opportunity for technicians, designers, narrators, and the-
orists to contribute inside a diverse team. It identifies some immediate research
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directions for pushing forward interdisciplinary research on immersion, such as:
evaluation of immersive experiences using system-based immersion against immersive
media that involve multiple immersions; assessing narrative content-generation and
manipulation as an influence factor on the quality of immersive experiences; using
spatial literacy exercises to improve body ownership of subjects; and assessing ease-of-
use in mixed-reality and virtual-reality applications through the benchmark of spatial
practice.

There is a burgeoning growth of immersive media products dominated by gaming
apps that provide entertainment material for a content-craving consumer market. To
make the most of this anticipation, new media applications have to be seen as exciting
new paradigms that require to be explored in their own right. Passive content inside
simulated spaces shows little consideration for the potential of the medium. Spatial
Storytelling offers a chance at agency to the user inside immersive media to focus on
believability not realism that is congruent with the narrative of our daily lives.
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Abstract: Immersive technologies, such as VR, offer first-person experiences using depth perception
and spatial awareness that elucidate a sense of space impossible with traditional visualization
techniques. This paper looks beyond the visual aspects and towards understanding the experiential
aspects of two popular uses of VR in 3D architectural visualization: a “passive walkthrough” and an
“interactive walkthrough”. We designed a within-subject experiment to measure the user-perceived
quality for both experiences. All participants (N = 34) were exposed to both scenarios and afterwards
responded to a post-experience questionnaire; meanwhile, their physical activity and simple active
behaviors were also recorded. Results indicate that while the fully immersive-interactive experience
rendered a heightened sense of presence in users, overt behaviors (movement and gesture) did not
change for users. We discuss the potential use of subjective assessments and user behavior analysis to
understand user-perceived experiential quality inside virtual environments, which should be useful
in building taxonomies and designing affordances that best fit these environments.

Keywords: virtual walkthrough; presence; user-perceived quality; subjective measurements; user
behavior

1. Introduction

Architectural visualizations are uses of media (images, diagrams and more recently
3D modeling techniques) to express and externally reflect upon, design visions. Advances
in computer-generated imagery have increased our appetite for life-like photorealistic
visualizations of would-be environments and speculations on possible built futures. To this
end, the emergence of immersive technologies, especially virtual reality (VR) applications,
has presented a powerful first-person communication medium allowing users to step into,
freely move about in and explore the environment. Instead of imagining a design, one can
have a naturalistic experience akin to the real-world experience of a built environment. VR
employs dimensions of immersion, interactivity and presence within computer-generated
models to produce an explorable place illusion [1,2]. This feature makes it easier for users
to understand spatial relationships, scale and depth. VR-driven architectural visualizations
allow projects to be showcased in real-time, enabling immediate and critical feedback.
With VR, ideas can be “considered, revised, developed, rejected and returned to” [3]. The
synthetic environments of virtual architectural worlds invoke the sense of being inside
them—a sense of presence [4]. This subjective feeling [5,6] is pivotal for virtual experiences
and emerges out of the interplay of immersion and interaction [7–9]. Research indicates
that merely a place illusion or spatial presence [8,10–12] alone is not sufficient to sustain
prolonged interest in virtual environments (VE). In fact, users also require motivation
through involvement and engagement within these worlds for a heightened sense of self-
presence [13,14]. This could be a consequence of focusing one’s energy and attention on the
stimuli available in the virtual world, e.g., interaction possibilities, with which an involved
a user experiences more presence [7,15]. Given this premise, we investigated two popular
uses of VR in architectural visualization for their effects on users—a “passive walkthrough”
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and an “interactive walkthrough”. We tested subjects within a virtual architectural interior
(see Figure 1) with the objective of studying the effects of interactivity on the overall
formation of a sense of presence, engagement, perceived naturalness and negative effects.
This paper describes the experiment and discusses the results.

Figure 1. A user explores the immersive virtual environment using a tethered VR headset inside our
laboratory. (Photo: Asim Hameed).

2. Background
2.1. Plausibility in Virtual Environments

Immersive virtual environments (IVE) are 360-degree spatial experiences that either
superimpose or occlude the real-space altogether. With this, the ubiquity of real-time
rendering has made it possible to experience virtual architectural environments with
correct scale and depth precision. IVEs now offer visualization solutions for the design
industry, environment models for immersive games, training environments for virtual
learning [16], visualization solutions for collaborative design [17] and methods for the
gamification of building information modeling (BIM) to test various physical dynamics
and performances [18]. All current VR applications facilitate 360° viewing. Some are
passive experiences along predefined paths or points with little exploration and interaction.
Others allow freedom of movement (exploration) but no interaction, whereas in their most
interactive form, they allow for both exploration and interactions with virtual objects.

IVEs are effective spaces because of their similarity to our real-world navigation,
mapping and manipulation techniques. As humans we respond naturally and effortlessly
to perceived actions. We take this behavior with us into virtual spaces when dealing with
the affordances they offer [19]. Like presence, the phenomenon of plausibility illusion
(Psi) [20] is also important for research within virtual reality applications. Psi refers to the
illusion that a virtual scenario experienced is actually occurring [21]. This refers to the
coherence and consistency of behaviors and events that transpire within the context of a
given virtual scenario [22]. Psi fits well with the conceptualization of quality as a cognitive
judgment. This was investigated by Skarbez et al. [23] in an empirical study where
participants transitioned from lower-coherence to higher-coherence scenarios. Participants
could change the characteristics and behaviors of their virtual avatars with the goal of
matching them to themselves in the real world. The level of plausibility was higher in the
highest-coherence scenario; i.e., users connected with the most well-behaved avatar.
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For the user, quality is a judgment that distinguishes between perceived quality and
expected quality. Refs. [21,24] previously examined the effects of plausibility mismatches
on the formation of an overall sense of presence. Both studies underlined the need for de-
veloping protocols to assess coherence factors and their consistencies. This study observed
selected affordances within an immersive virtual environment (IVE) and examined their
effects in terms of user behavior and perceived experiential quality.

2.2. Affordances and Perceived Quality in Virtual Environments

We do not objectively perceive environmental properties or objects; rather, we perceive
what we can do [25]. The perception-in-action [26] process is facilitated by the opportunities
presented to an organism by its environment, or the situated affordances of the environment.
The concept has been around for a long time, and a detailed explication is not within the
mandate of this paper. However, it is important to emphasize that affordances are neither
objective nor subjective; instead, they “cut across the dichotomy of subjective–objective...
Both physical and psychical, yet neither” [27]. Affordances must therefore be understood
in two ways: (a) affordances are properties of the environment; or (b) affordances are
relations between an organism and its environment. Building on Hassenzahl’s hedonic
and pragmatic model [28,29], we define four distinct affordance types that expand from
more immediate operational goals to deeper biological or psychological needs. These are:

1. Manipulation Affordances: The directly perceived affordances that speak to the
physical/sensorial compatibility between the user and the object.

2. Effect Affordance: It describes the functioning of the object due to manipulation. It is
also directly perceived based on cause-and-effect knowledge of the user.

3. Use Affordance: It relates to the physical and mental skills of the user utilizing the
right cognitive or usage plans.

4. Experience Affordances: They are related to the psychological and biological needs of
the user and are perceived only with correct knowledge and usage modes.

Manipulation affordances are at the lowest level and are signified by motor goals
performed in order to accomplish do-goals, i.e., the effect and use affordances. At the
highest level are be-goals (or experience affordances) that motivate actions towards pur-
poses [29]. Between them, they highlight the how, what and why of interaction possibilities.
For example, a VE can afford manipulation to a user in the form of pressing a button
(motor-goal). The effect affordance of the environment can associate the pressing of a
button with the activation of an illumination object, e.g., a light on a wall—cause and
effect. This combination and sequence of actions could be intended towards a use, such
as illuminating the scene; the effect-and-use affordances use do-goals. The failure or ful-
fillment of a do-goal results in emotional consequences, such as satisfaction or annoyance.
Returning to Hassenzahl [30], the emotional (hedonic) aspects make up the experience
affordance for a user—enabling the achievement of be-goals [31]. The pragmatic aspects of
a user’s experience come from the compatibility of the user’s skills with the capabilities of
manipulation—the effect and use affordances of the environment [32].

For a light to turn on when a button is pressed meets a users expectation of how
life real-world action sequences work. A light illuminating a scene realizes the use for
that action. When these actions are matched to the abilities of the user, their successful
performance achieves be-goals inside VEs that can cause pleasure. On the contrary, failing
to perform them can cause annoyance. The extent of the interactions available inside a VE
and their resultant consequences afford experiences to users. Steffen et al. [33] examined
how the availability of affordances in VR applications gives them an edge over physical
reality in certain use-cases, e.g., simulation-based training. On the other hand, works [34]
evaluating the perceptions of real-world affordances—such as texture, gradient, handle-
size, hand-size, etc.—have found that they affect user’s choices and emotional states within
VEs. This paper builds upon the aforementioned works by focusing on the psychological
aspects of affordances inside VEs. In particular, we focus on their influences on user-
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perceived quality and the sense of presence and plausibility. It is part of ongoing research into
factors influencing user experience and performance inside IVEs [35].

2.3. Measuring User Behavior and Experience

User-perceived quality is the emotional response, involvement and degree of interest
a user shows. Inside IVEs, a foremost user experience is that of a “sense of presence,” char-
acterized as the “human experience” of the environment [20,36]. Presence is classified into
three categories [4,10]: spatial presence, self-presence and co-presence. Of these, spatial presence,
is a subjective feeling of “being there” inside a mediated space. For a user, this is char-
acterized by a temporary loss of attention to the physical environment, and a behavioral
response to the mediated environment. A user is said to be in a state of immersion when
he responds to the physical and symbolic affordances (action possibilities) of the mediated
environment [37]; in how he interacts with its “continuous stream of stimuli” [7], appropri-
ates the tools/interface at hand and moderates his actions. Understanding these points
help optimize the overall user-perceived quality of immersive applications. Kahneman [38]
proposed two systems of thought: System 1 (fast, instinctive, emotional); and System 2
(slow, deliberate, logical). Over the years, numerous surveys and questionnaires [7,39–41]
have been used as subjective assessment measures of VEs to capture self-reported System 2
reflective processes—things that do not usually come naturally and require some sort of
conscious mental exertion on the part of the user—skills, mental or emotional states, etc.
Reflexive System 1 skills are more intuitive and automatic, such as the innate abilities to
perceive the world and recognize objects. They are better captured using physiological
measures to assess covert and fast behaviors. Considering that most IVEs make use of
(or imitate) real-world navigation and manipulation techniques, we have employed ob-
servation methodologies in this work. We believe behavioral observation can be useful
for assess ing data (overt-motor responses and movements patterns) of subjects collected
while they explore IVEs.

3. Materials and Methods

We conducted a repeated measures user study in two visually identical virtual models,
manipulating only the affordances of the environment. We had two independent scenarios:

• Passive-walkthrough (PW), an immersive environment with navigation affordances
but no interactive features;

• Interactive-walkthrough (IW), an immersive-interactive environment with navigation
affordances and a few manipulation and effect affordances.

The aim was to observe and investigate whether the addition of affordances—and in-
teractivity features—within IVEs affected the overt behavior of users; and further, whether
their behavioral performances correlated with their subjective evaluations of the IVEs. The
use of a within-subject method and visually identical environments was to reduce errors as-
sociated with individual differences. For subjective assessments, the study collected profile
surveys, and a presence questionnaire was used by users for post-experience self-reporting.
The behavioral assessment was based on an active-time diary and ethograms (inventory
of behaviours or actions) generated from the video-data for each participant in the study.
The behavioral patterns were analyzed against the subjective experiential scores for each
participant to verify whether:

manipulation and effect affordances in the immersive-interactive (IW) scenario
would result in higher perceived experiential quality and higher behavioral
activity compared to the non-interactive scenario (PW).

3.1. Environment

The virtual environment was designed in-house and modeled in Sketch-Up Pro.
Texturing, lighting and interactivity elements were applied in UnReal Engine (UE4). The
VE in both scenarios represents an architectural interior of a one-bedroom (32 feet on either
side) apartment. The open-plan layout has the kitchen extending into the living room and a
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balcony. The same balcony can be accessed from the bedroom. There is a separate bathroom
and storage space to explore as well. Both scenarios, PW and IW, support natural/free
walking. They also support navigation affordances using point-and-teleport technique for
movement and navigation in the IVE. In addition, IW also used manipulation affordances
and effect affordances. Figure 2 shows an image of the environment.

Figure 2. A view of the virtual living room inside the virtual architectural interior model (Unreal
Engine © Epic Games. Photo: screenshot).

1. Passive Walkthrough (PW): This model uses high-poly assets from the UE Market-
place, and high-resolution images from an online repository. The model was prepared
using datasmith in Unreal Engine 4. In order to simulate real-world materials, we
used PBR-texturing (physically based rendering), realistic lighting and a spatial
soundscape to enhance the immersive experience. The environment was optimized
for used with HTC Vive Pro. Both handheld controllers can be used to exploit the
navigation affordance of point-and-teleport. Additionally, hidden affordances in the
form of collider components were also applied to surfaces in the model. They were
activated to discourage teleportation or natural/free walking through surfaces (such
as walls) to avoid unrealistic perforation effects of virtual surfaces.
All doors in this environment were open by default to allow users free movement
through the interior space.

2. Interactive Walkthrough (IW): This model has all the features from the PW. In addition,
the IW scenario also uses additional manipulation and effect affordances. While one
handheld controller was used for point-and-teleport, the second was used for the
interactivity features that include:

• Two light toggles around the average eye-level: A familiar design feature, a button
(with a light-bulb icon) provided the required cognitive affordance and the
opportunity for manipulation using the handheld controller. A laser pointer
(similarly to real-life pointers) could be directed at the button to toggle on–off.
The explicit manipulation affordance was immediately satisfied with the effect
affordance, as the user should notice their actions resulting in additional scene
lighting.

• Six operable doors around the average waist height: Interaction with doors was
communicated via metaphorical affordance, i.e., the imitation of real-life door
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handles. The familiar and explicit affordance of hold-and-twist was, however, not
present; instead, their manipulation was possible through a hidden affordance
activated when a user clicked the handheld controller closer to the handle. The
effect and pattern affordances were revealed to the user through successive
movements resulting in learning how to open a virtual door.

• Six cabinets and drawers at various heights: Different height levels were used to
assess the naturalness of the user’s behavioral response. The cabinets used the
same manipulation and effect affordances as the doors.

All doors in this scenario were closed by default so that users had to open them using
the handheld controllers in order to access different spaces.

3.2. Participants

The study inducted 34 participants (18 male, 16 female, µ = 26.7 ± 6.7) over a period
of two weeks via mailing lists, flyers and online forms. Participants tried both scenarios
in a randomized order. Before this, none of the participants had tested VR in a laboratory
scenario. Then participants reported no competence in VR, whereas 15 participants had
basic competence and 9 reported intermediate competence in using VR applications. A
total of 68 experiences (N = 34 × 2 scenarios/subject) were recorded. Out of 34, two
entire sessions (for subject S4 and S10) were excluded on account of incomplete video
data. Participants each signed a written consent form and were duly compensated for their
participation. All participants were active users of multimedia technologies, and most had
prior experience with head-mounted displays. The experiment was pre-approved, and
data collection was in line with ethical principles for medical research involving human
subjects. Figure 3 shows a participant engaged with the environment.

Figure 3. A participant in the IW scenario bent down to explore interactivity options for a kitchen
appliance. (Photo: Asim Hameed).

3.3. Setup
3.3.1. Laboratory and Equipment:

The experiment was conducted in our VR laboratory, which is approximately 16 × 19 feet
in size. The laboratory is equipped for subjective and physiological assessments. The VR
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simulation was run on a desktop PC operating with 64-bit Windows 10 Pro with an Intel
Core i7 7700 3.6 GHz processor, 32 GB DDR4 SDRAM (2800 MHz) and a single 3 GB NVIDIA
GeForce GTX 1060 graphics card. The participants explored the virtual environment using
the HTC Vive Pro HMD supporting 6DOF and motion tracking. It has a total resolution of
(1440 × 1600 per eye) at a 90 Hz refresh rate. The headset features a 110-degree FoV and
supports 3D spatial audio. The play area was fixed at 10 × 14 feet inside the laboratory.
The experience was externally displayed on a 65-inch Samsung Full-HD TV to examine
the activity of the participants and look out for unwanted artifacts and/or graphic or
interactivity malfunctions.

3.3.2. Procedure

Experimental sessions were pre-scheduled using Google Forms. They were limited
to a single participant at a time. Each slot was allocated 60 min that included testing
both scenarios and filling out the respective questionnaires. Participants were received
by the moderator. They then filled out a 10-item background information survey. Next,
participants tried on the headset (HMD) to familiarize themselves with the HTC Vive Pro
controllers following a quick tutorial inside the SteamVR Home space. Participants were
then provided a set of instructions explaining the experimental procedure. All participants
confirmed their willingness by signing a consent form. The experiment was divided into
two parts, i.e., PW and IW. The task order was deliberately randomized for each participant
to prevent carryover effects. Subjects spent time in each scenario per their liking. Each
experience was followed by the ITC-SOPI questionnaire for experiential evaluation. After
testing both scenarios, participants were thanked and compensated for their time.

3.4. Instruments
3.4.1. Subjective Measure

The experiment used the Independent Television Company Sense of Presence Inven-
tory (ITC-SOPI) as the prime instrument—a validated cross-media questionnaire for users
to report their experiences of a “displayed environment” [40]. The protocol collected back-
ground information, such as demographics, digital proficiency and VR competency at the
beginning. Afterwards, participants filled out a post-experience questionnaire following
each scenario. The responses were recorded on a 1–5 Likert scale for the four aspects of the
ITC-SOPI. Participants had the additional option to put down their comments at the end of
all ratings. The ITC-SOPI included:

• Spatial presence (SP)—a sense of being there and/or encapsulated by a space.
• Engagement (EN)—feeling psychologically involved in, feeling moved by and/or

enjoying the content.
• Ecological validity, or naturalness (NV)—perceiving the mediated environment as lifelike

and/or natural.
• Negative effects (NE)—an adverse psychological reaction towards the mediated envi-

ronment.

3.4.2. Behavioral Observations

Active run-time logs were created by the application for each use. Click activities
were also logged within the game. Additionally, over 10 h of video data of participant
activity was recorded. Video-based observations made it possible for subjects to express
themselves unobtrusively, feel at ease and facilitate more natural. Video-based behavior
observation enables frame-accurate annotation of behavior. The data were post-processed
for analysis and observation coding inside open-source event logging software, BORIS
(Behavioral Observation Research Interactive Software) [42]. All behaviors were coded
based on manual video analysis by a single person to ensure reliability. Codings were done
in an ethogram (details follow in the next subsection). Observations were coded for each
subject in each scenario. Two main types were determined:

1. State Events: durational events that have beginnings and ends.



Appl. Sci. 2021, 11, 7846 8 of 17

• Still: The subject remains stationary in one position in the physical space. They
might sway, bend or rotate while on the same point without an intentional step.

• Stride: The subject moves intentionally in a forward or backward direction from
their stationary position. This can be one complete stride or more.

• Sit: The subject assumes a sitting position.

2. Point Events: non-durational events that are generally momentary only.

• Click or Point: The subject clicks the controller in space either close to the body or
away from it.

• Turn: The subject rotates 90-degrees to 180-degrees about an axis either in a
stationary position or during movement.

• Bend: The subject bends forwards or backwards.
• Extend: The subject extends their limbs or part of their body outward to touch,

kick or peek at objects inside the virtual environment.
• Shrink: The subject draws their limbs or part of their body inwards as a gesture

of cautiousness or alertness inside the virtual environment.

Since active run-times for participants varied considerably, a uniform 3-min observa-
tion time was used. A 3-min interval/slice was randomly selected from the active run-time
sequence of each user.

4. Results

An experiment was designed with a single categorical group at two levels: PW and IW.
Four dimensions from the ITC-SOPI, namely, SP, EN NV and NE, make up the measured
quantitative variables for our study. The manually coded participant behavior types from
video analysis were also variables. Thirty-four participants evaluated two virtual scenarios,
out of which, two sessions were excluded due to incomplete data. Sixty-four data entries
(2 per subject X 32) were received and analyzed for the four dimensions of the ITC-SOPI
and overt user behavior.

4.1. From ITC-SOPI

The results of the questionnaire data were compiled in a mean opinion score (MOS)—
average judgment for one scenario over all subjects. A multivariate analysis of covariance
(MANCOVA) was run after controlling for the covariate of active run-time. This was
done considering the possible effects of active run-time (duration of time spent within
the VE) on the four dimensions of the ITC-SOPI. Statistical significance was assumed
at p = 0.05. There was a statistically significant difference between the two categorical
scenarios (PW and IW) on the combined dependent variables of spatial presence (SP),
engagement (EN), naturalness (NV) and negative effects (NE) after controlling for active
run-time: F(4, 59) = 4.662, p = 0.02, Wilk’s λ = 0.76, η2 p = 0.24. We ran separate ANOVAs
for each dependent variable SP, EN, NV and NE. We found significant differences between
PW & IW for SP & EN, but no statistically significant difference was found for NV or NE:

• Spatial presence (SP) : F(1, 62) = 43.50, p = 0.001, η2 p = 0.166.
• Engagement (EN) : F(1, 62) = 26.00, p = 0.017, η2 p = 0.089.
• Naturalness (NV) : F(1, 62) = 133.0, p = 0.279, η2 p = 0.019.
• Negative Effects (NE) : F(1, 62) = 75.40, p = 0.383, η2 p = 0.012.

Table 1 shows the comparison of the means of the three items under both scenarios.
The mean levels in the table indicate higher values for the IW scenario in at least two
categories of SP and EN. These differences can be visualized in the min–max plots available
for the four variables in Figure 4.



Appl. Sci. 2021, 11, 7846 9 of 17

Figure 4. Minimum and maximum for the four ITC-SOPI dimensions under PW and IW: (a) Spatial Presence (SP);
(b) Engagement (EN); (c) Naturalness (NV); (d) Negative Effects (NE).
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Table 1. Collective means for ITC-SOPI items under both scenarios. Means were calculated for every
question under each scenario, for all participants.

Item Condition Mean (µ) Std.Dev

Spatial Presence (SP) PW 3.18 0.61
IW 3.65 0.50

Engagement (EN) PW 3.56 0.57
IW 3.89 0.50

Naturalness (NV) PW 3.66 0.73
IW 3.84 0.64

Negative Effects (NE) PW 2.13 0.91
IW 1.94 0.79

4.2. From the Time-Log and Observations

Our understanding of behavior begins with the collective means for run-time and
activities of all participants (shown in Table 2). The collective run-time for PW was 284 min
25 s (17,065 s). It was 337 min 38 s (20,258 s) for IW. Differences were observed in the
run-time, durational and non-durational activities between the two scenarios, PW and IW.

The ANOVA results below indicate no statistically significant results for all behaviors,
barring click events, which demonstrated notable differences. This was expected, as
subjects had more manipulation opportunities in IW compared to PW. Figure 5 illustrates
the min–max plots for participant behavior.

• Run-Time : F(1, 62) = 3.71, p = 0.06, η2 p = 0.056
• Stride State : F(1, 62) = 1.70, p = 0.19, η2 p = 0.027
• Still State : F(1, 62) = 0.61, p = 0.44, η2 p = 0.01
• Turn Event : F(1, 62) = 2.21, p = 0.14, η2 p = 0.034
• Bend Event : F(1, 62) = 2.0, p = 0.16, η2 p = 0.031
• Click Event : F(1, 62) = 4.77, p = 0.033, η2 p = 0.071

Table 2. Collective means for observed behavior types of each participant in both scenarios.

Item Condition Mean (µ) Std.Dev

Run-Time (s) PW 480.5 s 221.2
IW 593.47 247.2

Stride (s) PW 36.21 s 23.1
IW 44.92 s 29.8

Still (s) PW 139.48 s 26.9
IW 33.58 s 32.8

Turn (no.) PW 17.72 5.2
IW 15.75 5.4

Bend (no.) PW 0.66 1.04
IW 1.16 1.7

Click (no.) PW 23.28 12.0
IW 30.47 14.3
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Figure 5. The collective minima and maxima for user behaviors in PW and IW: (a) Run-time. (b) Still state. (c) Stride state.
(d) Click event. (e) Turn event. (f) Bend event.
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5. Discussion

The above results indicate that while user-perceived experiential quality improved
from IW to PW, user behavior showed no significant difference across the sample. Click (or
point) events were an exception, showing an increase in IW owing to more
action possibilities.

We found that the addition of even a few manipulation and effect affordances markedly
increased the place illusion inside the IVE. User-perceived spatial presence increased from
PW to IW with a p-value = 0.001. Insofar as PW provided multi-directional viewing, it
nonetheless remained passive, whereas the interactions in IW made the environment seem
more active. Subjects did not feel surrounded by a lifeless world, but one which responded
to their actions. This was also expressed in writing by some subjects. The same possibility
for action positively affected the level of engagement or involvement (p-value = 0.017) that
directly correlates with the significance a user attaches to the stimuli or activity of the
virtual environment [13,18]. This further alludes to the importance of affordances in creat-
ing opportunities for action inside IVEs [22]. Both scenarios had quite high mean scores.
However, manipulation and effect affordances did not convince the subjects more of the
naturalness, life-likeness or persuasiveness of the virtual environment. Subjects found no
difference; p-value = 0.279. The same was true for negative effects, as the presence of an
adverse psychological reaction did not vary between scenarios: p-value = 0.383.

In this section, we expand the collective results with a by-subject comparison for
further understanding. We conducted observational assessments of three individual sub-
jects and used event plots for their activity. The three subjects were selected based on the
similarity of their logged run-times in both scenarios (in Table 3). The run-time variance
between scenarios for other subjects was far greater.

Table 3. Individual activity figures for the three selected subjects (S.) under the two scenarios (Cdn.).
Still (St.) and stride (Sr.) events are shown as percentages of total run-time (RT.). Point events of click
(Cl.), turn (Tn.) and bend (Bd.) are indicated as frequencies.

S. Cdn. RT. St. Sr. Cl. Tn. Bd.

S15 PW 4 m 8 s 52 48 20 26 1
IW 3 m 56 s 76 22 43 26 3

S27 PW 9 m 13 s 68 29 11 14 0
IW 9 m 52 s 74 26 10 18 0

S05 PW 12 m 45 s 99 0 25 20 2
IW 16 m 31 s 99 0 51 10 0

5.1. Subject S15

The subject logged the lowest run-time in both scenarios. This indicates that the
change in scenario did not effect the time-use tendency of the user. Despite this, the subject
reported a higher SP score in IW compared to PW (µ = 3.5 > µ = 2.72). The same is also true
for a higher EN score in IW (µ = 3.31 > µ = 2.62), and a marginally higher score for NV in
IW too (µ = 4.2 > µ = 3.8). Considering the increases in SP, EN and NV, there is a visible
difference in still-to-stride ratio from scenario to PW (52:48) to IW (76:22). In IW, the subject
remained stationary for longer to interact with objects. This is visible from the click events
that almost doubled from 20 to 43. Figure 6 compares the events plots.
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Figure 6. An ethogram showing event log for S15 under both scenarios, PW and IW. The x-axis
shows time, whereas the y-axis shows durational and non-durational behavior.

5.2. Subject S27

The subject produced a similar median run-time log for both scenarios. Once again,
the change in scenario did not effect the time-use tendency of the user. Compared to PW,
the subject reported a minimal score increase for all three dimensions in IW: SP (µ = 3.7
> µ = 3.1), EN (µ = 4.15 > µ = 3.8) and NV (µ = 4.4 > µ = 4.0). The overt behavior for the
subject also barely shifted from one scenario to the other. From the plot in Figure 7 we can
see the similarities of the events. It can be confirmed with Table 3 that there were next to
no behavioral changes by this subject.

Figure 7. An ethogram showing event log for S27 under both scenarios, PW and IW. The x-axis
shows time, whereas the y-axis shows durational and non-durational behavior.
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5.3. Subject S05

The subject recorded long run-time logs in regard to the whole sample in both scenar-
ios, consecutively. As evident from the event plot in Figure 8, the subject barely moved
from one position in both scenarios. However, it doubled its click events from 25 to 51 in
the IW scenario. This, however, did not effect the SP score at all. We see a hair-line increase
in IW (µ = 3.4 > µ = 3.5). Interestingly enough, the score for EN was higher in scenario PW
for this subject (µ = 4.03 > µ = 3.85). The same was true for NV with a higher score in PW
(µ = 3.6 > µ = 3.4). The overt behavior remained similar in both scenarios for this subject
as well.

Figure 8. An ethogram showing event log for S05 under both scenarios, PW and IW. The x-axis
shows time, whereas the y-axis shows durational and non-durational behavior.

6. Conclusions

The aim of this study was to conduct a comparative assessment of two VR experiences
and cross-examine their user-perceived experiential quality against how users behaved
in them. We analyzed the effects of manipulation and effect affordances inside a virtual
architectural interior on the overall sense of presence in users and how they modified their
behavior with respect to these affordances.

On the one hand, our study confirms that IVEs are more than just passive geometries
and that users feel cognitively and emotionally more involved in virtual environments
with action possibilities. The results validated that affordances do positively affect the
presence and user-perceived quality. However, results from observation analysis nullified
our hypothesis that subjects in the IW scenario would demonstrate higher overt-motor
responses to manipulation and effect affordances. Subjects’ overt behavior remained
predominantly unmoved between the scenarios. The longevity of durational events and
frequency of momentary events did not show any significant changes. It is perhaps this
lack of overt activity that caused users not to notice any difference in negative effects
(arising from exaggerated head-movements, etc.) between the scenarios either. We could
observe that:

1. The representationalism (metaphorical affordance) of virtual environments in its
imitation of real-life objects creates expectations that can not be physically met, e.g.,
the door handle.

2. Affordance mismatches resulted in the users appropriating the ready-at-hand tool
(i.e., the handheld controller) in a manner most familiar to them.

3. While VR creates an illusion of real-life behavior with objects, users did not use spatial
literacy; instead, they felt more comfortable relying on familiar digital literacies (like
the pointing and clicking of a mouse).
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4. Metaphorical affordances can be useful when the emphasis is on physical exploration,
and one-on-one imitation of a function may not be preferred—e.g., when designing
immersive-interactive architectural or exhibition tours.

5. Explicit affordances will help when a realistic one-on-one imitation of a function is
required in VEs—design prototyping support, test fixture solutions, etc.

It was also observed that most subjects preferred the point-and-teleport technique to
natural walking. They avoided extending out in space, even when the situation required
so within the IVE. This establishes a premise: investigating whether users’ background
knowledge of multimedia technologies influences their locomotion preferences. Future
studies could include users with lower technological proficiencies to test this. There is
definitely a need to further understand the taxonomy of affordances with respect to virtual
environments. If most VR experiences are to remain similar to real-life, then the designs of
objects and their affordances have to be adjusted to the “human experience” of immersive
media. Our future work will focus more on affordance mismatches and their effects on
coherence and overall plausibility within VEs. We will further work on subjective and
computer-based observation methods to understand mental, behavioral and emotional
affordances and their effects on experiential quality inside IVEs.
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How good are virtual hands? Influences of input modality on motor tasks in 
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A B S T R A C T   

Hand-tracking enables controller-free interaction with virtual environments, which can make virtual reality (VR) 
experiences more natural and immersive. As naturalness hinges on both technological and human influence 
factors, fine-tuning the former while assessing the latter can be used to increase overall experience. This paper 
investigates a reach-grab-place task inside VR using two input modalities (hand-tracking vs. handheld- 
controller). Subjects (N = 33) compared the two input methods available on a consumer grade VR headset for 
their effects on objective user performance and subjective experience of the perceived sense of presence, 
cognitive workload, and ease-of-use. We found that virtual hands (with hand-tracking) did not influence the 
subjective feelings of perceived presence, naturalness, & engagement; neither did it inspire the overall ease-of- 
use while performing the task. In fact, subjects completed the task faster and felt a lower mental workload and 
higher overall usability with handheld-controllers. The result found that in this particular case, hand-tracking did 
not improve the psychological and emotional determinants of immersive VR experiences. The study helps expand 
on our understanding of the two input modalities in terms of their viability for naturalistic experiences in VR akin 
to real-world scenarios.   

1. Introduction 

Advances in consumer-grade VR devices are paving the way for 
natural interactions and direct manipulation of objects inside immersive 
virtual environments (VE). From a behavioral standpoint, VR is an 
advanced human-computer interface that allows users to ”immerse” into 
computer-generated environments and interact in a naturalistic manner 
within them (Slater, 2009). In general, the user-interaction paradigm for 
VR has relied on the use of head-mounted displays (HMD) and handheld 
controllers to freely move, look around, and respond to the various 
directional, visual, auditory, and haptic stimuli within the 360-degree 
omnidirectional VEs (Sheridan, 2016; Slater, 2018). More recently, 
improvements in input modalities on devices like HoloLens, Magic Leap, 
Oculus, etc. have now made non-mediated realistic interactions a pos-
sibility (LaViola Jr et al., 2017) – making VR further attractive for an 
array of training and learning applications (Liagkou et al., 2019; Thor-
steinsson, 2013). VR applications are now useful in safety training in 
mining (Zhang, 2017), virtual assembly and manufacturing (Abidi et al., 
2019; Palmas et al., 2019), medical training (Izard et al., 2018; Pottle, 
2019), motor learning and rehabilitation (Crocetta et al., 2018; Mekbib 

et al., 2020), etc. Advances in the field have made it possible for users to 
apply their spatial awareness, literacies, and skills while performing in 
naturalistic real-world paradigms made possible by realistic, dynamic, 
and multi-sensory VEs (Pfeuffer et al., 2017). In addition to their 
real-world similitude, another benefit of VEs is that they are fully 
controllable. They allow perceptual modifications, task scaling, perfor-
mance measurements, and behavioral observation of participants un-
dertaking activities – well-suited for user experience studies and 
research. 

Interactions within VR are predominantly mediated but natural and 
intuitive interaction has always been the goal (Regazzoni et al., 2018). 
Until recently, hand-controllers have been the primary means to interact 
within VEs but recent advances have made natural interactions a pos-
sibility (Kim et al., 2017; Masurovsky et al., 2020). The availability of 
hand-tracking (use of virtual hands) has been pivotal towards this end. 
In theory, at least, hand-tracking promises more realistic experiences by 
facilitating direct control of objects. Though still nascent, the possibility 
of closer-to-real interactions with hand-tracking will greatly influence 
the effectiveness and reach of VR. Hand-tracking technologies support 
gesture-based interactions with virtual objects/artifacts without the 
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need for handheld-controllers. With time, interactions inside VEs are 
expected to emulate the nuances of the real world with increased 
authenticity. 

Given their potential, this work looks at hand-tracking technology. In 
particular, our study examines how hand-tracking modality compares to 
handheld-controllers in managing basic reach-and-grasp (or, grab-and- 
place) actions. For this purpose, we chose the commercially available 
Oculus Quest VR headset that supports inside-out hand-tracking. We 
intentionally used this standalone device since it offered affordable VR 
solutions for everyday entertainment and use. Our user study looks at 
how well the two input modalities available on the device, in compar-
ison, support basic selection and manipulation operations. 

Further, from a usability and user experience point of view, it is not 
always the case that higher naturalness may also lead to higher per-
formance since the association between realism (i.e., the degree to 
which device interaction resembles features of real life) and the expe-
rience of naturalness is not a linear one (McMahan et al., 2016). Various 
other works have explored the influences of hand visualization on 
learning and task execution within VR (Pastel et al., 2022) (Punako Jr 
and Thropp) (Ricca et al., 2020; Shin et al., 2022). This makes it a point 
of interest to research the influences, and comparison, of input modal-
ities on task performance and overall user experience inside VEs. Studies 
have previously used performance and quality metrics for quantitative 
assessments of VEs (Chiu et al., 2019; Hameed et al., 2021; Suznjevic 
et al., 2017; Wang et al., 2021). Subjective measures such as psycho-
logical aspects (Argelaguet et al., 2016; Lougiakis et al., 2020), cognitive 
loads (Luro & Sundstedt, 2019; Steed et al., 2016), and usability (Jan-
kowski & Grabowski, 2015; Masurovsky et al., 2020; Voigt-Antons et al., 
2020) are also commonly used evaluation methods. These studies 
indicate that user experience and performance inside VR are eventually 
influenced by a combination of technological determinants as well as 
human factors. That the two often overlap and one is not without the 
other. This paper presents, and discusses, the finding from our study that 
compared differences in user experience and user performance while 
performing a reach-grab-place task in VR using two different input 
modality types. 

2. Related Works 

2.1. Interactivity inside virtual environments 

Interactivity is when users can respond, and make changes, to the 
contents of a mediated space. This is built upon three basic components: 
input devices that capture user actions (input modality); display devices 
that present the effect of these actions back to the user (HMDs); and, 
transfer functions that map device movements into movements of 
controlled display or interface elements (mapping method) (Bowman 
et al., 2001). VR systems translate our head and body positions, map 
them to the geometries/elements of the VE, and present it as immersive 
VR inside an HMD. 

A similarity between our interactions within VEs to how we interact 
in the real-world can be marked on a continuum; on the higher end are 
realistic interactions that are loyal imitations of real-world interactions 
whereas non-realistic (symbolic/referential) interactions fall on the 
lower end of the spectrum (Bowman et al., 2012). Both have their uses 
depending on the nature of the task/challenge at hand. The objective 
degree of exactness with which real-world interactions can be repro-
duced inside VEs is defined as the interaction fidelity of the system (Ragan 
et al., 2015). In terms of experience, it is also understood as the degree to 
which actions involved in the performance of a virtual task correspond 
to the actions required for an equivalent real-world task (Jerald, 2015). 
The honesty, or congruence, of interactivity, has noted effects on the 
degree of perceived realism as well (Bowman et al., 2001). Perceived 
realism refers to how closely a virtual world resembles and feels like the 
real world (Weber et al., 2021). It is determined by evaluating both the 
subjective sense of reality (verisimilitude) of the environment and its 

overall perceived credibility (veridicality). Weber et al. (Weber et al., 
2021) note that when using VR, a user will invariably judge the degree of 
realism of the virtual world in terms of its congruence: (1) its sights and 
sounds, and the virtual objects/artifacts contained therein, (2) the 
credibility and plausibility of the plot/scene/situation, and (3) the 
naturalness and ease of interaction within the VE. 

It is important to note that these expectations will inevitably be 
different depending on the content presented to the user. For example, a 
fictitious story or experience in VR may warrant a very different set of 
expectations compared to a VRLE, such as a VR training simulator. The 
latter requires realistic interactions matched to the real-world due to the 
dexterity and precision involved. A user may judge if the size and pro-
portion of the virtual body match their real body, and whether it cor-
responds well to the task at hand. It is intuitive to assume that higher 
interaction fidelity will naturally improve the training effectiveness of a 
VRLE (Hamblin, 2005). But interaction fidelity may also vary in 
requirement with the nature of the task at hand. For example, a higher 
interaction fidelity technique was found suitable for a Virtual Biopsy 
Trainer (Ricca et al., 2017), whereas a low-fidelity system was found 
sufficient for a Laparoscopic Surgical Trainer (Chellali et al., 2016; Kim 
et al., 2003). 

2.2. Natural interaction paradigms for VR 

Interactions inside VR comprise selection and manipulation. An entity 
can be selected via controller input, gestures, or gaze. It can then be 
manipulated via resizing, re-orienting, scaling, rotating, or translating 
the selected object. 

VR systems employ direct and indirect methods for interaction. In-
direct manipulation involves interacting with virtual objects through a 
proxy object like a controller and relying on symbolic referents to build 
an association with the virtual entities (e.g. pressing a button to move a 
box) (Holderied, 2017). Direct manipulation methods involve using our 
bodies to directly interact with entities. An entity can be grabbed 
naturally, using virtual hands, when it is close enough. If it is not in 
reach for direct grasping with the hand, ray-casting (laser-pointer) or 
gaze-based approaches can be used to create that association. 

Current VR systems are increasingly employing interface paradigms 
suited for natural user interactions (NUI), such as, to support direct 
manipulation of objects (via gestures or body movements) without the 
need for communicating with intermedial devices. Hypothetically, 
direct interactions are considered to have a better sense of proximity or 
psychological closeness because of their use of action cues (Hutchins 
et al., 1985). This can bear a positive effect on a user’s perceived realism 
of the VE. It is not to say however that direct manipulation methods do 
not have shortcomings. In fact, they can be exceedingly impractical due 
to either input device constraints like limited tracking range or any 
limitations of the human operators, for example, anatomical challenges. 
Generally speaking, either method appropriately matched to the inter-
action modality and corresponding to the demands of the task will yield 
better performance. Rieke et al. (Riecke et al., 2018) note that interac-
tion effectiveness improves when the selection and manipulation op-
tions of a virtual interface correspond to the speed, range, and tracking 
capabilities of the system, and are complemented by the comprehension, 
skill, and learning capacity of the user (Myers et al., 2019). Unrealisti-
cally complicated interactions and/or expectation mismatches lead to 
adaptation problems and negative human factor implications (Nunnally 
& Bitan, 2006; Våpenstad et al., 2013). If, or not, this also increases user 
experience is another question and one which is not widely explored. In 
their experiments, Voigt-Antons et al. (Voigt-Antons et al., 2020) 
observed that even though participants felt lower control with 
hand-tracking, they still reported a positive user experience. In the case 
of Masurovsky et al. (Masurovsky et al., 2020), lower performance 
metrics were contrasted by high subjective scores reported by users for 
controller-free interaction. Given the novelty and interest in naturalistic 
interactions for VR, it is important to study the various influences input 
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modalities may have on user performance and overall experience. 

2.3. Performing reach-grab-place tasks in VR 

Prehension is the ability to reach for and grasp onto an object. It is a 
fundamental motor skill that allows us to manipulate objects in our 
environment. Prehension involves the coordination of various muscles 
and joints in the hand, arm, and shoulder to position the hand and fin-
gers around an object in a way that allows us to hold onto it firmly (van 
de Kamp & Zaal, 2007). It is an important skill for carrying out basic 
actions in daily life – for tasks such as holding utensils, picking up and 
carrying objects, or manipulating tools and other objects. Several clas-
sifications of human grasp types have emerged over the years (Feix et al., 
2015; Kamakura et al., 1980; Schlesinger, 1919; Sollerman, 1980). 
Various taxonomies classify grasp types into broad categories of power, 
precision, and intermediate type. Further subcategories are based on 
thumb positions and finger/palm contacts. In short, the various pre-
hension types depend on the specific movement and positioning of the 
hand and fingers. 

In VR, prehension would relate to the ability of users to select and 
manipulate virtual objects using either:  

⋅ hand-held controllers, which mimic the movement and position of 
the user’s hands in the VE. These controllers can include buttons, 
triggers, and other inputs that allow the user to perform a range of 
actions, such as grasping, releasing, and manipulating virtual ob-
jects; or  

⋅ hand gestures, also hand-tracking, which allows the VR system to 
detect and interpret the movement and position of the user’s hands in 
the real world and map them onto corresponding hand gestures in 
the VE. This can be done using sensors on the user’s hands or using 
cameras and other sensors to track the movement of the user’s hands 
and fingers. 

In theory, both these methods can enhance the sense of immersion in 
a VE and a user’s perceived realism of the virtual world. But obvious 
caveats remain. For instance, handheld controllers are technically bril-
liant since they allow seamless real-time tracking of the hand location 
within virtual space, but there is still an intermediate device in between. 
Hand-tracking, on the other hand, promises a direct method but one can 
still not fully act upon virtual objects. One can pick them up by envel-
oping them, it is not possible to squeeze or lift them because virtual 
objects don’t have weight, volume, or texture. 

As such, there is good reason for understanding prehension for VR 
given its usefulness in a wide range of tasks, activities, and scenarios 
suited for simulation-based virtual training, assembly, prototyping, etc. 
The abundance of research around prehension in VR is concentrated in 
areas of motor therapy (Kaliki et al., 2012; Sveistrup, 2004; Viau et al., 
2004) and rehabilitation (Grimm et al., 2016; Levin et al., 2015; Merians 
et al., 2006). Separately, in a study with 13 participants, Furmanek et al. 
(Furmanek et al., 2019) compared reach-to-grasp movement patterns 
inside VE to those performed in the physical environment. The com-
parison was based on established kinematic variables and carried out in 
three phases of initiation, shaping, and closure. They found that user 
performances remain similar in both environments with the exception of 
differences found in the closure phase, which was prolonged in VE. In 
another experiment, participants performed a reach-and-grasp task 
under monocular, motion parallax, and binocular viewing conditions 
using a telepresence system (Plooy & Wann, 2000). While a 
prehension-based activity was used, the study however focused on depth 
and distance judgements only. 

2.4. User experience and performance evaluations 

The relationship between user performance and user experience in 
VEs is complementary and multifaceted. Users who are able to 

effectively interact, perform actions, and achieve their goals are likely to 
have a more positive experience. Similarly, users who are more 
immersed, engaged, and satisfied are likely to perform better. The 
interplay of these aspects bears an influence on the overall quality of the 
immersive experience (Brunnström et al., 2013; Perkis et al., 2020). 
From a user perspective, a VR experience amounts to where they are, 
what they are doing, and how they are doing it. Also, otherwise theo-
rized into concepts of immersion, presence, and immediacy. To have 
presence or a “sense of being there” in a mediated space is the success of a 
place illusion (Biocca, 2002; Slater, 2018). Such an Immersion into the 
medium is a user’s response to either system characteristics or the 
content presented or both simultaneously (Nilsson et al., 2016). Finally, 
immediacy, speaks to the interaction fidelity of an immersive media 
experience (McMahan et al., 2016). Realistic interactions (closer to 
natural) have higher immediacy as opposed to unrealistic interactions 
(Liou et al., 2017). 

Broadly speaking, an immersive and authentic VR experience (real-
ism) may draw users in but their interest and motivation depend on the 
engagement/challenge offered by the content/task (involvement) and 
how readily and intuitively the system/interface allows them to perform 
it (usability). Both objective and subjective measures are common 
practices for assessing the aforementioned aspects. In most cases, ratings 
are conducted post-experience after participants have removed their 
head-mounted displays. More recently, researchers (Alexandrovsky 
et al., 2020; Feick et al., 2020; Graf & Schwind, 2020) have tried to 
optimize subjective tools for within-experience use as well. 

For the purposes of this paper, we specifically look at the following:  

⋅ Performance data: provides game-based quantitative data to assess 
the quality of a VR product from the perspective of the user, for 
example, analyzing log data to identify patterns and trends in user 
behavior, and conducting user testing to measure task completion 
time, error rates, and other performance indicators. This data is 
useful for measuring a user’s performance but it can also be crucial 
for understanding and optimizing learning and training environ-
ments (Loh et al., 2015).  

⋅ Psychological and emotional determinants: of the VE are measured 
with the widely used Igroup Presence Questionnaire (IPQ) (Schubert 
et al., 2001). It also broadly considers the verisimilitude and verid-
icality of the virtual world known in terms of its degree of perceived 
realism (discussed in an earlier sub-section). Buttussi et al. (Buttussi 
& Chittaro, 2019) used it in a user study to assess the effects of the 
three locomotion techniques (joystick, teleportation, and leaning) on 
participants. The measurement tool is useful for determining 
perceived interaction fidelity and visual render quality experienced 
by users (Berki, 2020; Blaga et al., 2020; Fromberger et al., 2015). 
The possibility of action is generally seen to influence VR experiences 
(Schubert et al., 2001; Slater, 2018).  

⋅ Perceived mental workloads: provide a good overview of a user’s 
state of mind during the performance of tasks inside VEs (Feick et al., 
2020; Lackey et al., 2016; Zheng et al., 2012). The multi-dimensional 
NASA Task Load Index (NASA-TLX) (Hart, 2006) has been exten-
sively used for this purpose. High levels of cognitive workload can 
lead to frustration, reduced performance, and an overall negative 
experience. Whereas lower levels of workload allow users to effec-
tively engage with the training material and achieve their learning 
objectives.  

⋅ Usability: is primarily the “ease of use” of the VR interface. Usability 
issues can include difficulty navigating the VR environment, diffi-
culty understanding or interacting with the training material, or 
confusion with the interface. In other words, how easy or difficult is 
it to act in the VE. This is especially crucial for successfully using 
VRLEs. Toolkits like the AttrakDiff (Hassenzahl et al., 2008) have 
been used to good effect for measuring and identifying usability and 
desirability issues influencing the effectiveness of VR learning ap-
plications (Chen et al., 2016; Sassatelli et al., 2020). 
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3. Method 

We conducted an empirical study to systematically compare two 
available input modalities on a consumer-grade VR system. It is widely 
hypothesized that the possibility of closer-to-real interactions using 
hand-tracking modality potentially improves our overall experience of 
VR (Haar et al., 2021; Kilteni et al., 2012; Perez-Marcos et al., 2017). So 
we investigate modality influences on user experience and performance 
in simulation-based reach-grab-place tasks in VR. The study additionally 
considers if a visual factor (e.g. changes in the environmental color) will 
also bear influence on users’ perceptions while undertaking the task as 
previously observed (Billger et al., 2004; Felton, 2021). The collected 
results were assessed for the users’ subjective experience (e.g. sense of 
presence, perceived cognitive workload, and ease of use) in correlation 
to their game-based performance metrics. 

A repeated-measures 2 × 2 design was used to compare two input 
modalities across participants performing a reach-grab-place task inside 
a VE rendered at two levels of representational realism. The modality 
type (M) and representation level (R) form our two independent vari-
ables (IV). Each had two levels: M, hand-tracking (M1) and handheld 
controller (M2); and R, saturated (R1) and grayscaled (R2). Giving us 
four variations, see Fig. 1:  

• M1R1 - hand-tracking x colors VE  
• M1R2 - hand-tracking x grayscaled VE  
• M2R1 - handheld-controller x saturated VE  
• M2R2 - handheld-controller x grayscaled VE 

Dependent variables (DV) included user performance metrics and 
scores for user-perceived overall presence, mental workload, and us-
ability from self-reported questionnaires. 

3.1. Participants 

The sample consisted of a mixed demographic of N = 33 participants 
(15 male, 18 female, μ = 24.7 ± 2.3). Participants were recruited via an 
online volunteer portal of the university open to the general public. 
People from diverse backgrounds signed up for the study. They received 
gift cards for their participation. Participants reported their de-
mographic data and knowledge/proclivity for immersive technology at 
the start of the test. Google Forms were used for the pre-study survey. In 
terms of user experience of VR: the majority of participants (n = 22) 
reported “no” experience; a few (n = 6) reported ”some” prior experi-
ence; others (n = 4) had ”intermediate/moderate” experience; and a 
single (n = 1) participant had ”good” prior experience of VR. Similarly, 
only 1 participant had used VR in a lab study before. All participants (n 
= 32) reported at least “some” prior experience with video game con-
trollers and a single (n = 1) participant had previous experience with 
hand-tracking. All participants had normal visual acuity or normal 
corrected visual acuity. 

The study was conducted at the VR/XR labs of the university, see 
Fig. 2. Informed consent was obtained from all subjects involved in the 
study, and institutional ethics were sought prior to the commencement 
of this study. All procedures performed in this study were in accordance 
with the ethical standards of the Institutional Review Board (or Ethics 

Fig. 1. Four variations based on Modality Types (M1, M2) and Representation Levels (R1, R2). (Unreal Engine © Epic Games. Photo: Screenshot Image).  
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Committee), and with the 1964 Helsinki Declaration and its later 
amendments. Experiment protocols and data collection followed the 
guidelines described in ITU-T Recommendations P.809 (ITU-T, 2018), 
P.911 (ITU-T, 1998), and P.919 (ITU-T, 2020). Data presented in this 
study is not publicly available due to privacy protection and is available 
on request only. This research was funded by the NTNU IE Faculty, 
Project No. 63350581770958. The study was conducted during the 

second Covid-19 wave. Strict hygiene protocols were followed during 
test sessions based on the specified SARS-CoV-2 guidelines for educa-
tional institutions. 

3.2. Stimuli 

The VE comprised a virtual room with a table overlooking a window. 
Participants sat at the virtual table to carry out a simple reach-grab-place 
task. The VE was modeled on a 1:1 exactness to the physical laboratory 
where the experiment was conducted; size, 5.4 m by 4.4 m. The model 
was prepared in Sketchup Pro (Version 20.2.172). The door and win-
dows inside the VE matched the physical lab. Similarly, the furniture 
location and orientation were also matched to the physical room. The 
virtual table overlapped the physical table, and the heights were 
matched so that participants would feel a surface under their arms while 
at the virtual table. Textures, lighting, interactivity features, and gami-
fication elements were applied inside Unreal Engine (Version 4.26). 

3.3. Task 

The VR task required the participants to re-organize a number of 
assorted items (N = 15) on a virtual table. At the start of each variation, 
all 15 items would appear on the left-hand side of the virtual table. 
Participants were then required to reach-grab-place each of the 15 items 
one by one to their designated positions on the right-hand side. It was 
important that participants accurately place the objects in their desired 
spots. Participants could orient the items to their liking and ease. Figs. 3 
and 4 show a few select screenshots of the two modalities in action (see 
captions for details). The task required grabbing and moving the 

Fig. 2. A participant using hand-controller modality interacts with the envi-
ronment displayed inside the HMD. 

Fig. 3. Top Left: mobile phone grabbed with virtual hands in M1R1. Top Right: user picks a business card with virtual hands in M1R1. Bottom Left: user places the 
coffee mug with virtual hands in M1R2. Bottom Right: A marker is placed using virtual hands in M1R2. (Unreal Engine © Epic Games. Photo: Screenshot Image). 
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following items:  

• 5 pens into a pen holder  
• 5 paperclips into the clip saucer  
• 2 business cards into the cardholder  
• 1 mobile phone to the mobile phone holder  
• 1 paperweight on top of the paper  
• 1 coffee mug onto a coaster 

All six objects selected for the task required distinct modes of pre-
hension (see Fig. 5). Each required a separate static grip, described 
below (Feix et al., 2015; Kapandji, 1987):  

1. Terminal opposition (Fig. 5A) is a precision grip, which allows one to 
hold a thin object or to pick up a very fine object like a needle or a 
paperclip. The thumb and the tip of the index (or the middle finger) 
come into contact during opposition when fine objects are being 
grasped.  

2. Tetradigital grip (Fig. 3B) is for holding larger objects firmly. With a 
tetradigital grip involving pulp contact, one can hold a pencil, a 
brush, or a pen. The pulp of the thumb presses the object firmly 
against the pulps of the index, middle, and ring fingers.  

3. Subterminal opposition (Fig. 3C) is a grip that involves the sides of the 
fingers and thumb coming into contact with the object, rather than 
the fingertips or palms. It is often used for holding onto thin, elon-
gated objects like paper.  

4. Tridigital grip (Fig. 3D) involves the thumb, index, and middle finger. 
It is a popular grip used for bringing food to the mouth. Subterminal 
tridigital prehension in the case of small round or irregular objects. 

5. Panoramic pentadigital grip (Fig. 3E) involves holding large, flat ob-
jects with the fingers widely separated and the thumb positioned in 
maximal counter opposition. This grip allows one to securely grasp 
such objects.  

6. Three-finger pinch-dorsal contact grip (Fig. 3F) is used for holding 
objects like cups. It involves placing the pad of the index finger at the 
level of the middle phalanx and the radial aspect of the middle finger 
on the cup to provide balance and support. 

A virtual timer kept time for each task. The timer could be stopped if 
the user got bored, frustrated, or annoyed with the input modality or the 
task itself. In such cases, the result would be reported as ”incomplete”. 

3.4. Apparatus 

The VR game was optimized for use in the Oculus Quest VR headset 
(Oculus VR, Inc.”, 2020). The system comprises of a standalone device 
capable of running games and software wirelessly under an 
Android-based operating system. The headset provided a stereoscopic 
viewing using OLED display for each eye, with an individual resolution 
of 1440 × 1600 and a refresh rate of 72 Hz. This headset comes with 
internal cameras for inside-out, positional tracking of movements that 
afford six-degrees-of-freedom, 6DOF. Oculus Quest uses both the Oculus 
Touch (Hand-controller) and also supports controller-free gestures. 
Fig. 6 shows the use of the two modalities. 

Oculus hand-tracking analyzes discrete hand poses and tracks the 

Fig. 4. Top Left: coffee mug placed on the coaster using controllers in M2R1. Top Right: marker placed in the holder using controllers in M2R1. Bottom Left: user 
picks a paper clip using controllers in M2R2. Bottom Right: paper weight placed on the paper in M2R2. (Unreal Engine © Epic Games. Photo: Screenshot Image). 
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position of certain key points on hands in real-time, such as knuckles or 
fingertips. No official accuracy rate was specified for the Oculus Quest. 
Separately, AbdlKarim et al. (Abdlkarim et al., 2023) measured the 
overall performance of the hand-tracking system. At an average, their 
results showed a fingertip positional error of 1.1 cm, a finger joint angle 
error of 9.60, and a temporal delay of 38.0 ms. 

On the handheld-controller, the left or right grip button could be 
pressed to lift any of the six objects. One object could be picked at a time 
by bringing the controller next to it. For hand-tracking, object in-
teractions on the device are limited to basic gestures that include 
(Oculus, 2020): 

Fig. 5. Six objects used in the reach-grab-place task. Each object required a specific static grip to be handled. (prehension illustrations by I.A. Kapandji 
(Kapandji, 1987)). 

Fig. 6. Two input modalities available on Oculus Quest (Oculus Quest © Oculus VR, Inc.).  
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⋅ pointing, users extend their index finger and point it forward. The 
system recognizes it as a gesture for selecting items.  

⋅ pinching, when the thumb and index finger are together, the system 
recognizes it as a gesture used for grabbing the items. 

3.5. Procedure 

The study had four experimental conditions – M1R1, M1R2, M2R1, 
and M2R2. Each participant was to perform under all four conditions. 
The order of the experimental conditions was randomized across the 
participants to avoid sequence effects. The task requirement remained 
the same across the four conditions. However, the input modality and 
degree of representational realism varied in each case (refer to Fig. 2). 

Upon arrival at the lab, participants were briefed on the purpose of 
the study. After signing the consent form, participants filled out a de-
mographic survey. Afterward, participants were seated at a table facing 
a window. The virtual table within the game was matched at 1:1 to the 
physical table. All participants first attempted a physical version of the 
task to familiarize themselves with it so that while performing the task 
within the virtual game they could focus on how to do it rather than what 
to do. Each condition was preceded by a brief instructional phase 
explaining how to use the input modality. Participants were familiarized 
with the manipulation techniques through written instructions, which 
were complemented by a live presentation by the experimenter. The 
procedure followed throughout the test. 

A typical testing session lasted 60 min – divided into four separate 
condition runs. All four experimental conditions were conducted back- 
to-back. A 5–7 min resting period between each test condition allowed 
the participants to recover and avoid eye strain. Each condition pro-
ceeded as follows:  

• A participant would put on the HMD.  
• A task would begin as soon as a participant ”started” the timer.  
• The Participant would perform the reach-grab-place task.  
• Once finished, the user would ”stop” the timer.  
• The Participant would take off the HMD.  
• They would rest for a few mins.  
• The participant then fills out the post-game questionnaires. 

3.6. Measures 

Performance Metrics: refer to the patterns and trends identified in 
user behavior while performing tasks. User performance was judged on 
the basis of a game log generated at the end of each completed task, 
which marked:  

1. Active-Time (AT), the time taken by a user to complete the task.  
2. Object-Pick (OP), number of objects grabbed in the task  
3. Click-Frequency (CF), number of attempted clicks to grab the 

objects. 

Igroup Presence Questionnaire (IPQ): The IPQ is a self-report ques-
tionnaire to measure the sense of presence in virtual reality environ-
ments (Schubert et al., 2001). It contains 14 items rated on a seven-point 
Likert scale ranging from 0 to 6. The IPQ contains three sub-scales that 
measure:  

1. Spatial Presence (SP), related to the sense of physically being in the 
VE.  

2. Involvement (INV), is meant to evaluate the attention devoted to the 
VE.  

3. Realness (REAL), evaluates the sense of reality attributed to the VE. 

These concepts have been covered in the ’Related Works’ section of 
this paper. Additionally, the IPQ contains one general item which as-
sesses the general “sense of being there” (GP), and has high loadings on 

all three factors, with an especially strong loading on Spatial Presence. 
The IPQ has a high reliability (Cronbach’s α = 0.87). 

Cognitive Load (NASA-TLX): The NASA task load index (NASA TLX) 
is a tool for measuring and conducting a subjective mental workload 
(MWL) or cognitive load assessment (Hart, 2006). It allows to determine 
the perceived cognitive load of users while they are performing a task. 
The index rates performance across six dimensions to determine an 
overall workload rating. These are the requirements of:  

1. Mental demand (MD), thinking, decisions, or calculations.  
2. Physical demand (PD), the amount and intensity of physical activity.  
3. Temporal demand (TD), time pressure involved for completion.  
4. Effort (ED), how hard is it to maintain performance?  
5. Performance (RD), the level of success in completing the task.  
6. Frustration level (FD), do you feel secure/insecure or discouraged/ 

content. 

Each question has a rating from 1 to 10, where 1 represents the 
lowest task demand, and 10 represents the highest, with the exception of 
the performance question, where 1 indicates the highest, and 10 in-
dicates the lowest. 

UX Evaluation (AttrakDiff): The Attrakdiff assesses UX-related 
quality perceptions of the game application (Hassenzahl et al., 2008). 
The tool applies a hedonic/pragmatic model of UX. This questionnaire 
evaluates the perceived pragmatic (4 items) and hedonic (4 items) at-
tributes of the interface, as well as its overall attractiveness (2 items), 
using a 7-point semantic differential scale. The tool is effective for sur-
veys due to its easy and intuitive handling. Furthermore, AttrakDiff of-
fers fast and well-visualized illustrations of the results of comparisons of 
different products in terms of the user experience. The use of semantic 
differential makes it possible to narrow down how strongly a user might 
connect a survey term with a certain property of the application. With 
the help of opposite adjectives, users can indicate their perception of the 
application. The word-pairs make a collation of the evaluation di-
mensions possible; these being:  

1. Pragmatic Quality (PQ), describes the usability of a given product 
and how successfully users achieve their goals using it. 

2. Hedonic Quality (HQ), measures emotional reactions of how stimu-
lating/inspiring a product is and whether users identify with it.  

3. Attractiveness (ATT), describes the global value of the product based 
on quality perception, either positive or negative. 

3.7. Analysis 

The IBM SPSS Statistics (Version 28.0.1.0) software was used for 
analysis. Two-way MANOVA (Multivariate Analysis of Variance) was 
used to examine the effects of two independent variables (IV), modality 
type and representation level, on user performance metrics and the user- 
perceived sense of presence, mental workload, and usability. Indepen-
dent observations were collected from a sufficient sample size (N = 33) 
as per ITU-T recommendations (ITU-T, 1998; ITU-T, 2020). Participants 
were equally distributed across all conditions (X4). Scores for N = 1 
participants were excluded on account of being ”incomplete”. Multi-
variate normality, outliers, linearity, multicollinearity, and homogene-
ity of variance were tested before analysis to ensure the assumptions of 
MANOVA (Pallant, 2020). In the event of significant results, further 
univariate analyses were conducted. All analyses considered two inde-
pendent variables (IV x 2) with two categorical groups: M-type (M1, 
M2), and R-Level (R1, R2). Subjects evaluated all four variations of the 
application in a randomized order. 128 data entries (4 per subject X 32) 
were received and analyzed. Below we look at the various dependent 
variables (DV) that included quantitative game metrics (x 3 DVs) and the 
different subscales for IPQ (x 4 DVs), NASA-TLX (x 6 DVs), and 
AttrakDiff (x 3 DVs). The AttrakDiff scores were also additionally 
analyzed using the official online eSurvey tool for AttrakDiff with 
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outputs of portfolio-presentation, diagram of average values, and 
description of word-pairs. (User Interface Design - UID GmbH”). 

4. Results 

In this section, we look at the results of our reach-grab-place task in 
VR. A total of 33 adults were randomly assigned to the four conditions of 
the 2 × 2 design. Scores for only 32 subjects were considered for results 
since N = 1 subjects failed to complete the task. We evaluated the main 
effects and interaction of M (M1, M2) and R (R1, R2) based on the 
performance of the users and their self-reported responses to the sub-
jective measures. Below, we present our results. 

4.1. Performance data 

A two-way MANOVA examined the effects of M and R on the mea-
sures of user performance: AT, OP, and CF. The dataset for AT and OP 
had a positively skewed distribution so logarithmic transformation was 
applied uniformly. Results of Box’s M Test (Equality of Covariance 
Matrices) showed no violation of the assumption (p = 0.26). Significance 
values for Levene’s Test (Equality of Error Variances) (PAT = 0.73, OPOP 
= 0.85, and PCF = 0.37) exceeded 0.05. 

The MANOVA revealed a significant main effect of modality type, F 
(3, 122) = 195.8, p = < 0.001, Wilk’s λ = 0.172, η2p = 0.83. There was 
no significant main effect of representation level, F (3, 122) = 0.85, p =
0.47, Wilk’s λ = 0.98, η2p = 0.02. Nor was there a significant interaction 
effect between modality and representation, F (3, 122) = 0.20, p = 0.90, 
Wilk’s λ = 0.99, 0.005. Follow-up univariate analyses indicated that 
modality type produced significant differences across all three perfor-
mance scores,  

AT: F(1, 124) = 62.74, p = < 0.001, η2p = 0.34                                        

OP: F(1, 124) = 20.1, p = < 0.001, η2p = 0.14                                          

CF: F(1, 124) = 374.8, p = < 0.001, η2p = 0.75                                        

Descriptive statistics for the dependent variables, presented in 
Table 1, shows the number of observations(N), the mean(μ), and the 
standard deviation (SD.) in each group. The table shows both the log- 
transformed and the original data. As shown, users using hand- 
tracking took longer to complete the task (μ = 314s, SD. = 169.42; μ 
= 272s, SD. = 116.58) compared to those using handheld-controllers (μ 
= 152s, SD. = 67.52; μ = 154s, SD. = 104.12). There was no significant 
separation for the mean scores on the basis of levels of representation. 
The mean score for a number of objects grabbed OP, was more in hand- 
tracking (μ = 32, SD. = 17.04; μ = 29, SD. = 11.82) compared to 
handheld-controller (μ = 21, SD. = 9.20; μ = 18, SD. = 8.3). Similarly, 
the number of attempted grabs, CF, was exponentially higher for hand- 

tracking (μ = 399, SD. = 243.65; μ = 371, SD. = 92.1) as well. It indi-
cated that subjects found it harder to grab objects using hand-tracking. 
This difficulty, therefore, can be one reasonable explanation for the 
longer completion times. 

4.2. Sense of presence 

A two-way MANOVA with covariate was conducted to control for 
AT. This was done in consideration of the possible effects the duration of 
time spent within the VE may have on the four IPQ items. The maximum 
Mahalanobis distance value was checked for assumption testing. It was 
15.55, which is less than the critical value of 18.47 (df = 4) required for 
multivariate normality (refer to Table 2). Results of Box’s M Test of 
Equality of Covariance Matrices showed no violation of the assumption 
(p = 0.59). All significance values (PGP = 0.64, PSP = 0.59, PINV = 0.47, 
and PREAL = 0.55) in Levene’s Test of Equality of Error Variances were 
more than 0.05. The scores for the IPQ-items were compiled on a likert 
scale. No statistically significant effects were obtained from the MAN-
OVA results. There was no difference in the means of the four dependent 
variables of IPQ (GP, SP, INV, and REAL) (see Table 3). 

Firstly, there is a non-significant effect of modality type on IPQ 
scores, M: F (4, 120) = 0.734, p = 0.57, Wilk’s λ = 0.98, η2p = 0.024. 
Secondly, there is a non-significant effect of representation level on IPQ 
scores, R: F (4, 120) = 0.670, p = 0.61, Wilk’s λ = 0.98, η2p = 0.022. 
Finally, there is a non-significant interaction effect between modality 
and representation on IPQ scores, M x R: F (4, 120) = 0.158, p = 0.96, 
Wilk’s λ = 0.995, η2p = 0.005. 

We, therefore, fail to reject the null hypothesis, and that neither 
input modality nor visual representation bore significant influence when 
considered jointly for the user-reported IPQ scores. Table 3 shows Means 
(μ) and SDs of the IPQ sub-scales as a function of M-type and R-Level; 
charts are shown in Fig. 5. 

4.3. Mental WorkLoad – MWL 

The perceived cognitive workload, or MWL, for the virtual reach- 
grab-place task was evaluated using the NASA-TLX. A two-way MAN-
OVA assessed the effects of modality and representation on users’ NASA- 
TLX scores. As a preliminary step, we checked for MANOVA assump-
tions. Logarithmic transformation was applied so that all data presented 
normal distribution. The result of Box’s M Test of Equality of Covariance 
Matrices was p = 0.50. Values for the Levene’s Test of Equality of Error 
Variances were: PMD = 0.31, PPD = 0.48, PTD = 0.53, PRD = 0.16), PED =

0.42), and PFD = 0.05. 
All four conditions were analyzed across the six sub-scales. No sig-

nificant effects for representation levels were found on the NASA-TLX 
scores, R: textitF (6, 119) = 0.136, p = 0.99, Wilk’s λ = 0.99, η2p =
0.007. There were also no significant interaction effects between mo-
dality and representation on the indeces, M x R: textitF (6, 119) = 0.684, 
p = 0.66, Wilk’s λ = 0.97, η2p = 0.033. 

The MANOVA revealed a significant main effect of modality type on 
the NASA-TLX indeces, M: textitF (6, 119) = 8.374, p = < 0.001, Wilk’s 
λ = 0.703, η2p = 0.30. Univariate ANOVAs were conducted to examine 
the specific effects of modality type on each subscale item. Below, we 
look at the test for between-subject effects: 

Table 1 
The mean and standard deviation for the four different dependent variables, 
which have been split by the independent variables for all N = 33 participants.  

Item Condition Mean(μ) Std.Dev (SD.) N 

org log org log 

AT M1R1 314s 2.45 169.43 0.21 32 
M2R1 152s 2.14 67.52 0.19 32 
M1R2 272s 2.40 116.58 0.19 32 
M2R2 154s 2.12 104.12 0.24 32 

OP M1R1 32 1.44 17.04 0.25 32 
M2R1 21 1.26 9.20 0.31 32 
M1R2 29 1.43 11.82 0.17 32 
M2R2 18 1.20 8.30 0.28 32 

CF M1R1 399 2.54 243.65 0.23 32 
M2R1 58 1.70 37.15 0.23 32 
M1R2 371 2.52 192.1 0.20 32 
M2R2 66 1.70 65.10 0.29 32  

Table 2 
The critical chi-square values for evaluating Mahalanobis Distance at a critical 
alpha of 0.001 are shown below (Pallant, 2020). Values are shown from 2 to 10 
degrees of freedom.  

df critical value df critical value df critical value 

2 13.82 5 20.52 8 26.13 
3 16.27 6 22.46 9 27.88 
4 18.47 7 24.32 10 29.59  
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• MD: F (1, 124) = 30.5, p = < 0.001, η2p = 0.20  
• PD: F (1, 124) = 36.41, p = < 0.001, η2p = 0.23  
• TD: F (1, 124) = 23.2, p = < 0.001, η2p = 0.16  
• RD: F (1, 124) = 0.60, p = 0.44, η2p = 0.005  
• ED: F (1, 124) = 18.8, p = < 0.001, η2p = 0.132  
• FD: F (1, 124) = 28.9, p = < 0.001, η2p = 0.19 

Significant difference was observed across all indices but PD (p =
0.44). The results indicate that the overall perceived workload was 
higher for hand-tracking (M1) compared to hand-controllers (M2) but 
barely diverged between saturated (R1) and grayscaled (R2) represen-
tations. Table 4 shows both the log-transformed and original means(μ) 
and standard deviations (SD.) in each group. Less cognitive workload 
was required when subjects used the handheld-controller to complete 
the task. Handheld-controllers were least imposing as evidenced by the 
means for M2R2 across all indices: MD (μ = 2.38, SD = 1.24), PD (μ =
2.53, SD = 1.08), TD (μ = 2.78, SD = 1.48), RD (μ = 2.84, SD = 1.65), ED 
(μ = 2.47, SD = 1.63), and FD (μ = 3.06, SD = 1.30). 

4.4. User experience – UX 

The results from the AttrakDiff were compiled into three dimensions 
of pragmatic (PQ) and hedonic quality (HQ), and attractiveness (ATT). 

Prior to a two-way MANOVA, the Mahalanobis distance was checked for 
assumption testing. It maximum value was 14.95, which is less than the 
critical value of 16.27 (df = 3) required for multivariate normality (refer 
to Table 2). Results of Box’s M Test of Equality of Covariance Matrices 
showed no violation of the assumption (p = 0.57). All significance values 
PPQ = 0.16, PHQ = 0.41, and PATT = 0.15) in Levene’s Test of Equality of 
Error Variances were more than 0.05. 

No significant main effects were noticed for R-Level: textitF (3, 122) 
= 1.953, p = 0.125, Wilk’s λ = 0.95, η2p = 0.05. Nor were any inter-
action effect revealed for, (M x R): textitF (3, 122) = 0.335, p = 0.80, 
Wilk’s λ = 0.99, η2p = 0.08. The two-way MANOVA did however reveal 
statistically significant the means of PQ, HQ and ATT when based on M- 
type: F (3, 122) = 7.953, p = < 0.001, Wilk’s λ = 0.84, η2p = 0.16. 

Follow-up univariate ANOVAs examined the specific differences for 
M and R on the three dependent variable individually to identify specific 
differences. Modality type had a significant influence on the usability 
(PQ: p = < 0.001) and desirability (ATT: p = 0.033) of the VR appli-
cation. Whereas representation levels significantly affected intrigue 
(HQ: p = 0.025) and desirability (ATT: p = 0.038) only. 

We further examined the results with the online AttrakDiff tool that 
outputs the following ”Result Diagrams”: portfolio-presentation, dia-
gram of average values, and description of word-pairs. Fig. 7 depicts the 
overlapped portfolio-presentation results for the four conditions. M1R1 
is located in ”neutral” edging towards ”self-oriented”; M1R2 is within 
”neutral”; M2R2 falls within ”task-oriented”; and M2R1 can be seen in 
the ”desired” position with a slight tendency towards ”task-oriented”. 
All confidence intervals are pretty similar in size, indicating that there 
was a general agreement amongst participants in terms of the hedonic 
and pragmatic qualities of the conditions. However, M2R1 visibly has 
the smallest confidence rectangle in the group implying higher reli-
ability and a less coincidental result. The overlapped portfolio- 
presentation clearly demonstrates that confidence intervals are over-
lapping based on M-type, for example, blue over red, and green over 
yellow. This corroborates with the results from our analysis above. 
Subjects found the handheld-controller modality (M2R1 and M2R2) 
better oriented for performing tasks than the hand-tracking modality 

Table 3 
The mean(μ) and standard deviation (SD.) for the four different dependent 
variables of IPQ, which have been split by the independent variables for all N =
32 participants.  

IPQ M1R1 M1R2 M2R1 M2R2 

μ SD. μ SD. μ SD. μ SD. 

GP 4.63 1.62 4.31 1.67 4.93 1.54 4.77 1.62 
SP 4.21 0.71 4.18 0.77 4.27 0.78 4.20 0.89 
INV 4.50 1.37 4.37 1.21 4.81 1.20 4.52 1.23 
REAL 3.61 0.65 3.42 0.70 3.49 0.79 3.35 0.63  

Table 4 
The mean and standard deviation for the six different dependent variables of 
NASA-TLX, which have been split by the independent variables for all N = 32 
participants.  

Item Condition Mean(μ) Std. Dev (SD.) N 

org log org log 

MD M1R1 4.06 1.82 1.86 0.87 32 
M2R1 2.53 1.05 1.65 0.92 32 
M1R2 4.06 1.89 1.52 0.70 32 
M2R2 2.38 1.06 1.24 0.75 32 

PD M1R1 4.06 1.88 1.66 0.69 32 
M2R1 2.59 1.17 1.39 0.79 32 
M1R2 4.19 1.95 1.49 0.60 32 
M2R2 2.53 1.20 1.08 0.66 32 

TD M1R1 4.25 1.92 1.90 0.73 32 
M2R1 2.81 1.257 1.73 0.85 32 
M1R2 4.13 1.91 1.56 0.70 32 
M2R2 2.78 1.27 1.48 0.80 32 

RD M1R1 3.03 1.39 1.51 0.84 32 
M2R1 3.16 1.45 1.51 0.84 32 
M1R2 3.22 1.55 1.31 0.70 32 
M2R2 2.84 1.26 1.65 0.89 32 

ED M1R1 3.60 1.62 1.90 0.85 32 
M2R1 2.75 1.21 1.72 0.85 32 
M1R2 3.97 1.86 1.62 0.62 32 
M2R2 2.47 1.04 1.63 0.88 32 

FD M1R1 4.84 2.15 1.72 0.68 32 
M2R1 3.34 1.53 1.62 0.85 32 
M1R2 4.81 2.18 1.47 0.55 32 
M2R2 3.06 1.47 1.30 0.69 32  

Fig. 7. An overlapped Portfolio-Presentation for the four experimental condi-
tions. Color legend: M1R1 (blue), M1R2 (red), M2R2 (green), M2R1 (yellow). 
(For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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(M1R1 and M1R2). Overall, M2R1 exhibited higher perceived quality 
for participants. 

Findings from the portfolio-presentation can be compared against 
the diagram of average values (Fig. 8) for further insight into perceived 
user experience. The results confirm that M2R1 (PQ = 1.40, HQ = 1.24, 
ATT = 1.85) generally does better (evident by the yellow line). How-
ever, M2R2 scores higher at PQ. M1R2 has the lowest performance (PQ 
= 0.43, HQ = 0.53, ATT = 0.90). The scores for M2R2 oscillate from a 
high for perceived pragmatic quality to a low score for hedonic quality, 
(PQ = 1.44, HQ = 0.86, ATT = 1.28). Overall, perceived usability re-
mains higher than emotional response across all conditions. 

Finally, (Fig. 9) shows the results of the description of word-pairs 
with all scores of the 10 different word-pairs. From the figure, the 
higher scores for M2R1 in terms of user experience are obvious. This 
condition shows superior performance in almost all word pairs (except 
confusing—clearly structured). An encouraging takeaway is that all 
conditions are within the positive user experience range. We can deduce 
that hand-controllers engender higher perceived usability for partici-
pants while at the same time visual realism had a positive emotional 
impact. This trend is most evident in M2R1, which also had the highest 
global value for quality perception in terms of appeal and pleasantness. 

5. Discussion 

For a reach-grab-place task in immersive VR, we systematically 
compared two input modalities (hand-tracking vs.handheld-controller) 
in two visual representation levels (saturated vs. grayscaled). We 
measured objective user performance metrics and subjective user ex-
periences of perceived sense of presence, mental workload, and ease-of- 
use. 

Generally speaking, the two input modalities can be used in VR to 
different effects. Hand-tracking allows users to interact with the virtual 
environment using natural hand gestures whereas a handheld-controller 
uses buttons and triggers to perform actions. Since virtual hands enable 
a more naturalistic interaction compared to handheld-controllers, we 
hypothesized higher ratings on naturalness and intuitiveness. 

5.1. On performance and effectiveness 

We found that the handheld-controller input modality was more 
effective for completing the reach-grab-place task, as it resulted in faster 
task completion times and better object manipulation compared to the 
hand-tracking. This was reflected in the mental workload scores where 
subjects recorded lower loads for handheld-controllers, indicating that it 
may be less cognitively demanding to use. Similarly, subjects also 

ranked the handheld-controller modality higher on task-orientedness 
and the overall appeal of the modality for the said task. However, sub-
jects did not find any significant differences vis-a-vis immersion, 
involvement, and realness between the two input modalities inside VR. 
This suggests that while the handheld-controller may be more effective 
and preferred in terms of practical performance, it does not necessarily 
have a greater impact on the subjective experience of VR for the user. 
Surprisingly, the level of visual representation (saturated to grayscaled) 
also did not seem to have influenced the subjective experience of VR for 
the subjects. 

It is generally considered that virtual experiences that involve 
physical movements can enhance both spatial presence and mental 
immersion. In particular, using interfaces that recall hand gestures from 
daily life is poised to carry a higher sensation (De Paolis & De Luca, 
2020). But our findings confirm the hesitation expressed in earlier works 
that found hand-tracking modules to be perceptively more difficult for 
performance (Caggianese et al., 2018; Ricca et al., 2020; Voigt-Antons 
et al., 2020). This could be because of unfulfilled user expectations about 
the capabilities of hand-tracking (Myers et al., 2019) spurlock-2019. 
There are several factors to consider when comparing hand-tracking 
and handheld-controller input modalities. One important factor is the 
accuracy and reliability of the tracking. Hand-tracking systems may 
sometimes have difficulty accurately tracking the user’s hands, partic-
ularly if the user is making fast or complex gestures. There is no official 
hand-tracking accuracy rate specified for the Oculus Quest device but 
previous works have found it suitable for a wide range of applications 
Holzwarth et al. (2021) (Carnevale et al., 2022). Another common 
limitation with VR headsets (like the Oculus Quest) that provide 
inside-out tracking is having trouble detecting physical hands due to 
self-occlusion (Pacchierotti et al., 2016; Rehg & Kanade, 1995). Several 
subjects faced this issue while performing the task which hampered their 
experience. Handheld-controllers, on the other hand, offered a more 
precise and reliable means of input, as they are not reliant on the 
headset’s tracking capabilities. 

5.2. On actions and expectations 

It is also important to consider the type of tasks that the user will be 
performing. In our case, the reach-grab-place task used in this experi-
ment required the subjects to use different prehension types to grab the 
specific objects. We had considered that hand-tracking may be more 
suitable for the reach-grab-place task – due to the fine motor skills or 
precise hand movements involved – as it will allow users to use their 
own hands rather than relying on a physical controller. Here it is 
worthwhile to revisit the grips illustrated in (Fig. 3) of this document. 
The illustrations show six distinct ways in which the six respective ob-
jects are to be held. This is contrasted by the simplistic single ”pinch” 
gesture currently available on the VR system. For example, lifting the 
paper clips using the terminal opposition grip had the best coincidence 

Fig. 8. Diagram of Average Values for the four experimental conditions. Color 
legend: M1R1 (blue), M1R2 (red), M2R2 (green), M2R1 (yellow). (For inter-
pretation of the references to color in this figure legend, the reader is referred to 
the Web version of this article.) 

Fig. 9. Description of Word-Pairs for the four experimental conditions.  
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with the ”pinch” gesture supported by the VR headset. A close second 
was the subterminal opposition grip used for grabbing the two business 
cards. However, subjects had to use the same pinch gesture to grab and 
move the virtual mobile phone. This is a sharp departure from the real- 
world operation, or natural prehension, where the panoramic penta- 
digital grip is often used to lift objects of that shape. Isomorphic map-
ping is responsible for establishing a relationship between elements in 
one system (such as physical movements or actions) and corresponding 
elements in another system (such as virtual movements or actions) 
(Hutchins et al., 1985). This can be useful for creating a sense of im-
mersion or presence in a VE but as we found out a mismatch could result 
in the opposite. Technological limitations with isomorphic mapping of 
real hands may contribute to lower scores. This is because in real-world 
conditions an activity like holding a mug would prompt an instanta-
neous, automatic response to the stimuli by the subjects. The grip 
mismatch in VR suddenly demanded more mental processing for the 
same task. Something that should have been ready-at-hand (transparent) 
was all at once present-at-hand (opaque) (Coyne, 1994). It is imaginable 
why such interactions might be perceived as counter-intuitive and why 
such operational mismatches might negatively affect the user-perceived 
realism or naturalness of the environment (Hameed & Perkis, 2021; 
Weber et al., 2021). 

5.3. On usability and demand 

One more factor to consider is the user’s level of comfort and ease of 
use. In our analysis, we found a significant difference between the 
handheld-controller and hand-tracking in terms of usability – the former 
was perceived as being more useable. We found that the controller-free 
modality continuously performed in the ”neutral” zone, which is not 
discouraging but did not receive the high user experience valuation we 
had hypothesized (Masurovsky et al., 2020). Overall, the 
controller-in-a-realistic-scenario (M2R1 variation) outperformed across 
the AttrakDiff dimensions showing that user experience draws a sensi-
tive balance between achieving goals, maintaining desirability, and 
remaining instinctive at the same time. 

The preference for the controller modality was most pronounced 
across the mental workload indices of NASA-TLX where users indicated 
a higher effort of the mental processing of information and individual 
reactions when using virtual hands. Mental-, physical-, and temporal- 
demands almost halved when users switched from virtual hands to 
controller-based interactions. This suggests that controller-based in-
teractions had better intuitiveness, contrary to our initial hypothesis, 
and hand-tracking was perceived as significantly frustrating and 
demanding. This can also be attributed to learned digital literacies 
(Riecke et al., 2018), since all (N = 32) subjects had reported prior 
knowledge of controllers. It would appear that though closer-to-natural, 
hand-tracking still required some getting-used-to before requisite pro-
ficiency for the VR task could be met. So a learnability component may 
have influenced perception (Drew et al., 2018). Conversely, 
handheld-controllers offered a more familiar, stable, and ergonomic 
means of grabbing the objects; and, because subjects using controllers 
did not expect to grab virtual objects with natural prehension, this is 
why effects of expectation mismatch were also absent. The results 
indicate that unreliable behavior of the input modality can adversely 
impact user performance and overall experience. 

5.4. Limitations 

In our study we only assessed the wireless Oculus Quest 1 due to its 
affordability and wide access. This can be seen as a limitation. Also 
because this was not the most advanced, or current, inside-out system at 
the time. The use of a high performing and stable system may have 
provided a more responsive experience. Another noticeable limitation 
was the requisite digital literacy of the participants. Hand-tracking 
technology is still in its nascency. Familiarity with the technology, 

understanding of the interface, and comfort of use amongst users is still 
far limited compared to the ubiquitous handheld-controller devices. 
This limitation should be met as the technology becomes mainstream. 
Finally, and in retrospect, only 2 out of 6 grip types coincide with the 
gesture supported by the VR system. The number and/or variety of 
prehension types used for the task could be reduced for efficiency pur-
poses. Especially because despite the simplicity of the reach-grab-place 
task, an obvious limitation was the availability of only a single selection 
and manipulation gesture, pinch, on the Oculus Quest system. 

6. Conclusion 

In summary, our study looked at the potential for common imple-
mentation of hand-tracking VR interface by comparing it to handheld- 
controller in a virtual reach-grab-place task representative of real- 
world motor performance. We also investigated if enhancing the vi-
sual realism (level of representation) of the environment alongside 
natural gestures improved subjective evaluations of presence, mental 
workload, and ease-of-use. The results of the statistical analysis show 
that visual realism had no effect on user performance and surprisingly 
nor did it have an effect on their subjective experience of the VE. 
Regarding interaction, we found that input modality did bear significant 
influence on user performance and overall experience. Subjects took 
lesser attempts at grabbing virtual objects using handheld-controllers 
and reported efficient completion times. With hand-tracking they took 
longer to complete the same task and reported higher perceived mental 
workload scores. There was a significant difference in the ease-of-use of 
the two modalities. Subjects found handheld-controllers to be more task- 
oriented and appealing compared to hand-tracking. Lastly, the subjec-
tive feeling of immersion, perceived realism, and engagement within the 
VE did not differ much across the four experimental variations. Our 
results do not support the hypothesis of higher naturalness and user 
experience for hand-tracking in its current state. However, as familiarity 
with hand-tracking increases and technical issues are progressively 
overcome, this may change. Just like touch interfaces were inferior to 
mouse point-and-click for many years before becoming commonplace. 
From a research perspective, it would be interesting to see if iterative 
improvements in hand-tracking technologies – enhanced scope and 
range of available gestures – may come to surpass handheld-controllers 
in the future. The results of this study make a good case for taking a 
closer look at performative and experiential aspects of gesture-based 
modalities. The authors are currently investigating the particularities 
of manipulation in hand-tracking with respect to its action possibilities, 
or affordances. For future research, the perception of object affordances 
within VR has been highlighted as an area for investigation, because 
understanding object manipulation from an affordance point-of-view 
can help achieve interfaces and mechanisms that are effective and effi-
cient for VR interactions. 
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