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ABSTRACT The detection of fake news and harmful languages has become increasingly important in
today’s digital age. As the prevalence of fake news and harmful languages continue to increase, so also is
the correspondent negative impact on individuals and the society. Researchers are exploring new techniques
to identify and combat these issues. Deep neural network (DNN) has found a wide range of applications
in diverse problem domains including but not limited to fake news and harmful languages detection. Fake
news and harmful languages are currently increasing online and the mode of dissemination of these contents
is fast changing from the traditional unimodal to multiple data forms including texts, audios, images and
videos. Multimedia contents containing fake news and harmful languages pose more complex challenges
than unimodal contents. The choice and efficacy of the fusion methods of the multimedia contents is one
of the most challenging. Our area of focus is multimodal techniques based on deep learning that combines
diverse data forms to improve detection accuracy. In this review, we delve into the current state of research,
the evolution of deep learning techniques that have been proposed for multimodal fake news and harmful
languages detection and the state-of-the-art (SOTA) multimedia data fusion methods. In all cases, we discuss
the prospects, relationships, breakthroughs and challenges.

INDEX TERMS Fake news, abusive language, deep learning, hate speech, harmful languages, deepfake,
offensive language, toxic language, online trolling, cyberbullying, cyberaggression, extremism, multimedia
data fusion.

I. INTRODUCTION
In recent years, the proliferation of fake news and harmful
languages across various online platforms especially social
media has become a serious issue of concern. As technology
advances, so do the techniques used to deceive and harm
through these platforms. Detecting and mitigating the spread
of such contents has become a priority for researchers and
governments. Disinformation has been described as any
deliberate fabrication of false information and presented as
real in order to mislead readers [9]. Fake news is a particular
form of disinformation that has been deliberately fabricated
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with emotionally-charged contents, imitating mainstream
news with the main goal of deceiving the reading audience.
Often misconstrued as fake news is misinformation, which
also contains incorrect information and also misleads readers
but which is unintentional. Harmful languages on the other
hand involves the use of languages that attacks the dignity
of an individual, a group of persons or a community.
Harmful languages are so-called because they involve target
entities which are directly or indirectly harmed. Diverse
works in literature have tried to categorize harmful languages
based on how harsh and extreme the contents are. Some
of these categorizations include but not limited to the
following; hate speech, offensive language, cyberbullying,
abusive language, radicalization, extremism among others.
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For instance, Law Insider,1 defines abusive language as
“the use of remarks intended to be demeaning, humiliating,
mocking, insulting, or belittling that may or may not be
based on the actual or perceived race, color, religion, sex,
national origin, sexual orientation, or gender identity of
an individual”. It also defines offensive language as “any
utterance which is blasphemous, obscene, indecent, insulting,
hurtful, disgusting, morally repugnant, or which breaches
commonly accepted standards of decent and proper speech”.
These diverse categorizations are often used interchangeably
and are sometimes difficult to differentiate. An example of
this difficulty can be noticed in the attempt of [110] to
differentiate between hate speech and offensive language
wherein they explained that hate speech is directed at a
particular individual or a group based certain attributes while
offensive language is not directed at neither an individual
nor a group. However, in reality it is known fact that both
can be directed at an individual and/or a group. Both fake
news and harmful languages are serious societal problems
and propagators are now using multiple data forms to spread
these contents. The data medium of spread of fake news and
harmful languages has shifted from the traditional text and
now includes data forms such as video, audio, images and
memes.

Technology has advanced rapidly in recent years, giving
rise to numerous possibilities and opportunities. One of
the notable advancements is in the field of deep learning,
a subfield of Machine Learning that deals with complex
problems and large datasets using multiple neural network
layers. Deep learning techniques have revolutionized various
fields, including natural language processing (NLP) and
computer vision. One area that has benefited greatly from
this advancement is the detection of fake news and harmful
languages in multimedia data. By combining textual and
visual information, researchers have been able to develop
powerful models capable of identifying deceptive and
harmful languages in online platforms.

Deep learning techniques have gained significant attention
in recent times due to their ability to handle complex data and
extract patterns. They have become increasingly important in
the field of natural language processing. These techniques
have shown great promise in various applications, such
as computer vision, language understanding, and sentiment
analysis. In recent years, there has been a growing interest
in leveraging deep learning for detecting multimodal fake
news and harmful languages. This is due to the rising
concerns about the spread of false information and harmful
languages on social media. This field combines natural
language processing, computer vision and audio analysis to
analyze different types of data sources and uncover deceptive
or harmful languages. It is important to conduct reviews
that explore different approaches and models used in this
domain in order to track progress and identify challenges.
By examining various techniques on deep learning techniques

1Lawinsider.com

for multimodal fake news and harmful languages detection,
researchers can identify the strengths and limitations of
existing methods, gain further insights and propose better
innovative solutions. In this review, we explore the different
multimodal fusion approaches and deep learningmodels used
for multimodal fake news and harmful languages detection.

The rest of this article is structured in the following order:
Section II briefly discusses the interconnection between
fake news and harmful languages, highlighting the common
effect of both. In section III, we survey related reviews
on multimodal fake news and harmful languages detection.
Section IV presents an overview of data modalities. Section V
presents an overview of multimedia data fusion techniques.
A survey of deep learning techniques and experimental
datasets for fake news and harmful languages detection
are discussed in section VI. Section VII discusses the
evaluation metrics used in fake news and harmful languages
detection. Section VIII presents the challenges in multimodal
content understanding in the context of fake news and
harmful languages detection while Section IX identifies
future research direction. Lastly, Section X concludes the
paper.

II. FAKE NEWS AND HARMFUL LANGUAGES; THE
COMMON EFFECT
[9] posit that both fake news and any form of harmful
languages are societal menaces with a common effect of
causing harm to the entity or group of entities they are being
directed. Though fake news may not be directed at specific
targets, they are however harmful because a disinformed
entity (individual, group or community) constitutes danger
to the entity and the larger society. Both fake news and
hate speech for instance, can easily cause emotional torture
to their victims. Reference [9] further opine that fake news
and harmful languages are often intertwined in the sense
that hatred mostly breeds fake news. In some cases, harmful
languages are inserted in fake news. Furthermore, fake news
about a person or race can also trigger reactions that can lead
to the use of harmful language. In consequence, harm to a
person or group of persons can lead to other effects such as
protests, litigations among other actions. The resultant effect
is illustrated with FIGURE 1. As a result of the identified
common effect, techniques and evaluation used in both tasks
are similar. It is therefore logical to review research works on
both together.

III. RELATED REVIEWS AND CONTRIBUTIONS
There have been quite a few surveys/reviews on deep learning
for the detection of fake news [3], [41], [67] and harmful
languages [44]. To the best of our knowledge, standard
reviews on multimodal deep learning studies for fake news
detection is currently limited to one [25] and none for
harmful languages except a survey on general multimodal
hate speech detection [19]. This is partly because multimodal
studies for both tasks are still emerging rather than being
extensive. Reference [25] surveyed deep learning techniques
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FIGURE 1. Common effect of fake news and harmful languages.

used in multimodal fake news detection specifically focusing
on state-of-the-art works, datasets and fusion techniques.
On harmful languages, [19] presented a general review of
multimodal hate speech detection. In contrast, we focus on
deep learning methods for harmful languages encompassing
hate speech, cyberbullying, offensive language etc. In a
slight departure from the prior reviews, we expand the
reviewed deep learning techniques based on current research,
categorize them using the proper perspectives, identifies their
strengths and weaknesses and the challenges. Furthermore,
on multimedia data fusion strategies, we define two major
categorization criteria. On the categorization based on model
development stage, we expand the scope from the two
identified by [25] to four and explores the details of each
technique. On the categorization based on how features or
weights are combined, we also discuss new techniques not
discussed in prior works. Furthermore, we went further to
explore a joint training technique in which each modality
contributes to the overall decision of a deep neural model
by jointly optimizing a shared objective function. In order
to stimulate researchers to gain further insights on the
tasks, we severally discuss the techniques used in the
two tasks.

IV. OVERVIEW OF DATA MODALITIES
In this section, we explore the possible data forms used in
multimedia content understanding including for fake news
and harmful languages detection. These modalities include
text, image, audio, memes and video.

A. TEXT
Text has been the traditional medium for the propagation of
fake news and harmful languages. This situation, we believe
is due to the fact that text is the easiest and most readily
available tool for propagating these contents. It involves
combination of alphabets, numbers and special characters to
convey statements and/or questions which can be understood
by both humans and machines. They are represented by text
document formats such as txt, doc, pdf etc. Some of the deep
learning methods which rely only on text for fake news and
harmful languages include [58], [71], [89], [92] and [50],
[74], [85], [111] respectively.

B. IMAGE
Image is also one of the modalities used for fake news and
harmful languages propagation. Their use is not however
as prevalent as texts. An image is a still photographic
representation of an entity in time. In most cases, images
often complement texts. In news articles for instance, the
purpose is to capture a scene illustrating the subject/content of
the news. In multimodal fake news detection, image can be an
important component for detecting fakeness by determining
if the image has been distorted or if the image illustration
does not agree with the news subject or content. The latter is
especially applicable in deepfake detection. One of the very
few works on fake news detection using deep learning is the
work of [64] and [102] who developed a framework for fake
news detection through image analysis using a transformer.

C. MEME
A meme is a visual representation of either an image, a short
animated image or video meant to convey humour and often
used on social media. Some of the images in datasets used
for fake news and harmful languages are actually memes with
some having texts inserted within them [52], [76], [93], [99].

D. AUDIO
An audio is a sound recording of events mainly voice used for
auditory purposes. Audio has been utilized in tasks covering
both fake news and harmful languages to change a real
narrative with falsehood with the intention of propagating
hate, propaganda, extremism among others. Most of the
applications of audio are on spoof and deepfake [4].
Audio-based learning techniques for fake news detection
include [11], [98], [101], [104]

E. VIDEO
A video is a continuous or moving visual representation of a
scene or sequence of events. Usage of videos for the detection
of fake news and harmful languages are also not as common
as text. This perhaps due to the fact that videos considerably
translates to reality and the ease with which tampered videos
can be detected. Videos are sometimes accompanied by
corresponding audio components at a point in time. Some
of the rare works based on deep learning include ones
for detecting offensive video [2] and inappropriate contents
(extremism, hate speech etc.) [5] in videos.

V. OVERVIEW OF DEEP LEARNING-BASED MULTIMEDIA
DATA FUSION TECHNIQUES
Multimedia data fusion is the process of combining individual
data forms as a single contiguous structured data. The
techniques for combining multimedia data cut across the
tasks of fake news and harmful languages. We therefore
discuss them in these contexts and with reference to relevant
works on deep learning for both tasks. A typical multimodal
fusion merges data either at the level of raw data, features
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or layer weights as illustrated in FIGURE 2, where m is the
number of data media involved.

We categorize fusion techniques of multimedia data
according to the following criteria:

• Stage in the model development where the fusion takes
place

• How features or weights are combined in the model

A. DATA FUSION BASED ON STAGE OF OCCURRENCE IN
THE MODEL DEVELOPMENT
We extended the two types identified by [25] to three with
additional details. The following are the types:

• Early fusion: Early fusion otherwise known as data-
level or feature-level fusion occurs at the very early
stage of model development before any network layer.
It occurs at the raw or preprocessed data stage or just
when features have been extracted from the raw data.
An illustration of early fusion is presented in FIGURE 3.
Dotted arrows denote possibility of fusion of the
source data forms. A major challenge in fusing raw or
preprocessed data is how to combine the heterogeneous
data forms in a way that can be processed by the
deep neural network. Fusion is easier for features. One
strategy to overcome the challenge is to employ tools
which combines computer vision and machine learning
to unify the data [9].

• Intermediate Fusion: Intermediate fusion merges layer
weights at any point within the network layers and
produces a single fused weight that is passed to an acti-
vation function for decision making. It should be noted
that intermediate fusion can be progressive, in which
multiple fusions occurs within a multilayer network.
FIGURE 4 shows an illustration of intermediate fusion.
Dotted arrows indicate fusion can take place from any of
the layers.

• Late Fusion: Late fusion is also known as decision-level
fusion. In late fusion, a full model for each modality is
first developed. The outputs (decisions or probabilities)
of the individual models are then merged. FIGURE 5
illustrates late fusion. For a multimedia content with
m number of modalities, a deep neural model with n
number of layers combines the outputs of m number
of models corresponding to each modality to a single
output.

• Hybrid Fusion: Hybrid fusion combines the charac-
teristics of two or more of early, intermediate and late
fusion.

B. DATA FUSION BASED ON HOW FEATURES OR WEIGHTS
ARE COMBINED IN THE MODEL
These categories of fusion perform some arithmetic or
merging operations on features or weights. Each of these
techniques are applicable at either some or all stages of a deep
neural model. These techniques require that the dimensions
of the individual features or weights be uniform otherwise
dimension normalization needs to be done to make them

uniform. The following are the fusion techniques based how
data features or layer weights are merged:

• Concatenation: Concatenation is by far still the most
popular choice of multimodal fusion. Let xi denote a
data modality and n the total number of modalities
to be fused, the concatenation operation on the set of
modalities x1, . . . , xn is given by y, the fused data as
presented in equation (1):

y = x1 ⊕ x2 ⊕ . . . . . . ⊕ xn (1)

Concatenation operation can be applied at early and
intermediate stages of model development. For each
modality with dimensionm, the concatenation operation
results in m× n features or weights.

• Summation: Summation operation [8] adds features
or weights of each modalities under consideration. Let
xi denote a data modality and n the total number of
modalities to be fused, the addition operation on the set
of modalities x1, . . . , xn is given by y, the fused data as
depicted in equation (2):

y = x1 + x2 + . . . . . . + xn (2)

Addition operation on a set of features or weights return
the same dimension as those of the uniform individual
modalities. Summation operation can be applied at all
the stages of the model development.

• Multiplication: The multiplication operation when
performed on a set of features or weights gives the
product of the elements. Let xi denote a data modality
and n the total number of modalities to be fused,
the multiplication operation on the set of modalities
x1, . . . , xn is given by y, the fused data as presented in
equation (3):

y = x1 ⊙ x2 ⊙ . . . . . . ⊙ xn (3)

The dimension of the resulting features or weights
remain same after multiplication operation. The mul-
tiplication operation can also be applied at all stages
of a deep neural model development. However, the
summation operation can be used as a form of voting
technique in late fusion, in which case the decisions
(probabilities) produced by individualmodels developed
from each of the modalities are summed to obtain a final
decision.

• Average: The average operation [8] computes the mean
of corresponding features or weights belonging to the
modalities under consideration. Let xi denote a data
modality and n the total number of modalities to be
fused, the average operation on the set of modalities
x1, . . . , xn is given by y, the fused data as shown in
equation (4):

y =
1
n

n∑
i=1

xi (4)

Average operation is also applicable at all stages of
a deep neural model development. The dimension of
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FIGURE 2. Multimedia data fusion.

FIGURE 3. Early fusion.

the resulting features or weights remain same as the
original dimensions of individual source data. However,
the average operation can be used as a form of voting
technique in late fusion, in which case the average of
decisions (probabilities) produced by individual models
from each of the modalities is computed, on which basis
the final decision is decided.

• Maximum: The maximum operation [8] compares and
obtains the maximum of the feature vectors or weights
of two or more modalities. Let xi denote a data modality
and n the total number of modalities to be fused, the
maximum operation on the set of modalities x1, . . . , xn
is given by y, the fused data as shown in equation (5):

y = max(x1, x2, . . . . . . , xn) (5)

Similar to the average and summation operations, the
maximum operation can also be used as a form of
majority voting technique in late fusion in which case
a model from among the individual models with the
highest probability is selected as the final decision.

• Mode: The mode is the most frequent class predictions
determined based on the output probabilities from
models of individual modalities. It is used for majority
voting where the final class prediction is determined by
a simple majority based on the mode of the multimodal
class predictions.

C. JOINT MULTIMODAL TRAINING OF MODELS
Some works have also explored the possibility of joint
training using multiple models, one for each modality under
consideration. This approach is a form of late fusion.
However, the output from individual layers are not directly
merged but features are trained jointly with individual or
shared objective function which the models seek to optimize.
In other words, each model contributes directly to the final
decision. In some cases, it is possible to assign weights
to each model. This weight determines the proportion of
contribution to the overall decision. Reference [7] applied
joint training of aspect-level and document-level models
for aspect-based sentiment classification. In the study, the
author used a document level weight λ to assign the
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FIGURE 4. Intermediate fusion.

contributing weight of the document-level model to the
overall model. Results show that this technique is effective
as it achieved state-of-the-art performance. In another work,
[107] optimized a joint objective for parameter learning. They
particularly designate hate speech and sarcasm as primary
and auxiliary tasks and treated as separate models for the
purpose of cross-task transfer learning.

VI. SURVEY OF DEEP LEARNING TECHNIQUES AND
DATASETS FOR MULTIMODAL FAKE NEWS AND
HARMFUL LANGUAGES DETECTION
In this section, we discuss state-of-the-art multimodal deep
learning techniques for fake news and harmful languages
detection. We do not intend to delve into the core details
of the algorithms themselves to prevent proliferation of
literature which is already sufficient on each of the algo-
rithms. We discuss these works severally for fake news and
harmful languages detection according to the combination
of modalities used. These algorithms comprises several
categories of neural networks ranging from Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN),
Graph Neural Network (GNN), attention-based network,
Generative Adversarial Network (GAN), transformers and
hybrid methods. Some of the prominent algorithms used for

these tasks include but not limited to ones based on Convo-
lutional Neural Network [31], traditional Recurrent Neural
Network [84], Long Short-Term Memory (LSTM) [39],
Bidirectional LSTM (BiLSTM) [36], Gated Recurrent Unit
(GRU) [21], Bidirectional Gated Recurrent Unit (BiGRU)
and attention-based approaches [10], [62]. We further present
overviews of datasets used in both tasks.

A. DEEP LEARNING TECHNIQUES FOR MULTIMODAL
FAKE NEWS DETECTION
In this section, we discuss relevant works on deep learning
for multimodal fake news detection. TABLE 1 shows the
surveyed models for fake news detection, the underlying
deep learning architecture, the modalities involved, the fusion
technique(s) and the experimental datasets used.

1) TEXT AND IMAGE
The use of image and text for fake news detection using
deep learning techniques is by far the most commonly used
combination of modalities. The work of [103] is identified
to be one of the earliest attempts on multimodal fake
news detection. In their work, they developed an end-to-
end architecture based on a neural model called EANN. The
architecture comprises three primary components namely

76138 VOLUME 12, 2024



E. F. Ayetiran, Ö. Özgöbek: Review of Deep Learning Techniques

FIGURE 5. Late fusion.

a multimodal feature extractor, a fake news detector and
an event discriminator. The multimodal feature extractor
component comprises two sub-components; a text features
extractor and a visual features extractor. Each of the compo-
nents interrelate for multimodal fake news detection. They
evaluated this framework on two standard datasets which
depict improvements in performance over the baselines.
Similar to EANN is MVAE [51]. MVAE used variational
autoencoder for classifying multimodal news contents as real
or fake. MVAE consists of an encoder, a decoder and a
fake news detector. Both the encoder and the decoder each
comprises a text and visual extractor. While the encoder
basically encodes the multimodal inputs and outputs a shared
representation of learnt features as latent vectors, the decoder
reconstructs the latent vectors. The decoder receives the
encoded representations as input, which consequently passes
its own output to the fake news detector as input. The fake
news detector classifies news contents based on the encoded

representations together with the sum of reconstructed and
Kullback-Leibler divergence losses. In terms of performance,
MVAE outperforms EANN and other baselines with signif-
icant improvements. SpotFake, proposed by [96] employs
pretrained transformers to incorporate contextualized textual
information and image recognition into multimodal fake
news detection. Precisely, they employ Bidirectional Encoder
Representations from Transformers (BERT) [27] and VGG-
19 [94] to extract textual and image features which were
combined for the classification. The goal is to achieve a pure
classifier without any other underlying task. Experimental
results produced by SpotFake on the same evaluation datasets
as EANN and MVAE show marginal gain on only one of the
datasets. In order to validate a created dataset named News-
Bag [47] experimented with some reproduced deep neural
techniques and models. MVAE is one of the top performing
according to the presented results. Reference [114] opines
that identification of irrelevant images in news contents can
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TABLE 1. Models based on deep learning for multimodal fake news detection. keys: T&I - text and image, T&V - text and video, A&V - audio and video,
T&A&V - text, audio and video.

help can detect fake news in multimedia contents. Based on
this notion, they developed a model named SAFE. SAFE is
based on similarity between text and corresponding images
in multimedia news contents. SAFE extended a CNN-based
method for textual and visual features extraction. Images
are first converted to text using image captioning. The main
crux of SAFE is the computation of similarity between
text and image features which serves as main optimization
values for learning other model parameters. In another work,
[33] leverages textual, visual and semantic information for
fake news classification using a neural classifier. Textual
and semantic features include embeddings of posts and

sentiments respectively while visual features comprise image
tags and local binary patterns (LBP). Experiments were
carried using three datasets. In a later work, [34] extended
their earlier work using multiple image information as visual
features. In contrast to the earlier use of word embeddings and
image tags/local binary patterns, they instead use BERT [27]
and VGG-16 [94] for text and image representations
respectively. The crux in both works is the computation
of semantic similarity between textual and visual features.
Reference [65] proposed an approach based on Hierarchical
Attention Network (HAN), image captioning and forensic
analysis to tackle the task of fake news detection with
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specific focus on fake images in multimedia news contents.
In addition they used headlines matching news contents
with other algorithms such as Noise Variance Inconsistency
(NVI) and Error Level Analysis (ELA) specifically to detect
fake images. The end product is an ensemble method which
combines these algorithms having being tested severally.
Overall result shows that the ensemble method outperforms
individual algorithms, also against the considered baselines.
Still on fake images in multimedia news contents, [95]
proposes an approach to detect fake news using a variant
of CNN (EfficientNetB0 [100]) and sentence transformer
(RoBERTa [59]) for visual and text representations respec-
tively. While their approach achieves a superior performance
over baselines on English dataset, it produces inferior
performance on the Chinese dataset. Multimodal Consistency
Neural Network (MCNN) [106] is a related network-based
work. MCNN consists of five subnetworks namely; a text
feature extraction component, a visual semantic feature
extraction component, a visual tampering feature extraction
component, a similarity measurement component and a
multimodal fusion component. Experiments with MCNN on
four benchmark datasets depict improvements over compared
baselines. In another work, Multimodal Fusion with Co-
attention Networks (MCAN) [105] was proposed. MCAN
includes a co-attention block, a co-attention layer and
multiple co-attention stacking on spatial-domain, frequency-
domain and textual features. MCAN outperforms compared
baselines on two domain datasets. Reference [78] posits
that modeling images’ semantics as a supplement to text
constrains their performance. As a result of this notion, they
propose a architecture called “EM-FEND” based on three
text-image correlation clues that can improve multimodal
fake news detection if exploited. These clues include entity
inconsistency, mutual enhancement and text complement.
“EM-FEND” fuses multimodal features based on these clues
using multimodal co-attention mechanism. They experi-
mented on two datasets covering two languages and reported
state-of-the-art results. Cross-modal Ambiguity Learning
(CAFE) model was proposed by [18]. CAFE comprises three
modules namely; a cross-modal alignment module, a cross-
modal ambiguity learning module and a cross-modal fusion
module. The main goal of CAFE is adaptive aggregation
of unimodal features and cross-modal correlations. CAFE
was evaluated on two datasets and shows improvements over
compared baselines. A model (TTEC) based on contrastive
learning, back-translation and multi-head attention was
introduced [42]. TTEC utilized BERT for back-translation of
the text modality while contrastive learning was utilized for
image modeling. The entire methodology involves text data
augmentation and back-translation, multimodal information
encoding (text and image), data fusion, followed by joint
learning of fused feature representation with multi-head
attention and contrastive learning. The multi-head attention
serves as the main learning model while the contrastive
learning serves as an auxiliary model to enhance the
effectiveness of training. A dataset based on COVID-19 was

used for experiment. Experimental results improve compared
baselines. The compared baselines included a reproduction
based on LSTM, CNN and SAFE, a prior work evaluated
on a different dataset. In a distinct approach from prior
works, [116] distinguishes between fine-grained and coarse-
grained multimodal information. They proposed a model
in which they combined these two distinct multimodal
information and referred to it as multi-grained multi-modal
fusion network (MMFN). For each of the modalities, both the
fine-grained and coarse-grained features are first encoded and
then fused. The textual features are encoded by BERT while
the visual features are encoded by Swin Transformer [60].
The final fusion is derived by merging the encoded multi-
grained features for both modalities achieved through the
use ViLBERT [61]. The final classifier is trained as a
concatenation of unimodal text representation, unimodal
image representation and fused multimodal representation.
MMFN predominantly outperforms considered baselines
across three datasets.

2) TEXT AND VIDEO
Metadata, transcripts and other forms of text together
with videos have been explored for multimodal fake news
detection. Reference [72] used LSTM on a number of
features extracted from videos which they called “comment
embedding”. A weight between 0 and 1 is obtained for each
comment through sigmoid activation. The weight is then
multiplied by a 300-dimension “comment embedding” to
obtain a “unified comments embedding”. The third phase
of their approach is a concatenation of “unified comments
embedding” with extracted simple features. The output
of the concatenation is passed through layers of network
which they named Unified Comments Net (UCNet). They
experimented with a dataset (VAVD) they created for this
purpose with an existing dataset (FVC) [73]. Reference [22]
proposed a model based on topic modeling and adversarial
neural networks. In the proposed model, comments and
titles/descriptions of videos were encoded, distribution of
topics between the comments and the titles/descriptions were
then computed using Latent Dirichlet Allocation (LDA) [12]
model with Gibbs sampling. The goal of the topic distribution
is to compute the differences in stance. An adversarial
network which comprises two modules was then applied.
These modules include a fake news video encoder and a
topic discriminator. The model reports improvements over
existing systems spanning four datasets. In another study, [23]
combines domain knowledge with fusion of text and video
features. It basically uses text to validate the genuineness
of video contents. Domain knowledge is built from the
training set using Pearson correlation coefficient to select
features that differentiate between fake and real videos.
Furthermore, these features were ranked according to how
probable they are likely to be fake. Comments based on
likes and domain knowledge were encoded using BERT
while titles/descriptions were encoded using CNN. The
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videos on the other hand were encoded with VGG-19. The
final model is a linear combination of the various encoded
representations. The results were compared with three
baselines with improvements over them. Furthermore, they
presented variants of the model using different embeddings.
Also, series of ablation studies were conducted to show the
effect of the various embeddings.

3) AUDIO AND VIDEO
Videos are often accompanied by corresponding audio.
Modeling these two modalities for fake news detection
have also been explored. Most of the application areas
are in deepfake detection. Reference [66] proposed a deep
learning model powered by siamese network and triplet loss
function. The model also incorporated affective computing
into the training and classification pipeline. Quite a number
of features were extracted and used for the training. These
include the use of various layers of CNN for audio/video
features, Memory Fusion Network (MFN) among others.
Reference [24] hypothesizes that distortion of at least
one of two modalities will cause disagreement between
them. They posit that this hypothesis can be exploited to
detect fakeness in an audio-visual content. They therefore
computed the Modality Dissonance Score (MDS) between
the modalities. MDS simply computes dissimilarity score
between audio and visual segments in a audio-enabled
video. The audio features were extracted by Mel-Frequency
Cepstral Coefficients (MFCC) while the visual features
were extracted by 3-dimensional ResNet [37]. It achieved
the best performance on one of the three benchmarks.
In this method, latent features were first extracted from
both audio and video through a variant of CNN and then
fed into a recurrent layer. The classifier compares the
effect of cross-entropy andKullback-Leibler (KL) divergence
loss functions. Series of known neural classifiers were
used for experiments including some ablation experiments.
Reference [115] proposed an audio-visual technique which
leverages the intrinsic synchronization between audio and
video for deepfake detection. This technique employs joint
training technique. The authors evaluated this approach on
two datasets curated from existing datasets.

Another work conducted several experiments and reported
that purely multimodal approach to detection of deepfake
audio and video in multimedia data performed worst when
compared to unimodal and ensemble approaches [48]. These
experiments were carried out using variants of Convolutional
Neural Network on FakeAVCeleb dataset [49]. FakeAVCeleb
comprises both deepfake audios and videos. The report
shows that ensemble method performs best followed by the
unimodal method. Two variants of the ensemble method
were presented namely soft-voting and hard-voting. The
difference between the two variants is that the final decision
was determined by average and majority votes from the two
modalities used for soft-voting and hard-voting respectively.
AVFakeNet [43] uses Dense Swin Transformer Network

(DST-Net) for audio-visual classification of deepfake videos.
AVFakeNet is a unified framework which consists of a
number of blocks. Evaluation of the framework using
FakeAVCeleb dataset [49] reveals better performance when
compared to other reproduced CNN-basedmodels. AVForen-
sics [117] is a transformer-based audio-visual framework for
deepfake detection. AVForensics is a dual-phase framework
primarily for deepfake videos detection but driven by the
audio component of the multimedia content. It uses joint
audio-visual contrastive learning in training and classified
videos into real or fake categories. Experimental results prove
the efficacy of the approach in comparison with a number
of compared approaches. With the conviction that producing
realistic video sequence with inconsistent modalities, [86]
proposed a time-aware neural model to detect deepfake
videos. In their technique, they trained separate models for
each modality. The model involves layers of CNN, siamese
network and attention. Based on experimental findings,
they concluded that the multimodal approach is better than
unimodal one. Multimodaltrace [82] is one of the latest
works based on deep learning and which consider audio-
visual modalities for deepfake detection. Multimodaltrace
considers spectral and spatio-temporal features in audio and
visual modalities respectively using Multi-Layer Perceptron
(MLP) mixer layers. It consists of six blocks and made use
of joint training in the development pipeline. A contrasting
characteristic of Multimodaltrace is that the problem is
formulated as a multiclass multilabel classification problem.
Experimental results shows that several algorithms and
different techniques were used.

4) TEXT, AUDIO AND VIDEO
Apart from audio and video, audio or video transcription
can also be done to have an equivalent text modality. With
a specific focus on detecting misleading videos related
to COVID-19 using multimedia contents, [90] introduced
a model (named TikTec) with the aim of answering two
important research questions as follow: (i) How to aggregate
heterogeneous information covering several modalities in
videos and (ii) How to extract information from mis-
leading and manipulated multimedia contents including
videos. TikTec primarily consists of a Caption-guided Visual
Representation Learning (CVRL) component, an Acoustic-
aware Speech Representation Learning (ASRL) component,
a Visual-speech Co-attentive Information Fusion (VCIF)
and a Supervised Misleading Video Detection (SMVD)
module. The CVRL leverages the captions on video frames
and/or audio-transcriptions for visual representation learning.
A bidirectional GRU is used to encode the semantic
information in these captions and transcriptions. The ASRL
learns the features of the audio in the videos. The audio
segments are transformed into vectors using Mel-Frequency
Cepstral Coefficients. A corresponding text in each audio
segment is combined with that particular segment to form
a hybrid text-audio representation. In the VCIF module on
the other hand, a co-attention map is used to fuse the frames
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and speech features extracted from the video and audio
contents respectively. Finally, the SMVD module uses a
neural classifier to predict whether a multimedia-based video
is misleading or not.

A recent work (FakeSV) [77] addresses two major issues.
First is the issue of inadequate datasets for multimodal
studies of fake news detection. The second is adequate
usage of modalities for fake news detection. They addressed
these issues by creating a large-scale multimodal dataset
called FakeSV and usage of the available modalities and
attributes in the developed dataset for fake news detection
experiments. They consider multimedia data for fake news
detection from three perspectives of news content, social
context and propagation. They employ BERT, VGGish [38]
and VGG-19 to extract features from text, audio and
video respectively. To obtain spatio-temporal and multi-
granularity information, the videos were considered at both
frame and clip levels. The resulting multimodal classifier
consists of two cross-modal transformers. They conducted
extensive experiments and compare the performance of their
model with state-of-the-art models covering the perspectives
earlier stated. Their model outperforms the compared SOTA
models. They prove the efficacy of their approach through
ablation experiments some of which include consideration
of individual modalities. Reference [79] followed up on
prior works to detect correlations among videos which
emanated from the same event. This, according to them
can either be complementary or contradictory and therefore,
can serve as a mechanism to evaluate them. Based on
this assumption, they introduced “Neighbor-Enhanced fakE
news video Detection” (NEED) framework. NEED extracted
features from related multimedia contents including title,
comments, user profile, keyframes, video clips and audio.
These features were then aggregated using Graph Attention
(GAT) network. The classifier employs an attention module
on the constructed event graph produced from graph network.
Evaluation includes the main NEED model and ablation
studies. The ablation studies are based on graph aggregation
and debunking rectification used severally. The results show
the effectiveness of NEED.

B. MULTIMODAL DATASETS FOR FAKE NEWS DETECTION
Wepresent an overview of the experimental datasets that have
been used for multimodal fake news detection. These datasets
have been organized according to the modalities involved.
The fake news datasets used by [65] as presented in TABLE 1
are available at234

1) TEXT AND IMAGE
The following datasets for fake news detection consist of text
and image modalities:

2https://www.kaggle.com/datasets/jruvika/fake-news-detection
3https://www.kaggle.com/datasets/pontes/fake-news-sample
4https://drive.google.com/file/d/0B3e3qZpPtccsMFo5bk9Ib3VCc2c/view

• Twitter dataset: “Image-verification corpus” datasets
for MediaEval2015 and MediaEval2016 [13], [14] often
referred to as Twitter datasets have been used as
benchmark datasets for the “Verifying Multimedia Use”
task in MediaEval 2015 and 2016 workshops. The
MediaEval2015 dataset consist of 11 events as training
set, comprising a total 5,008 real and 6.840 fake tweets.
The test set consist of 1,217 real and 2,564 fake
tweets. In MediaEval2015, the number of fake tweets
is higher by 192 due to a number of rumor tweets that
were included but discarded in the final dataset. With
respect to MediaEval2016, the training and test set of
MediaEval2015 were combined in one set which served
as training set and a new set of 1,107 (real) and 1,121
(fake) posts for testing.

• Weibo dataset: The Weibo dataset [46] in which real
news component were collected between May, 2012 to
January, 2016 from trustworthy news sources in China
including Xinhua NewsAgencywhile the fake news part
were crawled from other sources and verified by the
rumor debunking platform of a microblogging website
called Weibo. The original Weibo dataset comprises
4,749 and 4,779 fake and real news respectively making
a total of 9,528 news with images. In the experiment
conducted by the authors, the training set consists of
3,749 rumor (fake) and 3,783 non-rumor (real) news
while the test set consists of 1,000 rumor (fake) and
996 non-rumor (real) news. Weibo now has several
versions based on the period of collection. For instance,
[106] used a version collected between May 2012 to
November 2018.

• PolitiFact: PolitiFact dataset is part of FakeNews-
Net [93], a repository of news data which fact-checks
political reports and issues. It has been collected from
the website5 of the organization. It consists of three
contexts; news content, social context and spatio-
temporal information. Categories labeling have been
carried out by human annotators as part of the dataset
development. The news content component comprises
mainly the news headline and body. PolitiFact consists
of news articles that were published from May, 2002 to
July, 2018. It comprises 1056 news articles with 624 real
news and 432 fake news. 948 instances of the entire news
have textual information out of which 420 are fake while
528 are real. The number of news with visual (image)
content is 783 comprising 336 fake and 447 real news
respectively.

• GossipCop (GCop): The Gossipcop dataset is also part
of FakeNewsNet [93]. Gossipcop is a website6 that also
fact-checks news reports but focuses on entertainment
and celebrity news. The news articles in this dataset
were published between July, 2000 to December, 2018.
It shares the same characteristics with PolitiFact in

5https://www.politifact.com/
6https://www.gossipcop.com/
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terms of annotation, contexts and contents. Gossipcop
has 22,140 news articles with 16,817 real news and
5,323 fakes news. The number of news with textual
information is 21,641 out of which 4,947 are fake while
16,694 are real. 18,417 instances have visual contents
comprising 1,650 fake and 16,767 real instances. This
statistics show that GossipCop is a class-imbalanced
dataset.

• r/Fakeddit: r/Fakeddit [68] consists 1,063,106 multiple
categories of news instances. It is one of the largest
multimedia collections on fake news. In addition to the
text and image modalities, metadata and comments are
also part of the contents. r/Fakeddit has been thoroughly
annotated and organized into fine-grained binary, 3-way
and 6-way categories.

• NewsBag: NewsBag [47] has 215,000 news instances.
This comprises 15,000 fake news and 200,000 real
news. The reals news have been curated from the
Wall Street Journal while the fake news were crawled
from The Onions; an American digital media and news
organization. To cater for the class-imbalance, a new
version was created (NewsBag++) in which the fake
category was increased to 389,000. Another set for
testing was created separately which consists of 11,000
real articles and 18,000 fake news.

• TI-CNN dataset: TI-CNN dataset [109] was developed
for the validation of a CNN-based model. It comprises
8,074 real and 11,941 fake news. The real news are
collected from trustworthy sources such as Washington
Post etc. while the fake news are crawled from websites
contained in Risdal’s collection of fake news published
on Kaggle7

• ReCOVery: ReCOVery [113] focuses on the reliability
of news pertaining to COVID-19. The news were
published between January to May, 2020. ReCOVery
comprises 2,029 news articles out of which 1,364
are labeled as reliable with 665 labeled as unreliable.
In contrast tomost dataset, all the instances of the dataset
have accompanying images.

2) TEXT AND VIDEO
Text and video modalities are core components of the
following experimental datasets for fake news detection:

• Volunteer Annotated Video Dataset (VAVD): As
the name suggests, VAVD [72] was created through
volunteering efforts of 20 participants. Over a 100,000
videos and comments uploaded on Youtube between
September 2013 and October 2016 were collected and
annotated into categories. The annotations were carried
out through a two-round annotation process into three
categories namely “Legitimate Spam” and “Not Sure”.

• Fake Video Corpus (FVC): FVC [73] was developed
as part of InVID project. It consists of videos and their
metadata. It has several versions as a result of continuous

7https://www.kaggle.com/datasets/mrisdal/fake-news

expansion with the latest version having 2458 real and
3957 fake videos.

• Misleading Youtube Video Corpus (MYVC): MYVC
[22] is a product of collection of real and fake news for
popular fack-checking websites and Youtube. It consists
of 902 fake and 903 real news contents. In the
experiment conducted by the authors ( [22]), this dataset
was merged with FVC and VAVD.

3) AUDIO AND VIDEO
We briefly describe the following datasets which are based
on audio and video modalities:

• Deepfake Detection Challenge (DFDC) Preview
dataset: The DFDC dataset [28] was developed to eval-
uate submissions for the Deepfake Detection Challenge.
The raw data were collected by direct filming of people
who agreed to participate. The final dataset was split into
training, validation and test sets. The training set consists
of 119,154 ten seconds video clips with 486 unique
subjects out of which 100,000 contains deepfakes. The
validation set comprises 4,000 ten seconds video clips,
out of which 2000 clips contains deepfakes covering
214 unique subjects. The test set has 10,000 ten seconds
video clips out of which 5,000 contains deepfakes.

• VidTIMIT Audio-Video dataset (TIMIT): The Vid-
TIMIT (or TIMIT) dataset [87] comprises video and
corresponding audio recordings of 43 people, reciting
short sentences. The dataset was collected in three
sessions, with an average delay of seven days between
Session 1 and 2, and six days between Session 2 and
3. The sentences were chosen from the test part of the
TIMIT corpus [32]. There are ten sentences per person.
The first six sentences are assigned to Session 1. The
next two sentences are assigned to Session 2 and the
remaining two to Session 3. The first two sentences
for all persons are the same, with the remaining eight
generally different for each person.

• FakeAVCeleb dataset (FkAVCD): FakeAVCeleb
dataset [49] comprises 500 real and 19,500 fakes
videos making a total of 20,000 videos. Each video
has an accompanying audio. One striking characteristic
of this dataset is that it can be used for diverse
classification problem because of its mixture of real
and fake modalities. The possible combination are
Real-Audio/Real-Video, Fake-Audio/Real-Video, Real-
Audio/Fake-Video and Fake-Audio/Fake-Video.

• World Leaders Deepfake Dataset (WLDD): [1] cre-
ated this dataset with a focus on world leaders each of
which is referred to as a “person of interest” (POI). The
raw videos were downloaded from Youtube. The entire
dataset consists of parts; the real part comprising 30,683
ten seconds clips involving 1,004 unique people. The
fake part comprising comedic impersonators for each
POI, face-swap deep fakes, lip synchronization deep and
puppet master deep fakes.
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• Presidential Deepfakes Dataset (PDD): The Presiden-
tial Deepfakes Dataset [88] contains 32 videos of the
two most recent United States presidents; Joe Biden and
Donald Trump. Each video in the dataset features one
of the two presidents expressing a political opinion in
a formal environment. The contents of 16 out of the
32 were modified to create the deepfakes. The modified
features include the audio and visual (video) modalities.

4) TEXT, AUDIO AND VIDEO
The following datasets containing text, audio and video
modalities are used for fake news detection experiments:

• COVID-19 Video Dataset: COVID-19 Video Dataset
[90] is a collection of videos related to COVID-19
collected from TikTok. The videos have accompanying
metadata, video descriptions and audio contents. The
dataset contains 226 misleading and 665 reliable videos.
The ground-truth labels were done based on majority
vote by human annotators.

• FakeSV Dataset: FakeSV Dataset [77] contains 1,827
fake and 1,827 real news instances which were col-
lected from Douyin8 and Kuaishou.9 Both Douyin
and Kuaishou are Chinese apps for sharing users’
short videos. Each news instance comprises user, title,
metadata and video with accompanying audio.

C. DEEP LEARNING TECHNIQUES FOR MULTIMODAL
HARMFUL LANGUAGES DETECTION
In this section, we discuss relevant works on deep learning
for multimodal harmful languages detection. TABLE 2
shows the surveyed models for harmful languages detection,
the underlying deep learning architecture, the modalities
involved, the fusion technique(s) and the experimental
datasets used.

1) TEXT AND IMAGE
Reference [40] investigated cyberbullying detection using
both textual and image modalities. This study is one of
the earliest multimodal network-based approaches on this
task. Logistic regression classifier trained with a forward
feature selection is the technique employed for multilabel
classification of contents. The classes include “Cyberbul-
lying”, “Non-cyberbullying”, “Cyberaggression” and “Non-
cyberaggression”. A dataset collected from Instagram was
used for experiments and evaluation of the model. For
sarcasm detection in multimedia tweets, [16] developed a
model which combines images’ attributes, images and texts
using bidirectional LSTM network. In order to take into
account the importance of each modality, a representation
fusion was introduced as part of the model development
pipeline. According to the authors, this representation fusion
was inspired by attention mechanism. Automated hate speech
detection was studied by [108] with multimodal techniques

8https://www.douyin.com/
9https://www.kuaishou.com/new-reco

involving text and images. TextCNN [53] was used for text
representationwhile a pretrained CNN-basedmodel was used
for image representation, the outputs of which were fused.
They experimented with a number of multimodal fusion
approaches including concatenation, addition and attention
mechanism. Evaluation reports on the experiments did not
show any tangible gain in fusing the two modalities. What
can be referred to as a truly standard benchmark dataset
for multimodal hate speech classification was developed
by [35] which they named MMHS150K. MMHS150K is a
large scale collection of tweets from Twitter and annotated
for hate speech task. Evaluation of models on the dataset
considers image-inserted texts in addition to the main
text and image modalities. They experimented widely with
diverse families of models. Reference [35] reported that
multimodality did not achieve tangible improvement when
compared with unimodal models. Reference [15] investigated
the role of semantics and multimodality for both implicit and
explicit hate speech detection. A subset of MMHS150K [35]
was sampled to verify the validity of their hypothesis.
They concluded that the multimodal model achieves best
result when compared to other unimodal models. CapsNet-
ConvNet [55] combines capsule network used with dynamic
routing algorithm and deep Convolution Neural Network
for cyberbullying detection. Modalities used by CapsNet-
ConvNet include text, image and image-inserted text. The
prediction component of the model is a late fusion of
predictions from text and image-based models. CapsNet-
ConvNet outperforms three other reproduced machine learn-
ing algorithms. A recent work of [107] leverages domain
knowledge transfer for multimodal hate speech detection.
The authors posit that there is a high interconnection between
hate speech and sarcasm and therefore designate them as
primary and auxiliary tasks for the purpose of cross-domain
transfer learning. The model consists mainly of adaptation
modules namely; semantic, definition and domain adaptation
modules. Parameters learning is achieved through a joint
optimization of the objective function by the domain models.
Experiments show efficacy of the approach across the utilized
datasets. A similar work [30] also uses transfer learning
but however combines it with LSTM-based model for hate
speech identification in multimodal fashion. They directly
benchmark the performance of their model against the
models of [35] and other reproduced works. Experiments
were carried out using a minute subset of the MMHS150K
dataset [35]. The results showmarginal improvements on two
common metrics.

2) TEXT AND MEMES
To the best of our knowledge, the work of [99] is the first work
to experiment on a truly multimedia contents for offensive
language detection. A dataset named MultiOFF was devel-
oped for this purpose using existing meme data collection
and experimentedwith some known neural classifiers. In their
study,multimodal experiments show very little improvements
over unimodal experiments when the same algorithms are
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TABLE 2. Models based on deep learning for multimodal harmful languages detection. keys: T&I - text and image, T&M - text and Meme, T&A&V - text,
audio and video.

used. Curiously, some unimodal experiments with different
algorithms outperform multimodal experiments. As part of
the hateful memes challenge competition, [52] developed
a dataset of multimedia memes to identify hateful memes.
They presented a number of models based on known neural
architectures. These models were evaluated based on defined
benchmarks. These models comprises both unimodal and
multimodal approaches and include Text BERT, Visual
BERT, Image-Region, ViLBERT, Late Fusion, Concat BERT
among others. Reference [56] proposed a technique called
DisMultiHate to disentangle target entities in multimedia
memes for hate speech detection. The proposed technique
consists of three modules namely data pre-processing, text
representation learning and visual representation learning
modules. The text and visual representation learning use
encoder and attention-based encoder respectively. DisMul-
tiHate uses a regression layer to generate the probability
of a multimedia content being hate or not. Experimental
evaluation of the method on MultiOFF [99] improved
performance over compared baselines. As away of evaluating
a dataset (HarMeme) they created, [75] experimented with
several unimodal and multimodal models. Some of the
unimodal models are Text BERT, VGG19, DenseNet among
others. The multimodal models include but not limited to
Concat BERT, Late Fusion and VilBERT CC. Reference [76]
developed MOMENTA, a framework for identification of

harmful memes and the target entities. It uses Google’s
Vision API to extract image-inserted texts. The extracted text
and images were then encoded with a pre-trained visual-
linguistic model and VGG-19 respectively. A key component
of MOMENTA is the fusion of intra-modal and cross-
modal attention. It outperforms majority of the compared
baselines. Reference [63] proposes a model which considers
sentiment, emotion and sarcasm for detecting cyberbullying
in multimedia memes. ResNet-50 [37] and BERT [27] were
used for representation of image and text features respec-
tively. A core part of the model is an inter-modal attention
layer. In order to evaluate the model, a dataset was created
with which compared models were also benchmarked. The
compared models also comprises those of ablation experi-
ments. MeBERT is another work [112] which uses external
knowledge-base to enhance semantic representation for the
detection of offensivememes. It concatenates global texts and
images features based on attention mechanism for the task.
Experiments on two public datasets shows the effectiveness
of the technique. MSKAV [20] is a multimodal deep
learning model developed to capture hateful information in
memes with specific application to hate speech and offensive
language. The authors introduced several attention blocks
in the model development. The performance of MSKAV
were compared with those of ablation experiments. A recent
work on detection of multimodal hate speech and offensive

76146 VOLUME 12, 2024



E. F. Ayetiran, Ö. Özgöbek: Review of Deep Learning Techniques

language is MemeFier [54], a deep learning framework for
classifying memes. It incorporates external knowledge into
features’ encoding. A key component of MemeFier is dual-
stage, alignment-aware fusion of modalities. Experiments on
three datasets show MEMEFIER outperforms baselines on
two of the three datasets.

3) TEXT, AUDIO AND VIDEO
In a seminal application of machine learning to multimedia
contents involving text audio and video, [97] supplemented
traditional text content with audio and visual (video) contents
for the detection of cyberbullying. They utilized some
possible features which have been identified in prior literature
namely channel capacity, arousal, affect and cognition. They
applied about five machine learning algorithms using the
identified features. The authors concluded that audio and
video are an important component of cyberbullying detection
and that their use as supplement to text greatly enhanced
cyberbullying detection. As a way of validating HateMM
dataset [26], experiments on fusion of diverse deep learning
models were conducted. For each modality, a number of
neural architectures were used for feature representation.
Element-wise multiplication of features from BERT, Vision
Transformer (ViT) [29] and MFCC produced the best
performance.

D. MULTIMODAL DATASETS FOR HARMFUL LANGUAGES
DETECTION
1) TEXT AND IMAGE

• Cyberbullying Incidents Dataset (CID): Cyberbully-
ing Incidents Dataset [40] was created from raw 25,000
Instagram public user profiles involving media objects.
Due to the cost of annotation, only a subset of the media
sessions were labeled. This subset includes 3,165 unique
media sessions out of which 697 contains profanewords.
The categories in the dataset are “Cyberbullying”,
“Non-cyberbullying”, “Cyberaggression” and “Non-
cyberaggression”.

• Facebook Hate Dataset (FHD): The Facebook Hate
Dataset [108] is a collection of hate posts reported by
users over a seven month period. Every instance of the
data contains some piece of text and an image. The
dataset was split into train/development and test sets.
The train/development set contains 320,000 positive (not
hate) and 58,000 negative (hate) samples. The test set on
the other hand, contains 42,000 positive (not hate) and
11,000 negative (hate) samples.

• MMHS150K: MMHS150K [35] is a dataset for hate
speech detection which has been developed from a
large-scale collection of tweets from Twitter. The
dataset consists of 150,000 samples, on which standard
annotations have been carried out by human annotators.
The annotated data consists of 112,845 “Not-hate”
samples and 36,978 “Hate” samples. The categories
are “No attacks to any community”, “homophobic”,
“sexist”, “racist”, “religion based attacks” and “attacks

to other communities”. The other five categories apart
from ‘‘No attacks to any community’’ are “Hate” labels.
The dataset was further split into test, validation and
training sets consisting of 10,000, 5,000 and 135,000
samples respectively. Each data sample has a text and
associated image and tangible number of the images
have texts inserted within them.

• Deciphering Implicit Hate Dataset (DIHD): Deci-
phering Implicit Hate [15] Dataset contains 5,000
instances which have been taken fromMMHS150K [35]
and re-annotatated into four categories namely “Hate-
ful”, “Counterspeech”, “Reclaimed” and “None” (Not-
hate). These categories each contains 1,850, 113, 366,
2,671 instances respectively.

• Mix-modal Dataset (MMD): The Mix-modal Dataset
[55] is a dataset for cyberbullying detection which con-
tains 10,000 instances drawn from Youtube, Instagram
and Twitter. It consists of text and images although the
authors recognizes some of the images as infographics.
The categories are “Bullying” and “Non-bullying” and
contain 5,700 and 4,000 instances respectively. In the
“Bullying” category, there are 1,260 image-only, 3,000
text-only and 1,440 infographic instances. On the
other hand, the “Non-bullying” category contains 740,
3,000 and 560 instances for image-only, text-only and
infographic instances respectively.

• Sarcasm Dataset (SD): The Sarcasm Dataset [16] was
built through preprocessing of a collection of tweets with
images. The dataset consists of positive (sarcastic) and
negative (non-sarcastic) categories. It has been split into
training, validation and test sets. The training set consists
of 8,642 positive and 11,174 negative instances. The
validation comprises 959 positive and 1,451 negative
instances. The number of positive and negative instances
in the test set are 959 and 1450 respectively.

• Hateful Meme Challenge Dataset (HMCD): The
Hateful Meme Challenge Dataset [52] was build by
a third-party firm for the challenge organizers. The
standard phases involved the development are filtering,
meme construction, hatefulness rating and benign con-
founders. Inter-annotator agreement was also reached on
instances where the annotators had disagreements.

2) TEXT AND MEME
Combination of text and meme has wider use in harmful
languages detection than fake news detection. Some of the
datasets containing these two modalities are described as
follow:

• MultiOFF: MultiOFF dataset [99] was developed from
a collection of memes from social media which were
annotated for offensiveness or otherwise. It is an
extension of an existing dataset about 2016 United
States Presidential Election. In all, MultiOFF contains
743 instances split into training, validation and test
sets. The composition of modalities involve only memes
but the image-text were extracted to serve as the text
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modality. The training set contains 187 “Offensive” and
258 “Non-offensive” samples respectively. Both the val-
idation and test sets are each made up of 59 “Offensive”
and 90 “Non-offensive” samples respectively.

• Hateful Meme Challenge Dataset: Hateful Meme
Challenge Dataset [52] was designed to make it difficult
for unimodal models to succeed. The development
process consists of standard procedures for dataset
creation including inter-annotator agreement. In all,
it has 10,000 memes covering five types which include
multimodal hate, unimodal hate, benign image, benign
text and random not-hateful samples.

• HarMeme: HarMeme [75] is a collection of COVID-
19 related memes from social media. It contains a total
of 3,544 samples annotated into three categories namely
“Very Harmful”, “Partially Harmful” and “Harmless”.
The general train, development and test split of the
dataset are 3,013, 177 and 354. The primary targets of
the contents are individuals, organizations, communities
and societies.

• Harm-P Dataset: Harm-P Dataset [76] is an extension
of HarMeme with addition of more data related to
United States’ politics. It has 3,552 instances. The
general train, validation and test splits are 3,020, 177 and
355. The categories and targets are same as that of
HarMeme.

• MultiBully: MultiBully [63] is a mixture of differ-
ent types of harmful languages including Cyberbully,
Harmfulness and Sarcasm. It also comprises sentiment
and emotions types. MultiBully covers English and
Hindi languages and consists of 5,854 instances split
into train, validation and test sets. Each of the harmful
languages and sentiment/emotion types has different
categories.

• Memotion Analysis Dataset (MAD): Memotion Anal-
ysis Dataset [91] encompasses three tasks namely
sentiment, humour and emotion intensity classification.
In the humour classification taskwhich is the task related
to harmful languages, the labeled categories are “Sarcas-
tic”, “Humorous”, “Motivation” and “Offensive” meme.
The entire dataset consists of approximately 10,000
instances.

3) TEXT, AUDIO AND VIDEO
• Vine Media Session Dataset (VMSD): Vine Media
Session Dataset [81] is a dataset for Cyberbullying
detection which has been collected from Vine10 video
sessions. The final dataset contains 969 videos being the
result of data collected from 59,560 users and filtered
in such a way that each instance belong to a unique
user and contain all the media sessions. The videos have
accompanying audio and other attributes such as user
information, comments etc.

10Vine was an American short-form video hosting service which is no
longer in existence.

• HATEMM Dataset: HATEMM Dataset [26] is a
product of raw data collected from BitChute,11

a social video hosting platform. After under-
going the standard dataset creation procedure,
the final annotated HATEMM dataset con-
tains 1,083 videos of approximately 43 hours
content. The length of each video is between
2.40 and 2.56 minutes. Furthermore, each
video has an associated transcribed text and
audio. The categorization is a 2-way approach
and the categories are “Hate” and “Not hate”.

E. DEEP LEARNING TECHNIQUE FOR MULTIMODAL FAKE
NEWS AND HARMFUL LANGUAGES DETECTION
1) TEXT AND IMAGE
To the best of our knowledge, the work of [9] is the
first unified deep learning model for the detection of both
fake news and harmful languages. In their work, they
exploit the advances in deep learning and computer vision
to unify the modalities in order to mitigate the effect of
heterogeneity and semantic gap inherent in multimodal
content understanding. In addition to the use of text and image
modalities, the work also exploits text inserted in images.
The major hypothesis in the model is that the modalities
can complement each other for detection accuracy through
inter-modal attention. The experiments on harmful languages
cover hate speech and offensive language. They reported
performance improvements on the state-of-the-art across the
three tasks.

VII. EVALUATION METRICS
Both fakes news and harmful languages detection have
mostly been formulated as classification tasks [6], [69], [70],
therefore the same metrics can be employed in evaluating
them. We briefly give a simple definition of the following
basic terms with abbreviations useful for describing the main
evaluation metrics.

• False Positives (FP): False positives is the number of
samples predicted as positive while the actual values are
negative.

• True Positives (TP): True positives is the number of
samples whose actual values are positive and correctly
predicted as positive

• True Negatives (TN): True negatives is the number
samples whose actual values are negative and correctly
predicted as negative

• False Negatives (FN): False negatives is the number of
samples predicted as negative while the actual values are
positive.

The following metrics have used to evaluate prior works on
either one or both tasks.

11https://www.bitchute.com/
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1) ACCURACY
Accuracy is the percentage of correct predictions out of the
total samples as defined by equation (5):

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(6)

2) PRECISION
Precision is the fraction of correctly predicted samples out of
the total predicted samples. It is defined by equation (6):

Precision =
TP

TP+ FP
(7)

3) RECALL (TRUE POSITIVE RATE (TPR) OR SENSITIVITY)
Recall is the fraction of correctly predicted samples out of the
total available samples. Recall is defined by equation (7):

Recall =
TP

TP+ FN
(8)

4) F1
F1 Score is the harmonic mean of precision and recall. F1 is
computed using equation (8):

F1 = 2 ∗
precision ∗ recall
precision+ recall

(9)

5) AREA UNDER CURVE (AUC)
To have an understanding of AUC, it is necessary to first
understand the following additional metrics:

• False Positive Rate (FPR): The computation of False
Positive Rate is given by equation (9):

FPR =
FP

TN + FP
(10)

• Receiver Operating Characteristic (ROC) Curve:
The ROC curve is derived from the plot of TPR against
FPR. It is a metric which allows the measure of a
classification problem at a certain threshold.

Therefore, the AUC is used as a summary of the ROC curve
and it is used to evaluate a model’s ability to distinguish
between positive and negative classes. The higher a model’s
AUC, the better the model’s performance.

VIII. CHALLENGES OF MULTIMODAL CONTENT
UNDERSTANDING: CONTEXT OF DEEP LEARNING,
FAKE NEWS AND HARMFUL LANGUAGES
Some of the current challenges in multimodal fake news and
harmful languages detection include the following although
some are also the case in unimodal detection:

• Dataset: Standard datasets for both fake news and
harmful languages are currently inadequate. Some of
the datasets are noisy and are not annotated through
standard procedures. Another challenge on dataset is
the issue of imbalance modalities. Some instances
of the datasets have one modality without other
modalities.

• Multilingualism: Most of the reviewed deep neural
classifiers are trained monolingual classifiers. However,

it is a fact that languages have their own peculiarities.
Work on multilingual deep neural classifiers for both
tasks is an area that needs to be explored. This is
particularly more important in the sense that some
world events attracts contributions from across the
globe in which users for instance tweets in their native
languages. A typical example is found in the Twitter
datasets [13], [14]. Dealing with this kind of dataset
requires either translation to a uniform language or the
development of a multilingual classifier. The former
needs to further grapple with challenges associated with
machine translation.

• Multiclass classification: Majority of the works
on multimodal fake news and harmful languages
detection are formulated and adapted as binary
classification problem even when using datasets
with multiple classes. However, in reality some of
these problems are best addressed with multiclass
classification.

• Heterogeneity gap: The heterogeneity gap [17] applies
to deep multimodal content understanding in general.
Heterogeneity gap refers to the peculiarities and unique
distribution of features of individual data modality when
represented by deep neural networks. Despite the efforts
to mitigate this gap, much still needed to be done for
effective prediction outcomes in multimodal .fake news
and harmful languages detection.

• Semantic gap: The semantic gap [17] is also a general
problem in deep multimodal content understanding.
Correlations among textual and visual features in mul-
timedia contents is one that is difficult to capture. In the
case of fake news and harmful languages detection,
despite the introduction of measures such as attention
mechanism, more effective approaches still need to be
looked into.

IX. FUTURE RESEARCH DIRECTION
As discussed earlier in section VIII that missing modalities is
one of the challenges in multimodal fake news and harmful
languages detection. The creation of large-scale datasets
in these areas which is representative of all modalities is
required. This will enable studies on the best techniques to
represent them and the effect of each in the performance of
deep learning models.

Research on multilingual classifiers for these tasks is
one that cannot be overemphasized. Language barrier is
an important problem which needs to be addressed in this
domain. Research efforts in this direction is one which will
benefit the field immensely.

Furthermore, advances on how to best bring out the
contributory ability of the modalities, perhaps in fusion
strategies is still an open research area. This is because the
issue of heterogeneity and semantics of features of different
data forms is still not fully resolved and require further
exploration.
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X. CONCLUSION
In this paper, we reviewed the state-of-the-art deep learning-
based works on multimodal fake news and harmful languages
detection. The twin menaces of fake news and harmful
languages being serious societal problems, we identify the
interrelationships and the common effect of both. The possi-
ble data modalities for the two tasks were comprehensively
discussed. In contrast to prior works, we have categorized
reviews of techniques according to the data modalities
involved. Furthermore, we delved into in depth details of data
fusion strategies, introducing additional possible strategy
for modeling multimodality in deep neural classifiers. The
current challenges and possible future directions were also
discussed.
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