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Abstract

The growing awareness of climate change and the related environmental im-
pacts is driving a progressive transformation in the energy market, with an
increasing relevance of the role of renewable energy sources. However, due to
their intermittent and variable nature, challenges arise towards their integra-
tion into the current electrical grid. In this scenario, hydropower can be used
to stabilize the system but this calls for an increased flexibility demanded to
the power plants and all their components, especially the turbine.

Francis turbines are widely diffused in Norway, Italy and Europe in general,
therefore there is significant interest in the understanding of how to oper-
ate these types of machines in today’s and future energy scenario. Prior
research at the Waterpower Laboratory (NTNU, Trondheim), mainly within
the HydroCen framework, explored various aspects of structural and fluid
dynamic phenomena across different turbine geometries. These researches
provided a comprehensive overview of dynamic loads, stresses, deflections,
and vibratory behaviour of the explored turbine systems.

The primary objective of this master thesis is the characterization of the hy-
drodynamic damping of hydrofoils in a Circular Blade Cascade (CBC), con-
sisting of eight of them in a radial symmetrical configuration. This specific
setup has been devised to extend previous studies conducted on hydrofoils in
non-cylindrical symmetry layouts. This study relies exclusively on numerical
simulations and is a fundamental complement to the upcoming experimental
campaign.

Firstly modal acoustic analysis has been carried out to assess natural fre-
quencies and mode shapes of the structure. Fluid presence was found to
lower natural frequencies compared to those in air, with minimal impact on
eigenvectors. Subsequently, reverse one-way coupled simulations were per-



formed for various speeds, focusing on the first mode shape of the first two
nodal diameters. Special attention was given to speeds close to lock-in. In
this situation, a match occurs between the natural frequency of the struc-
ture and the vortex shedding frequency, potentially leading to catastrophic
resonance effects. Using the “Aerodynamic Damping” tool in Ansys CFX®,
the damping work done by the fluid on the hydrofoils was calculated and
then, following a “modal work approach”, the hydrodynamic damping value
was derived.

The trend of the results aligns with previous experimental and numerical
studies conducted in the Waterpower laboratory, demonstrating the almost
independence of hydrodynamic damping from velocity pre-lock-in and a lin-
ear dependence post-lock-in. Not all the numerical values are, instead, con-
vincing and consistent with previous studies due to the complex evaluation
of some parameters.

In this context, the obtained values and trends will serve as a valuable bench-
mark for comparing future experimental results.
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Sommario

Il cambiamento climatico ed i fenomeni ad esso correlati stanno progressi-
vamente trasformando il mercato dell’energia, le fonti rinnovabili hanno as-
sunto ed assumeranno un’importanza crescente. La loro natura intermittente
e non programmabile pone, però, una sfida notevole alla loro integrazione
nell’attuale rete di distribuzione elettrica. In questo scenario, l’idroelettrico
può essere utilizzato per stabilizzare la rete, ma ciò implica una maggior
richiesta di flessibilità agli impianti e a tutti i loro componenti, in partico-
lare alla turbina.

Le turbine Francis sono ampiamente adottate in Norvegia, Italia e in Eu-
ropa, vi è dunque un diffuso interesse nel comprendere come operare questi
tipi di macchine nell’attuale e futuro scenario energetico. Studi precedente-
mente condotti presso il Waterpower Laboratory (NTNU, Trondheim), prin-
cipalmente all’interno del progetto HydroCen, hanno indagato vari aspetti
dei fenomeni strutturali e fluidodinamici su turbine di diversa geometria.
Queste ricerche hanno fornito una panoramica completa sui carichi dinam-
ici, sugli stress, e le deformazioni agenti sulle turbine analizzate, oltre che
caratterizzarne il comportamento vibratorio.

L’obiettivo di questa tesi è caratterizzare lo smorzamento idrodinamico di
un hydrofoil all’interno di una Circular Blade Cascade (CBC) composta da
otto foil a semplice curvatura disposti radialmente in una configurazione as-
sialsimmetrica. Questa specifica geometria è stata progettata con lo scopo di
sviluppare gli studi precedenti, condotti su foil di uguale geometria ma orga-
nizzati in schiere lineari. Il lavoro svolto si basa esclusivamente su simulazioni
numeriche e sarà un fondamentale strumento di supporto e validazione della
futura campagna sperimentale.

Inizialmente si è eseguita un’analisi modale acustica al fine di valutare le fre-



quenze naturali e i modi di vibrare della struttura. La presenza dell’acqua
riduce il valore delle frequenze naturali rispetto a quelle in aria, ma ha un
minimo impatto sui modi di vibrare. Successivamente sono state effettuate
delle simulazioni one-way FSI inverse per diverse velocità, concentrandosi
sul primo modo di vibrare dei primi due diametri nodali. Particolare atten-
zione è stata posta sulle velocità vicine al lock-in. In questa situazione la
frequenza naturale della struttura coincide con quella di vortex shedding e il
sistema può entrare in risonanza, rischiando cedimenti catastrofici. Tramite
l’utilizzo dello strumento “Aerodynamic Damping” in Ansys CFX®, è stato
possibile calcolare il lavoro di smorzamento fatto dal fluido sul foil e, successi-
vamente, si è ricavato il valore dello smorzamento idrodinamico. Il trend dei
risultati ottenuti è in linea con precedenti studi sperimentali e numerici con-
dotti presso il Waterpower Laboratory e mostra la quasi totale indipendenza
dello smorzamento idrodinamico dalla velocità prima del lock-in, e una sua
dipendenza lineare dopo. Non tutti i valori numerici ottenuti sono però coer-
enti e convincenti a causa della difficile e talvolta arbitraria determinazione
di alcuni parametri.

I valori ed i trend ottenuti saranno comunque un prezioso punto di riferi-
mento per validare e confrontare i futuri risultati sperimentali.
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Chapter 1

Introduction

1.1 Background

Climate change and its associated phenomena represent one of the great-
est challenges that, as humanity, we are called to face. Several aspects of
our society have a significant impact on the climate, and among these, the
emission of greenhouse gasses (GHG) associated with energy production is
one of the predominant factors [1].

During the last decades, the development of humankind and the rapid wide-
spread industrialization has caused a steady increase in the global primary
energy consumption [2] and, consequently, in the production and emissions
of GHG, especially CO2 [3]. It is therefore crucial to adopt lifestyles and
policies that are environmentally virtuous but, it is also fundamental and
urgent to produce the energy we need in sustainable ways.

The increasing awareness of environmental issues is leading to a gradual
shift in energy demand: a decline for hydrocarbons is expected in favour of
renewable energy sources that, according to [4], could represent 65% of the
primary energy by 2050. Most of them, such as solar and wind, are intermit-
tent and not programmable meaning that the energy is not always available,
as local variations in weather occur. From this perspective, hydroelectric
power represents an anomaly because, thanks to the presence of reservoirs,
it is possible to decide when to generate power and in which quantity.

This characteristic makes hydroelectric plants increasingly more important
for the stabilization of the electrical grid, which, in the future, will experi-
ence a growing penetration of renewable and therefore, intermittent, energy
sources. Performing this task may entail that the plant has to operate in off-
design conditions and/or undergo frequent starts and stops. These types of
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operations have a negative impact on the plant’s operating life, availability
and reliability. The elements of the plant, especially the turbine, are then
subjected to stresses and wear for which they are not designed. Failures
and maintenance operations can then be more frequent and onerous than
expected.

Figure 1.1: Illustration of a hydropower plant and its components. Source:
Waterpower Laboratory, NTNU

1.2 Challenges

Hydropower is one of the earliest forms of energy harnessed by humanity.
The earliest documented use of water wheels traces back to the 4th century
BC in India [5]. While historically employed primarily for agricultural ap-
plications, the utilization of water wheels for electricity production began
in the 19th century. The heart of a hydroelectric plant is the turbine that,
connected to a generator, produces electric energy.

Nowadays three main types of turbines exist: Pelton, Francis, and Kaplan.
Each of them is suited to different flow and head conditions and has char-
acteristic efficiency curves. James B. Francis, the inventor of the Francis
turbine, was able to obtain a hydraulic efficiency of 90% already in 1848 [6].

2



1.2. Challenges

Figure 1.2: Efficiencies of the three principal types of hydraulic turbine as

functions of the power specific speed, Ωsp =
Ω
√

P/ρ

(gHE)
5
4
, where P is the power

delivered by the shaft, ρ is the density of water, HE is the effective head at
turbine entry, and Ω is the rotational speed in radiant per second [7]

As it is possible to observe in Figure 1.2, the Francis turbines have an ef-
ficiency curve relatively flat. This means that they can work in conditions
different from the design ones still ensuring good performances. The neces-
sity to operate the plant in an off-design state is due to different factors and
their possible combinations, for example:

• needs to satisfy the load request of the grid;

• needs to balance the grid;

• hydrological conditions;

• seasonal and climatic conditions (Figure 1.3).

Francis turbines are the most widely adopted in Norway [8] since they fit
quite well the characteristics of the territory. Over 50% of the country’s
land area is above 600 m [9] and the average annual precipitation is over
1100 mm. As it is possible to see in Figure 1.4, under these circumstances,
Francis turbines are the most suitable, especially the High Head Francis
turbine (HHF).

3
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Figure 1.3: Variation of the filling grade of the water reservoir for energy
production during the year. Source: Norwegian Water Resources and Energy

Directorate

Figure 1.4: Application ranges for various types of hydraulic turbomachines, as a
plot of Q versus H with lines of constant power determined assuming

η0 = 0.8 [7](Courtesy Sulzer Hydro Ltd., Zurich)
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1.3. Objectives

The efficiency of this type of machine, remarkably high as early as 1848, has
progressively enhanced over time through the integration of numerical tools
and modern manufacturing techniques. To enhance hydraulic efficiency, tur-
bine blades are manufactured with reduced thickness. The combination of
thin blades and off-design operation can lead to critical working conditions.
An improvement in the design of the turbines is then requested, especially
from the structural point of view [10]. A turbine designed for optimal hy-
draulic performance may not necessarily exhibit optimal structural integrity.

In the last decades, several failures have occurred in HHF turbines with
blade cracks as one of the main culprits [11]. Thanks to on-site studies and
the research activities conducted at the Waterpower Laboratory, it is now
known that the blades of the runner are subject to dynamic loads caused
by different hydrodynamic phenomena. In general, the main variations of
these loads are caused by the Rotor Stator Interaction (RSI) and vortex
shedding [12], [13].

1.3 Objectives

It is then important to understand how the blades of a runner behave,
their complete characterization permits to determine their answer to the dy-
namic pressure field. Information such as natural frequencies, vortex shed-
ding frequency and damping are fundamental for studying the fatigue phe-
nomena and so to be able to predict failures and organize maintenance.

To develop this knowledge in 2016 the HiFrancis project started at the Water-
power laboratory. Since then several experiments and numerical simulations
have been conducted on different configurations. The initial phase involved
simple geometries: a single hydrofoil in a square-section tube then, in the
same cross-section, an array of 3 hydrofoils. At the moment, preparations
are underway to perform experiments on a circular cascade (CBC) consisting
of 8 radially straight hydrofoils Figure 1.5.

This master thesis aims to numerically characterize the hydrodynamic damp-
ing of the foils in the CBC for different mode shapes and Reynolds numbers.
The set of data obtained will provide input to the large-scale experiments
(scheduled in Spring 2024) providing a more comprehensive understanding
of the phenomenon.

5
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Figure 1.5: Circular Blade Cascade (CBC). Source: Waterpower Laboratory,
NTNU

6



Chapter 2

Literature review

This chapter summarizes previous work on the study of hydrodynamic damp-
ing in flowing water. Firstly, literature regarding the theory background is
presented, and then, the results of vibration mechanics are discussed. Fi-
nally, experimental and numerical approaches regarding similar geometries
to the one studied in this master thesis are analysed. Other articles, books
and guides have been used to understand linked topics and prepare the nu-
merical simulations but, since they don’t refer specifically to hydrodynamic
damping, they are not topics for this chapter.

Monette et al. [14] developed the theory for hydrodynamic damping in
flowing water based on the momentum exchange between the structure and
the flowing fluid. The article proposes also numerical approaches for cal-
culation and provides experimental validation. Their main finding is that
the work done by the damping of an under-damped vibrating system can
be expressed as a function of the total potential energy U , and the non-
dimensional damping ratio (ζ = c/ccr), expressed as the ratio between the
system damping and the critical damping values. Assuming a harmonic mo-
tion and negligible influence of the water flow on the mode shapes relative
to still water, the energy exchanged between the structure and the fluid is
equal to the work done by the damping. So, by extracting the values of
the total potential energy and the fluid work from specific simulations, it is
possible to calculate the hydrodynamic damping. Another important result
of this article is that the only non-negligible contribution to the total poten-
tial energy U is the kinetic energy associated with the vibration of both the
structure and the fluid.

Gaiti et al. [15] carried out both numerical simulations and experiments
on the CBC to evaluate the natural frequencies and mode shapes of the
structure in still water. The results show that while the first ones are heavily
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affected by the presence of the fluid, resulting in a decrease in value compared
to the case of air, the mode shapes remain approximately the same.

Pirocca [16] conducted modal and modal acoustic numerical simulations
on different CBC geometries to design the one now installed at the Water-
power Laboratory. The experimental values obtained by Gaiti et al. match
with the ones expected from Pirocca’s work.

Bergan et al. [13] performed experiments and simulations on a submerged,
double-fixed hydrofoil. The study considered different layouts, a single hy-
drofoil and a linear cascade with three hydrofoils in a square cross-section.
Two trailing edge geometries were considered, ”F0” asymmetric and “F1“
symmetric. The results showed a clear trend: above lock-in velocities, a
linear dependence was observed, the damping ratio increases with the veloc-
ity, while it remains approximately constant under the lock-in velocity. This
behaviour, consistent with earlier investigations [17], [18], displayed a discon-
tinuity near the lock-in region, where the natural frequency of the structure
matches the vortex shedding one. This happens for both the geometries and
for both experiments and simulations and seems related to a phase shift in
the vortex shedding. However, uncertainty remains about whether this phe-
nomenon translates to radial cascades or an increased number of hydrofoils.
A method to compare results from different geometries was also developed
using the modified reduced velocity defined as the ratio between the water
velocity and the natural frequency of the foil.

Tengs et al. [19] carried out a one-way coupled FSI simulation on a single
submerged, double-fixed hydrofoil in a square test section. Experimental val-
idation of the numerical results has also been performed. In this analysis, a
prescribed frequency and amplitude, determined by modal acoustic analysis,
were applied to the hydrofoil. The hydrodynamic damping was found to be
linearly dependent on flow velocity above the lock-in region, and almost con-
stant before. Additionally, the results showed that, for small deflections, the
hydrodynamic damping factor is independent of deflection amplitude. The
author suggests further investigation is needed with a configuration more
closely resembling a Francis turbine, such as a CBC.

8



Chapter 3

Theory

The following chapter presents the relevant theory required to understand
the physics and the numerical modelling of the phenomenon studied in this
master thesis. Firstly, an overview of fluid-structure interaction and related
algorithms is introduced, then fluid dynamics phenomena in the turbine are
discussed and analyzed. Subsequently, fundamental concepts of Computa-
tional Fluid Dynamics (CFD) are shown and finally governing equations for
structural mechanics, fatigue and vibration mechanics are reported.

3.1 Fluid structure interaction (FSI)

The interaction between fluids and solids is a common phenomenon in
nature, for example, the movement of sand dunes or the deformation of
trees caused by wind. These types of interactions are common for all types
of fluids, not only air and, in particular circumstances, can be dangerous for
both natural and artificial structures. The collapse of the Tacoma-Narrows
Bridge in November 1940 is an example of the dramatic consequences that
this phenomenon can have (Figure 3.5).

FSI is a multi-physics problem that can only be solved using laws and equa-
tions from different physical disciplines; the flow around a body has a strong
impact on the structure, and vice versa: the modification of the structure
has a non-negligible influence on the flow. The coupling of fluid dynamic and
structural dynamic equations describes then the interactions between fluids
and structures. Solving such problems it’s computationally challenging be-
cause of the complex geometries, intricate physics of fluids, and complicated
fluid-structure interactions. To reduce the computational effort it is possible
to work on how the interaction between fluid and solid is described. Accord-
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ing to [20] solution strategies for FSI simulations are divided into monolithic
and partitioned methods, and the last one is further divided into two-way
and one-way methods.

In a one-way coupling one domain is solved first, the information is then
passed to the second one which is solved. This is, for example, the approach
adopted in this work: the structural domain is solved using a Finite Element
Method (FEM) code, and the results of the simulation, in terms of natural
frequencies and mode shapes, are then shared with a CFD simulation where
the pressure loads are extracted. A one-way coupling involves no feedback
between domains. Figure 3.1.

Figure 3.1: Solving algorithm for one-way coupling [20]

The solving method for two-way strong coupling is shown in Figure 3.2, the
main difference with a one-way coupling method is the presence of feedback
between the fluid and structural domain. For each time step, a converged
fluid flow field is required to generate forces acting on the structure. These
forces are then interpolated onto the mesh of the structural domain and a
converged solution with the applied load is then calculated. The displace-
ments of each mesh node are then evaluated and subsequently interpolated
on the fluid mesh. A new converged solution for the deformed fluid domain is
calculated and, again, the forces acting on the structure are extracted. This
iterative process is carried on such that the changes in the force and displace-
ment are below the set criteria. This iterative implicit process is needed for
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3.2. Dynamic loads on Francis turbines

each time step of the simulation thus requiring high computational power.

Figure 3.2: Solving algorithm for two-way strong coupling [20]

3.2 Dynamic loads on Francis turbines

As already highlighted in the introduction chapter failures in Francis turbines
have, as one of the main culprits, the propagation of cracks caused by fatigue
phenomena. It is therefore important to understand and evaluate which are
the dynamic loads acting on the runner and the blades during operation.

3.2.1 Pressure pulsations

Rotor stator interaction

According to [12] and [13] approx.80% of the total dynamic stresses of a
low specific speed turbine are caused by the Rotor Stator Interaction (RSI).
This phenomenon is characterized by pressure fluctuations in the vaneless
space, guide vane cascade, the upstream spiral casing and the inlet conduit.
The source of the fluctuations is the interaction of two pressure fields:

• rotating pressure field: high and low pressure onboard the runner due
to the blade loading, rotating for the stationary domain because it

11
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moves together with the turbine;

• stationary pressure field: high and low pressure around each guide
vane.

The rotating pressure field gives fluctuations in the downstream boundary
condition of each guide vane passage generating pressure variations. The
combination of runner and guide vanes can give constructive interference as
Oftebro and Lønning showed in 1966 [21]. Each runner’s blade generates a
pressure fluctuation each time it passes in front of a guide vane. A pressure
pulse occurs every time a runner vane aligns with a guide vane and this
happens when the runner has rotated an angle α.

α = 2π(
1

zg
− 1

zr
) (3.1)

In Equation 3.1 zg is the number of guide vanes while zr is the number
of runner blades. So, the temporal distance between the pressure pulse
generated by each runner blade corresponds with the time needed to travel
the angle α

t =
2π(zr − zg)

ωrzgzr
(3.2)

where ωr is the angular velocity of the runner. The produced pressure wave
propagates at the speed of a±c with a speed of sound in water and c velocity
of the water and reaches the next impulse point after a time tI (D is the
diameter of the runner).

tI =
πD

(a± c)zg
(3.3)

The worst case develops when there is constructive interference and t = tI ,
a strong pressure oscillation is produced at the frequency f

f =

{
ωr

2π zr if observed in the stationary domain
ωr

2π zg if observed in the rotating domain.
(3.4)

The load frequencies associated with the RSI are then dependent on con-
structive parameters (number of blades) and the rotating velocity of the
turbine. In terms of dynamic loads and so fatigue, the effect of RSI is im-
portant. However, since it is not difficult to estimate the frequency of the
pressure oscillations, dangerous resonance phenomena can be easily avoided
during the operations and even in off-design conditions.

12



3.2. Dynamic loads on Francis turbines

3.2.2 Vortex shedding and Lock-in

Vortex shedding is a fluid dynamic phenomenon that takes place when
a fluid flows past a bluff body. Alternated low-pressure eddies generate on
the downstream side of the object and detach periodically from either side
of the body forming a Kármán vortex street. An oscillating flow takes then
place and its characteristics depend on the velocity of the fluid and the size
and shape of the body.

(a) Visualisation of the vortex street behind a circular cylinder in
air [22]

(b) Vortex shedding as winds pass Heard Island (bottom left) in
the southern Indian Ocean resulted in Kármán vortex street in the

clouds [23]

Figure 3.3: Vortex shedding on different scales

13
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An important dimensionless parameter for oscillating flows is the Strouhal
number, defined as

St =
fsL

u
(3.5)

where fs is the frequency of the vortex shedding, L is a characteristic length
and u is the flow velocity. Strouhal number can be derived with empirical
formulas and varies with high Reynolds numbers but, in a large range, it is
almost constant [24]. The vortex shedding frequency is then dependent on
the flow velocity and so on the Reynolds number.

Not only the frequency but also the amplitude and stability of the phe-
nomenon it is related to the Reynolds number as it is possible to see from
Figure 3.4.

Figure 3.4: Vortex shedding regimes as a function of Re number [25]
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The process is then quite stable at low values of the Re number while it
becomes more chaotic at higher values, making its study more complex.
The working conditions simulated in this master thesis displayed values of
Re number from around 7, 5× 105 to 2, 1× 106 crossing then the transition
regime. Also, the considered geometry is not bluff then the reference value
of the Re number can be different.

Alternated low-pressure vortexes are then generated and the invested object
will tend to move toward the low-pressure zone starting to vibrate. When
the frequency of the vortex shedding is sufficiently close to the natural fre-
quency of the object generating it, lock-in will occur. This is a self-excitation
mechanism: the oscillation amplitude of the object will increase affecting the
phase of the vortex shedding subsequently the phases of the vortex shedding
and the moving object will approach reaching a “locked-in” situation. The
amplitude of the oscillation can be considerable and can lead to failures such
as the Tacoma Bridge in 1940 Figure 3.5.

Figure 3.5: Tacoma Narrow Bridge collapsing, November 7, 1940 [26]

If the velocity of the fluid, and so the Re number of the flow, are increased
above the lock-in region the frequencies of the vortex shedding and the object
remain “locked-in” for a certain range.
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3.3 Computational fluid dynamics

In the presented work numerical tools have been used to study the flow
of the water around the geometry. In CFD software, numerical simulations
are employed to analyze systems that involve fluid flow, heat transfer and
the associated phenomena such as chemical reactions.

The governing equations of fluid motion represent the conservation laws of
physics. The continuity equation describes the conservation of mass while
the Navier-Stokes equations the Newton’s second law. They are nonlinear
partial differential equations and have no analytical solution. A numerical
algorithm is hence implemented in CFD software to find a solution by iter-
ative methods. In this work, the adopted software is ANSYS CFX ® which
uses the finite volume method, a special finite difference formulation [27].
The numerical algorithm can be summarized in three main steps:

1. integration of the governing equations of fluid flow over all the (finite)
control volumes of the domain;

2. conversion of the resulting integral equations into a system of algebraic
equations (discretization);

3. solution of the algebraic equations by an iterative method.

The accuracy of the solution is then strictly related to the finite control vol-
umes, cells part of a numerical grid, named mesh, that represents the fluid
domain. A fine mesh, containing a large amount of elements, is more pre-
cise than a mesh containing fewer elements but requires more computational
power. Also, the shape and the aspect ratio of the cells are important to
capture different scale phenomena and, in general, pressure gradients. A
trade-off between mesh size and available computational power is always re-
quested, as a rule of thumb an optimal mesh is fine in areas of large gradients
while areas of smaller changes have coarser mesh.

3.3.1 Fluid flow governing equations

The fluid flow governing equations represent mathematical statements of
the conservation laws of physics:

• mass conservation;

• Newton’s second law: change rate of momentum equals the sum of the
forces on a fluid particle;

16



3.3. Computational fluid dynamics

• first law of thermodynamics: change rate of energy equal to the sum
of the rate of heat addition to and the rate of work done on a fluid
particle;

• equation of state.

They are obtained considering the fluid as a continuum and analysing the
flow at macroscopic length scales so that molecular motions can be ignored.
Since in the studied system, the energy variation is negligible and the fluid
is incompressible (liquid water) the only effective equations are the mass
conservation Equation 3.6 and the momentum equations (Newton’s second
law) Equation 3.7.

div(u⃗) = 0 (3.6)

ρgx +
∂σxx

∂x
+

∂τyx
∂y

+
∂τzx
∂z

= ρ(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
) (3.7a)

ρgy +
∂τxy
∂x

+
∂σyy

∂y
+

∂τzy
∂z

= ρ(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
) (3.7b)

ρgz +
∂τxz
∂x

+
∂τyz
∂y

+
∂σzz

∂z
= ρ(

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
) (3.7c)

In Equation 3.7 t is the time, gx, gy and gz are the components of gravity
acceleration along the cartesian coordinate system and u, v and w are the
cartesian components of the velocity of the fluid particle u⃗. ρ is the fluid
density, while σii and τij are the normal and tangential stresses respectively
(the first subscript represents the direction normal to the plane on which
the vector acts while the second subscript indicates the vector’s direction).
For incompressible Newtonian fluids, the stresses are linearly related to the
rates of deformation [28] and can be expressed as:

σxx = −p+ 2µ
∂u

∂x
(3.8a)

σyy = −p+ 2µ
∂v

∂y
(3.8b)

σzz = −p+ 2µ
∂w

∂z
(3.8c)

τxy = τyx = µ(
∂u

∂y
+

∂v

∂x
) (3.8d)

τyz = τzy = µ(
∂v

∂z
+

∂w

∂y
) (3.8e)
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τxy = τyx = µ(
∂w

∂x
+

∂u

∂z
) (3.8f)

where p = − 1
3 (σxx+σyy+σzz) is the pressure and µ is the dynamic viscosity

of the fluid.

Substituting Equation 3.6 and Equation 3.8 in Equation 3.7 and dividing for
the density ρ the Navier-Stokes equations (N-S) are obtained [28]:

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
) = −1

ρ

∂p

∂x
+ ρgx + ν(

∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2
) (3.9a)

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
) = −1

ρ

∂p

∂y
+ ρgy + ν(

∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2
) (3.9b)

(
∂w

∂t
+u

∂w

∂x
+ v

∂w

∂y
+w

∂w

∂z
) = −1

ρ

∂p

∂z
+ρgz + ν(

∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2
) (3.9c)

where ν = µ
ρ is the kinematic viscosity.

Reynolds averaged Navier–Stokes equations

The Reynolds number is a dimensionless parameter defined as the ratio be-
tween the inertial and viscous forces acting inside the fluid.

Re =
ρuL

µ
(3.10)

where ρ is the fluid density, u is its velocity, L is a characteristic length
and µ is the dynamic viscosity of the fluid. A high value of the Re number
(Re > 4000) indicates that the flows tend to be dominated by turbulent flow
since the inertia forces prevail over the viscous ones. This type of flow is
characterized by a chaotic, random behaviour of the fluid parameters, that
can be described in terms of their mean values on which superimposed the
fluctuations [28]. For the generic fluid propriety ϕ is possible to write:

ϕ(xi, t) = ϕ̄+ ϕ′(xi, t) (3.11)

where ϕ̄ is the mean, or time average, component and ϕ′ is the fluctuation.

ϕ̄(xi) =
1

T

∫ t0+T

t0

ϕ(xi, t)dt (3.12)
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In Equation 3.12 the time interval, T, is considerably longer than the period
of the longest fluctuations but considerably shorter than any unsteadiness of
the average velocity as shown in Figure 3.6.

T

Figure 3.6: Time averaged ϕ̄ and fluctuating ϕ′ description of a generic parameter
ϕ for turbulent flow

The pressure, velocity and the velocity components can then be expressed
as:

p = p̄+ p′ u⃗ = ⃗̄u+ u⃗′ u = ū+ u′ v = v̄ + v′ w = w̄ + w′

(3.13)
substituting Equation 3.13 in Equation 3.9 is it possible to obtain the Reynolds
averaged Navier-Stokes equations (RANS) [27]:

∂ū

∂t
+ div(ūu⃗) = −1

ρ

∂p̄

∂x
+ νdiv(grad(ū)) +

1

ρ
[
∂(−ρu′2)

∂x
+

∂(−ρu′v′)

∂y
+

∂(−ρu′w′)

∂z
(3.14a)
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∂v̄

∂t
+ div(v̄u⃗) = −1

ρ

∂p̄

∂y
+ νdiv(grad(v̄)) +

1

ρ
[
∂(−ρu′v′)

∂x
+

∂(−ρv′2)

∂y
+

∂(−ρv′w′)

∂z
(3.14b)

∂w̄

∂t
+ div(w̄u⃗) = −1

ρ

∂p̄

∂z
+ νdiv(grad(w̄)) +

1

ρ
[
∂(−ρu′w′)

∂x
+

∂(−ρv′w′)

∂y
+

∂(−ρw′2)

∂z
(3.14c)

The time averaging process introduces a new term in the N-S equations that
appears inside the square brackets. The six new terms represent additional
turbulent stresses, also called Reynolds stresses. Using the tensor notation
they can be written as:

ρu′
iu

′
j . (3.15)

The introduction of Reynolds stresses in RANS equations implies that the
equation set is not closed, there are more variables than equations. To close
the equations set is then necessary to adopt a turbulence model.

3.3.2 Turbulence modelling

CFD software use an iterative process to solve the N-S equations. In Di-
rect Numerical Simulations (DNS) the Navier–Stokes equations are numeri-
cally solved without any turbulence model while the other two main solution
methods: Large Eddy Simulations (LES) and RANS require a model for the
turbulence. For most engineering purposes it is unnecessary to resolve the
details of the turbulent fluctuations. DNS and LES are then not so diffused
outside of the research field due to their high cost in terms of computing
resources.

In general applications RANS model is adopted due to its good trade-off
between flow accuracy and computational needs [27]. As seen in subsec-
tion 3.2.1 the adoption of this solution method requires a model for the
turbulence to close the equation set. The most used and validated RANS
turbulence models are k − ω, k − ϵ and k − ω SST . They introduce two
additional transport equations that allow to close and then solve the RANS
equations. In the k − ω model, proposed by Wilcox, the turbulent kinetic
energy k is used as the first variable while the turbulence frequency ω = ϵ/k
is the second one. This model gets good performances in adverse pressure
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gradient boundary layer while it appears highly sensitive to turbulent prop-
erties in the free stream. The k−ϵmodel uses the rate of viscous dissipation ϵ
instead of the turbulence frequency ω as the second variable. The main limi-
tation of this model is the unsatisfactory near-wall performance for boundary
layers with adverser pressure gradients while good results in the free stream
are displayed. To exploit the advantages of both methods the k − ω SST
turbulence model has been developed as a combination of the k−ϵ and k−ω
models, it uses a transformation of the k − ϵ into a k − ω in the near-wall
region and the standard k− ϵ in the fully turbulent region far from the wall.
The simulations performed in this master thesis used the k − ω SST tur-
bulence model, for a detailed breakdown of the theory and equations of the
presented models, the reader is recommended to look in [27].

3.4 Structural mechanics

When a load is applied to a structure it induces stresses inside the mate-
rial that composes it. These stresses can lead to failure in two different ways:
static or fatigue. A static failure occurs when static loads exceed the yield
strength of the material, this situation does not happen if the structure is well
designed and operated, while fatigue failure manifests itself when repeated
cyclic loads are applied. The magnitude of the cyclic stress is normally low,
less than the yield stress of the material and is rather the number of cycles
that brings the structure to failure [29]. The dynamic loads presented in sec-
tion 3.2 create cyclic stresses in the runner material and so fatigue failures
are the most common and dangerous ones [13].

3.4.1 Fatigue

The fatigue characterization of a material is represented by the stress
vs number of cycles (S-N) curve. It shows the number of cycles that the
material can withstand at a specific stress level. Depending on the geometry,
surface finishing and other parameters, the value changes and needs to be
adjusted for the specific application with appropriate factors. Each load cycle
introduces damage in the material that is added to the one already present,
the accumulated damage can be estimated by e.g., the Miner-Palmgren rule
[30]:

k∑
i=1

ni

Ni
= D (3.16)
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where ni is the number of stress cycles at load i, and Ni is the number
of stress cycles to failure at load i. When D = 1 the material is assumed
to be at the end of its lifetime. Fatigue failure is characterized by sudden
plastic deformation that leads to a break preceded by a fracture inception
and propagation phase.

To obtain the N-S curve of a material experiments are conducted on test
samples: they are subjected to repeated cycles of measurable stress and the
number of cycles N before failure is plotted against the corresponding stress
amplitude S. Two main behaviours can be observed: for ferrous and titanium
alloys the curve will become horizontal, after high values of N, while, for other
materials, it continues to decrease. For ferrous material is then possible to
evaluate a fatigue limit, if a stress with amplitude equal to or lower than
the fatigue limit is applied the material will not fail for any cycle number.
For nonferrous materials, that don’t display any horizontal asymptote, the
fatigue limit cannot be defined. A fatigue strength or a fatigue life can
be evaluated: fatigue strength is the permissible stress amplitude that can
be applied to the material to last for a prescribed number of cycles while
fatigue life is the number of cycles the material can withstand before failing
at a prescribed stress amplitude.

Figure 3.7: S-N curve for a nonferrous alloy [13]

Fatigue phenomena are then strictly related to cycle number and stresses; in
a Francis turbine, the first ones are linked with the frequencies of RSI, RVR
and vortex shedding while the second ones depend on the loads. Knowing
these parameters it is possible to fully design the turbine and its mainte-
nance. While it is relatively easy to evaluate the loads on the runner during
nominal working conditions the same is not true during resonance phenom-
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ena. For this specific situation, stress values can be determined starting from
displacement information (ε ↔ σ through the Young module) that can be
obtained from measurements on the machine or, during the design phase,
from simulations. In both cases the value of the displacement is strongly
dependent on the damping as will be shown in subsection 3.4.3, it is then
important to evaluate it, also to be sure to avoid auto-excitation phenomena.

3.4.2 Finite element method

Continuous problems are usually described by differential equations that
can only be solved exactly by mathematical manipulation. The available
mathematical techniques limit then the solution possibilities to oversimplified
situations [31]. To overcome this problem several discretization methods
have been proposed, they all involve an approximation but the greater the
number of discrete variables the smaller the approximation.

Finite Element Method (FEM) is a widely used numerical method for solving
differential equations: the system is divided into a finite number of parts
the behaviour of which is specified by a finite number of parameters [31].
Elements are connected through nodes forming a mesh and the global set
of equations from the FEM procedure is solved using a direct solver or an
iterative one. The solution of the complete system is an assembly of the
element’s solution. In this thesis, the commercial FEM software ANSYS
Mechanical ® is used.

3.4.3 Vibrations in multiple degrees of freedom systems (MDOF)

The dynamic analysis of most of the real structure cannot be described
adequately by a single-degree-of-freedom system (SDOF), a system with mul-
tiple degrees of freedom is needed. The general motion’s equation of a linear
system with N degree of freedom is:

M¨⃗u+C ˙⃗u+Ku⃗ = l⃗(t) (3.17)

where u⃗(t) is the displacement vector (physical or generalized) and l⃗(t) is
the corresponding load vector, both of them have N × 1 dimension. Each
superscript dot represents a temporal derivative. M, C and K are respec-
tively the mass, the viscous damping and the stiffness matrix of the system
and are all N ×N .
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Figure 3.8: MDOF system

If the system moves with harmonic motion the displacement vector can be
written using the complex notation:

u⃗ = u⃗0e
st (3.18)

with s being a complex number. Substituting Equation 3.18 in Equation 3.17
is it possible to write:

(s2M+ sC+K)u⃗0 = l⃗0e
iϕ (3.19)

where u⃗0 and l⃗0 are generally complex and ϕ is the phase shift between load
and deflection. For each DOF, if no external forces are applied to the system,
Equation 3.20 can be solved for s obtaining:

s = −ωnζ ± iωn

√
1− ζ2 (3.20)

where ω2
n = K/M is the natural frequency, ζ = C/(2Mωn) is the damp-

ing ratio and C is the actual damping present in the system. The product
2Mωn is called critical damping, if a system is critically damped (ζ = 1) it
returns asymptotically to a stable equilibrium position without any vibra-
tion. According to the value of damping ratio ζ the response of the system
to a transitory perturbation is different:

• ζ = 0 undamped vibration, the response is pure harmonic;

• ζ > 1 overdamped vibration;
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• 0 < ζ < 1 underdamped vibration.

Figure 3.9: Response of a free damped system to a step input as a function of the
damping ratio

When the damped system is subjected to a harmonic forcing the regime
response for every degree of freedom can be expressed with the transfer
function:

u(t) =
l0
k

1√
(1− ( ω

ωn
)2)2 + (2ζ( ω

ωn
)2))

cos(ωt+ arctan
−2ζ ω

ωn

1− ( ω
ωn

)2
)) (3.21)

where l0 represents the forcing magnitude, k is the stiffness, ζ the damping
ratio, ωn the natural frequency of the system while ω is the forcing frequency.
Compactly is possible to write:

u(t) =
l0
k
|H(w)| cos

(
ωt+ arctan

−2ζ ω
ωn

1− ( ω
ωn

)2

)
(3.22)

Plotting the magnitude of the transfer function as a function of the ratio ω
ωn

makes the resonance phenomenon clear and also highlights the influence of
the damping on the vibration motion’s amplitude.
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Figure 3.10: Transfer function amplitude depending on different values of
damping ratio ζ

When the frequency of the forcing function is equal or close to the natural
frequency of the system (ω/ωn = 1), the amplitude of the forced vibration
becomes very large (e.g. with ζ = 0.05, the amplitude is ten times the static
one (l0/k)). In the case of zero damping, the amplitude tends to infinity. The
fact that for small damping values, in resonance conditions, the amplitude
can reach very high values is of practical engineering interest, as vibrations
of significant amplitude can pose a danger to the integrity of the system.

Cyclic symmetry

The way a structure vibrates depends on its geometry, constraints, ap-
plied loads and frequencies. During the vibrating motion stationary regions
are observable. They are called nodes and are particularly relevant for reso-
nance phenomena. During resonance, the natural frequency of the structure
matches the existing one and the loads are not applied on the nodes since,
in that case, the work done on the structure would be null.

For disc-like structures such as runners the node concept can be generalized
to Nodal Diameters (ND), regions of the structure where the mode shapes
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contain lines of zero displacement. When the object presents a cyclic sym-
metry, i.e. a portion of it, characterized by a divisor integer angle is repeated
a finite number of times around the axis of symmetry to obtain the full ge-
ometry, specific vibrating behaviours can be observed. The different parts of
the structure can move together or in phase opposition, different phase an-
gles are also possible: these mode shapes usually appear as travelling waves
and are the ones that differentiate the behaviour of a linear structure from
one with a rotational symmetry.

3.4.4 Damping

Damping is a phenomenon present in all oscillatory real systems and its
primary effect is to dissipate energy in the form of heat or sound. The energy
loss due to the damping causes a decay of the amplitude of free vibration or,
in a forced-vibration system at a steady state, the need for energy supply by
the exaction to maintain the motion.

Many different mechanisms can cause damping in a system:

• material internal friction: material damping;

• friction between parts which compose the system: Coulomb and struc-
tural damping;

• presence of viscous dampers: viscous damping;

• interaction between a fluid and the system: aero/hydrodynamic damp-
ing.

Material damping, also known as hysteretic damping, can be seen as an
internal frictional loss due to molecular motion that dissipates energy as
heat. The material deformation causes energy loss that is represented by
the area enclosed in the hysteresis graph Figure 3.11.
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Figure 3.11: Hysteresis graph for a generic metallic material [32]

This type of damping is typically independent of the excitation frequency,
except for viscoelastic material such as rubber, but proportional to the dis-
placement.

Coulomb frictional damping arises from the energy lost in the sliding of part
in contact, the energy of the system decreases due to frictional losses and it is
dissipated into heat and noise. If the parts in contact are connected through
mechanical junctions (screwing, rivetting, etc.) their relative movement will
be minimum but, if present, will introduce a specific frictional damping called
structural damping.

Most of the mechanical systems are equipped with specific tools called dampers
to manage vibrations. The most common type is the viscous one, in this
case, the exerted damping force is proportional to the movement velocity
F = c · u. The dissipated energy is proportional to the excitation frequency
and the square of the displacement.

If the structure vibrates inside a fluid a new damping component is present.
The interaction between the fluid and the system influences its motion ab-
sorbing energy. In specific situations, the fluid can provide energy to the
structure leading to dangerous auto-excitation phenomena. If the fluid is air
its effect is usually negligible while it becomes more important for heavier
fluids, like water. In this specific case, the term hydrodynamic damping is
used.
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For complex mechanical systems, where different types of damping act, can
be useful to unite them together: equivalent viscous damping and Raleigh
damping models are frequently employed [29].

3.4.5 Modal and modal acoustic analysis

Modal and modal acoustic analysis are fundamental for the study of me-
chanical vibrations. They allow to calculate the natural frequencies and
mode shapes of the structure vibrating respectively in air (or vacuum) or
inside a fluid (such as water). In this master thesis, both analyses have been
numerically performed imposing the material damping equal to zero.

Modal analysis

With the hypotheses explicated above the CBC can be modelled as an
unloaded and undamped structure with constant stiffness and mass. The
motion equation is then:

M¨⃗u+Ku⃗ = 0⃗ (3.23)

and considering the system linear, the free vibration response will be har-
monic.

u⃗ = φ⃗j cosωjt (3.24)

φ⃗j is the eigenvector that represents the deformed shape of the structure
when vibrating at the jth natural frequency ωj . Substituting Equation 3.24
in Equation 3.23 the following expression is obtained.

(K− ω2
jM)φ⃗j = 0⃗ (3.25)

Looking for a non-trivial solution the eigenproblem formula needs to be
solved:

∣∣K− ω2M
∣∣ = 0 (3.26)

resulting in n eigenvalues ω2 that subsisted in Equation 3.25 gives the n
φ⃗j eigenvectors. Each eigenvector has many components as the number
of DOF of the system and represents the shape of the deformation at the
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frequency ωj but not the amplitude value, which is usually normalized to
one. The values of the natural frequencies of the system are then obtained
from Equation 3.27.

fj =
ωj

2π
(3.27)

Modal acoustic analysis

The CBC vibrates inside flowing water which presence influences the
motion of the structure. To keep into account the water effect a modal
acoustic analysis is needed.

Acoustic analysis simulates the generation and propagation properties of the
acoustic waves in the given environment: the structure, as well as the fluid
medium, is modelled and natural frequencies and mode shapes are extracted.
ANSYS Mechanical ® enables to modelling of pure acoustic problems and
fluid-structure interaction (FSI) problems, in this work, a coupled simula-
tion has been carried out. A coupled acoustic-structural interaction analysis
solves the structural dynamics equation, the linearized Navier-Stokes equa-
tions of fluid momentum, and the flow continuity equation together. The
resulting finite element dynamic matrix equation is [33]:

{
{lS}
{lF }

}
=

[
[Ms] 0
¯

ρ0 [R]
T

[MF]

]{
{üe}
{p̈e}

}
+

[
[Cs] 0
0 [CF]

]{
{u̇e}
{ṗe}

}
+

[
[Ks] − [R]
0 [KF]

]{
{ue}
{pe}

}
(3.28)

where Mi, Ci, Ki are the mass, damping and stiffness matrix respectively, of
the structure if i = S, of the fluid if i = F . The same nomenclature is used
for the external force vector l⃗i while u⃗e is the displacement vector and p⃗e is
the pressure one. ρ0 is, instead, the density of the acoustic fluid and R is the
matrix that represents the coupling conditions on the interface between the
acoustic fluid and the structure. Equation 3.28 solves for acoustic pressure
propagation in the acoustic domain and structural deformation, considering
the interaction between the acoustic and structural domain such as the added
mass effect.

When a submerged body vibrates the surrounding fluid must be displaced
and so accelerated. Inertia and fluid forces are then involved in opposing the
motion of the object. Their effect can be modelled as an additional mass that
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moves together with the structure which therefore is called“added mass”[34].
Considering a simple spring-mass system (stiffness K, mass M), with one
DOF, its natural frequency in vacuum (or air) is given by:

fn =

√
K

M
(3.29)

if the same system is submerged in a fluid its natural frequency is:

fn,fluid =

√
K

M +M ′ (3.30)

where M ′ is the added mass. The same consideration can be extended to
more complex systems such as the CBC which will then display lower natural
frequencies. Specific research carried out at the Waterpower Laboratory
(NTNU) by Gaiti et al. showed that, unlike the natural frequencies, the
mode shapes of the CBC in air and in water are quite similar [15].
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Chapter 4

Methodology

This chapter presents the path followed to obtain the hydrodynamic damp-
ing of hydrofoils arranged in the CBC. Firstly an introduction to needed
parameters and relations is given, and then a summary of the simulations is
provided.

4.1 Hydrodynamic damping

The foundation of the work conducted in this master thesis is the arti-
cle of C. Monette et al. [14] where the theory of hydrodynamic damping in
flowing water is developed. As previously mentioned the goal is the charac-
terization of the hydrodynamic damping, we are then interested in evaluating
the damping ratio ζ for different mode shapes and flow velocities.

Monette et al. obtained the following relation for the work done by the
damping of an under-damped vibrating system WD:

WD = 4πζU (4.1)

where ζ = c/ccr is the damping ratio and U is the total potential energy of
the system including both fluid and structure. According to literature [35]
and [36] is possible to state that the damping force FD is proportional to
the flow velocity and that the stiffness force FK acting in the structure is
negligible (FK → 0). Under these assumptions, the total potential energy of
the system U is given from the sum of the kinetic energies of the structure
and the fluid vibrating at the natural frequency of the structure in the fluid.

U =
1

2
(dsρs + dwρw)Ω

2

∫∫
u2
0(x, y)dxdy (4.2)
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In Equation 4.2 dsρs and dwρw are respectively the mass per unit area of
the structure and the fluid, Ω is the natural frequency of the structure in
the fluid and u0 is the displacement amplitude. The reference system used
in Equation 4.2 is the one reported in Figure 4.1, the velocity component
accounted in U is then only the one in the same direction as the deformation.

Figure 4.1: Fluid particle moving on a vibrating structure [14]

The article proposes a CFD approach to the problem that exploits the pos-
sibility of CFD codes to handle defined mesh motion during transient calcu-
lations. Assuming that the differences between the mode shapes in flowing
water and the ones in still water are negligible, the damping work WD can
be extracted from a transient CFD simulation as the work done by the fluid
forces on the structure per cycle.

WD =

∫ t0+T

t0

∫
A

pv⃗ · n̂ dAdt (4.3)

In Equation 4.3 t0 is the starting time of the vibration cycle while T is
its period. A is the surface of the hydrofoil, p is the pressure, v⃗ is the
velocity of deformation of the blade while n̂ the normal direction exiting the
blade. In ANSYS CFX® this integral can be calculated using the command
“aerodynamic damping” available in the output controls. A positive value
of WD indicates that the hydrofoil dissipates energy in the fluid while a
negative value shows a resonance situation.

The value of the total potential energy U , equal to the sum of the kinetic
energy of the structure and the fluid, can instead be obtained through a
“user-defined result” in a modal acoustic simulation in ANSYS Mechanical®.
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4.1. Hydrodynamic damping

It is then possible to evaluate the hydrodynamic damping for any combi-
nation of nodal diameter and velocity by simply solving for ζ Equation 4.1
so:

ζ =
WD

4πU
(4.4)

In the following chapters and sections, we will refer to the denominator of
Equation 4.4 as the “normalization factor”.

Damping work (WD)

Initially, the approach was to use a direct one-way FSI to extract the
damping work made by the water on the foil. A first trial was done by
performing some pure CFD simulations to obtain the pressure field around
the hydrofoil. Importing the results as external load in a structural simula-
tion the displacement field could have been evaluated and then, after further
calculations, the value of the hydrodynamic damping.

Since the first attempts was clear that this procedure was not suitable. Pre-
vious experiments conducted at the Waterpower Laboratory showed, for the
considered geometry, the presence of the vortex shedding that was not visible
in the simulations. The numerical model did not faithfully represent reality
due mainly to two reasons: mesh and turbulence modelling. The mesh was
prepared with Turbogrid®, its quality was good but the number of elements,
even if quite high (≈2.5 million), was not enough to catch the occurring phe-
nomena. The chosen turbulence model was, at first, the k−ω SST and was
not able to correctly evaluate the flow motion.

Understood and settled these errors the new stumbling block was the compu-
tational time. The employed SAS model is more computationally expensive
than k−ω SST and the increased number of elements (≈12 million) leads to
a too high computational request. To get an idea, a very similar simulation
was performed by a colleague using Aura, a High-Performance Computer
(HPC) available at the Waterpower Laboratory and took around 10 days. A
so long computational time was unacceptable for the research carried on in
this master thesis since several of these simulations were needed.

A reverse one-way FSI simulation, called in Ansys® user guide “Flutter
simulation”, was then used. The structural domain was solved first and
the results were imported in a CFD simulation. Mode shapes and natural
frequency of the CBC in still water were evaluated from a modal acoustic
analysis on Ansys Mechanical®. Exploiting then the possibility of imposing
a periodic displacement to the mesh in Ansys CFX® the hydrofoil was made
vibrate in a CFD transient simulation. The value of WD was then extracted
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using the available command “aerodynamic damping”.

This approach still requires a remarkable quantity of time but was manage-
able. Since the correct displacement field is imposed a coarser mesh and a
simpler turbulence model could be used. In the previous case, an error in
the solving of the fluid domain would have led to imprecise values of pres-
sure and displacement while, using a “reverse one-way” approach, only the
pressure field could present any inaccuracy.

4.2 Modal acoustic simulation on Ansys Mechanical®

This simulation is the first that needs to be solved. The 3D model of one
hydrofoil and the surrounding fluid was prepared and meshed. It was possible
to model only 1/8 of the CBC since the command“cyclic symmetry”has been
used (Figure 4.2).

Figure 4.2: Modelled system for the modal acoustic analysis

Elements “SOLID187” and “FLUID221” were adopted respectively for the
structure and the fluid Figure 4.3.
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(a) Element “SOLID187” [37]
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(b) Element “FLUID221” [38]

Figure 4.3: Elements of the mesh adopted in the modal acoustic simulation. Each
of them has 10 nodes with 3 DOF

Using an APDL command the natural frequency of the structure and its
eigenvectors were extracted as csv file while the kinetic energy was evaluated
through a specific “user-defined result” available in the post-processing.

4.3 Reverse one-way simulation on Ansys CFX®

This type of simulation, improperly defined by Ansys user guides® as “Flut-
ter simulations” can be summarized in four main phases:

1. geometry preparation;

2. meshing;

3. initialization with a steady state simulation;

4. transient simulation.

The geometry used in the simulation is the same adopted for the modal
acoustic analysis and the mesh was created using Ansys Turbogrid®, a spe-
cific software dedicated to meshing in turbomachinery. The mesh was op-
timized to obtain good values of y+ for each testing velocity, the value of
Re number was then requested by the software. A steady state simulation
was then run as initialization of the transient one, modelling two passages,
as shown in Figure 4.4.
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Figure 4.4: Set up configuration for both steady and transient simulations. Two
blades and two passages are modelled

The used boundary conditions are mass flow rate at the inlet, calculated to
obtain a specific velocity at the foil leading edge, and a relative pressure at
the outlet equal to zero.

Subsequently, a transient simulation was run with the same set-up, where a
periodic mesh displacement, equal to the mode shape of the hydrofoil, was
imposed on its surface. The maximum amplitude was settled to 0,05mm.
Only two passages were simulated on Ansys CFX® to reduce the computa-
tional time. This was possible since the Fourier Transformation method was
employed in the transient simulation. The periodic quantities were measured
on a specified sampling plane and then suitably reported on the defined pe-
riodic surfaces. Exploiting this procedure has been possible to perform the
calculations on any nodal diameter modelling only two fluid passages. In the
post-processing, the values of y+, Courant number and flow velocity at the
leading edge were checked at different time steps and, through the “aerody-
namic damping” command available in the output control, the value of the
fluid work on each blade was extracted.
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Chapter 5

Results and discussions

The present chapter presents and discusses the results of the performed sim-
ulations. The available computational power, even if rather high, was the
bottleneck of the work that has to be therefore focused only on the first
mode shape of nodal diameter zero and one, indicated respectively as ND01
and ND11. A point for the nodal diameter 4, mode 1 (ND41) has also been
evaluated to check the accuracy. From now on, for better ease of reading the
work, the subscript 1 after the nodal diameter that indicates the first mode
shape, will be neglected.

5.1 Natural frequencies, mode shapes and kinetic energy

From the modal acoustic simulation performed on Ansys Mechanical®

the natural frequencies and mode shapes of the CBC have been extracted.
They show a good agreement with the values and shapes found by Gaiti et.
al. in [15], natural frequencies are lower than the ones in the air due to the
effect of the added mass, while the mode shapes are mostly the same.

Table 5.1: Natural frequencies of the first mode shape of each nodal diameter

Nodal Diameter Frequency [Hz]
ND0 456.7
ND1 553.6
ND2 451.5
ND3 394.6
ND4 377.6



5. Results and discussions

In Figure 5.1 and Figure 5.2 a comparison between the mode shapes of the
CBC in air and water is shown. It can be observed that the way in which
the structure deforms is the same for both mediums. As already exposed
in subsection 3.4.5 the deformation values are arbitrary and should not be
considered.

(a) Nodal diameter 0, mode shape 1 in air

(b) Nodal diameter 0, mode shape 1 in water

Figure 5.1: Comparison between the first mode shape of nodal diameter 0 in air
(a) and water (b)
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(a) Nodal diameter 1, mode shape 1 in air

(b) Nodal diameter 1, mode shape 1 in water

Figure 5.2: Comparison between the first mode shape of nodal diameter 1 in air
(a) and water (b)

Finally, it is possible to note a different trend between ND0 and ND1. The
former exhibits a more uniform deformation across the entire foil when in
the air rather than in water, while the latter shows the opposite behaviour.

From the same simulation the values of the kinetic energy Equation 4.2
have been extracted adopting a user-defined command, they are reported in
Table 5.2. The results are related to a maximum displacement value that is
different for each mode shape and calculated by the modal acoustic analysis.
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Table 5.2: Kinetic energy values and refereed maximum displacement for the first
mode shape of each nodal diameter

Nodal Diameter Kinetic energy [JE-04] Max displacement [mE-06]
ND0 5.9749 7.5120
ND1 2.3159 1.0599E+01
ND2 2.2096 8.7747
ND3 2.5408 7.8521
ND4 2.5408 5.3818

In the performed CFD simulations, the maximum displacement has been
imposed equal to 0.05mm. According to Tengs et al. [19] that value can
be chosen freely as long as small (less than 0,5mm) since the hydrodynamic
damping is independent of the displacement. The results presented in Ta-
ble 5.2 cannot be used directly, they need to be normalized and then related
to the imposed displacement, the result of this procedure is reported in Ta-
ble 5.3.

Table 5.3: Kinetic energy values refereed to a maximum displacement of 0.05mm
for each nodal diameter

Nodal Diameter Kinetic energy [JE-02]
ND0 2.6470
ND1 5.1538E-01
ND2 7.1745E-01
ND3 1.0302
ND4 2.1931

5.2 Work of the blade on the fluid WD

The WD values were derived from the CFD simulations discussed in sec-
tion 4.3 and are reported in Table 5.4. The “Aerodynamic damping” com-
mand, accessible in the “Output control”was employed with a normalization
factor set to one. Two different integration periods, namely full and mov-
ing, were applied to calculate the integral Equation 4.3 on each of the two
hydrofoils in the model. Hydrodynamic damping was then computed for
both hydrofoils using two distinct integration methods, and after achieving
convergence, the four values converged to alignment. Each provided data
point represents the average of the four WD values, each of them calculated
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as the mean of the last 25 measurements at convergence.

Table 5.4: Work values WD for each combination of nodal diameter and velocity

WD [JE-03]
Velocity [m/s] ND0 ND1
0.5 1.5429 —
1 1.5316 —
2 1.6474 —
3 1.6673 —
4 1.5947 1.7937
5 1.5401 —
6 1.4983 —
7 1.4465 —
8 1.4218 1.6038
9 1.3988 1.5763
10 1.4278 —
12 1.5167 1.7224
14 1.9590 1.8705

Figure 5.3: Work done by the blade on the fluid for the first mode shape of ND0
and ND1
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Velocities up to 14m/s have been investigated since that value is the maxi-
mum obtainable in the testing rig.

Due to the computation time requested by the simulations, for ND1 only
five values of velocity have been evaluated, but, as it is possible to see in
Figure 5.3, still enough to verify the trend of the results.

5.3 Hydrodynamic damping ζ

Obtained, from the CFD simulations, the values of the work done by the
hydrofoil on the fluid WD, it has been possible to evaluate the hydrodynamic
damping ζ using Equation 4.4. The operation was carried out by exporting
the data as csv files and processing them with a custom MATLAB® code.

The results are listed in Table 5.5 and shown in Figure 5.4 and Figure 5.5,
while the normalization factors, depending only on the nodal diameter, are
reported in Table 5.6.

Table 5.5: Hydrodynamic damping values for ND0 and ND1 as function of the
velocity

ζ [E-03]
Velocity [m/s] ND0 ND1
0.5 4.6385 —
1 4.6043 —
2 4.9525 —
3 5.0125 —
4 4.7942 2.7694E+01
5 4.6300 —
6 4.5042 —
7 4.3485 —
8 4.2743 2.4762E+01
9 4.2051 2.4338E+01
10 4.2923 —
12 4.5597 2.6593E+01
14 5.8893 2.8880E+01
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Table 5.6: Normalization factor for each nodal diameter

Normalization factor [JE-01]
ND0 3.3264
ND1 6.4768E-01

To test the results of the CFD simulations with different boundary condi-
tions, the first mode shape of the nodal diameter four (further in the work
indicated as ND4) has been evaluated at 4m/s. The values are reported in
Table 5.7.

Table 5.7: Hydrodynamic damping value for ND4 at 4m/s

WD [JE-03] Normalization factor [JE-01] ζ [E-02]
ND4 3.4620 2.7559 1.2562

Figure 5.4: Hydrodynamic damping ζ for ND0 as function of the velocity
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Figure 5.5: Hydrodynamic damping ζ for ND0 as function of the velocity

5.4 Discussion

A first observation regards the WD values reported in Table 5.4 and
Figure 5.3. They are all positive, so the hydrofoil is dissipating its energy in
the fluid according to how the directions of the vectors in Equation 4.3 are
defined. Since the normalization factor is always positive (U ≥ 0 always)
the sign of the hydrodynamic damping is determined by WD. Resonance
phenomena, indicated by negative damping values, are then not present for
the tested conditions.

The trend of WD (Figure 5.3), and so of the hydrodynamic damping ζ (Fig-
ure 5.4, Figure 5.5), matches with the one found by Bergan C., Tengs E. et.
al. in [39], as it’s possible to see in Figure 5.6. From previous studies, nu-
merically conducted on the CBC at the laboratory, a lock-in velocity around
6m/s is expected. For lower velocities, a slightly decreasing trend was found,
still in good agreement with the literature, while for velocities between 6m/s
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and 10m/s the hydrodynamic damping remains more constant. As reported
in subsection 3.2.2, after the lock-in velocity is reached, the vortex shedding
frequency and the one of the structure remain the same (locked-in) even if
the flow velocity is increased, this can explain why the hydrodynamic damp-
ing value remains almost stable in the region just after the lock in velocity.
For higher values, above 10m/s, a clear linearly increasing trend with the
velocity is found, as expected.

Comparing the values of hydrodynamic damping calculated for ND0 and
ND1, their difference is evident: while for ND0 ζ ≈ 0, 5% for ND1 ζ is
almost five times higher Figure 5.7.

Figure 5.6: Numerical and experimental results found by Bergan C., Tengs E. et.
al. for a single hydrofoil with a symmetric trailing edge [39]
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Figure 5.7: Comparison between ζ for ND0 and ND1

Previous experiments, conducted at the Waterpower laboratory on the tested
geometry, showed, in condition of still water, a damping around 3% for each
nodal diameter. That experimental value accounts for different contribu-
tions. As mentioned in subsection 3.4.4 the material damping, the structural
damping and the viscous and hydrodynamic damping contribute to creat-
ing the damping that is measured. The separation of the contribution of
each phenomenon is, experimentally, quite complex. The results for ND0
are plausible: expecting a total damping around 3% a contribution of the
hydrodynamic component of approximately 0, 5% is reasonable.

The values obtained for ND1 are, instead, too high to be acceptable and
the reason is due to the calculation of the kinetic energy through the modal
acoustic analysis. In the article of Monette et al. [14] the total potential
energy U is equal to the kinetic energy that is calculated using Equation 4.2.
In the equation, there are two mass contributions, one related to the struc-
ture, and the other to the water moving with the structure. Using Ansys
Mechanical® to extract the value of kinetic energy there are no possibilities
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to control how the mass of water moving with the hydrofoil is modelled.
Some empirical formulas to calculate it exist, but their experimental vali-
dation is restricted to a few cases with easy geometries [40]. Another issue
is related to the determination of the velocity (in Equation 4.2 represented
by the product between the frequency Ω and the surface integral of the dis-
placement). In the modal acoustic simulation, the water is still, it doesn’t
flow on the hydrofoil, no turbulence models are adopted and it is considered
a compressible fluid. As shown in section 4.1 the component of the velocity
that contributes to the kinetic energy is the one in the same direction as the
deformation, that value is well estimated only for the ND0 due to its mode
shape. The deformation of all the hydrofoils is the same and they move
in phase (Figure 5.1), as a result, the cross-section where the fluid flows
remains constant, it only changes in shape. In this configuration, if the dis-
placement of the hydrofoil is small (less than 0,5mm) it is possible to state,
with enough confidence, that the movement of the fluid in the direction of
the deformation is largely due to the blade movement itself. For ND1 and
all the other mode shapes where there is a variation, not only of the shape
but also of the area of the cross-section where the fluid flows, the situation is
different. In those cases, the water is squeezed or sucked between the hydro-
foils depending if the cross-section area increases or decreases, resulting in
an acceleration of the water and so in the generation of pressure gradients.
This phenomenon can act on the boundary layers and on the fluid vorticity
giving a non-negligible contribution to the component of the velocity needed
to calculate the kinetic energy. All these effects cannot be captured with the
model used in the modal acoustic simulation.

The combination of all these limitations gives, as a result, an underestimation
of the value of U and so an overestimation of the hydrodynamic damping.

Some attempts have been made, trying to extract the values of velocities
from the CFD simulations exposed in section 4.3 but, since their objective
was different, it was not possible.

For each nodal diameter two simulations were run at 4m/s with different
values of the amplitude to verify the independence of the damping from the
maximum amplitude of the hydrofoil’s displacement. The results, for small
amplitudes (less than 0,5mm), confirm that hypothesis agreeing then with
[41] and justifying the arbitrary choice of that value in the CFD simulations.

Regarding specifically the CFD simulations, a grid independence study was
not performed. Nevertheless, a verification of the Courant number and y+
for all simulations at various time steps has been performed, confirming their
compliance with the recommended range for the employed models.
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Chapter 6

Conclusions

The changes in the energy market due to the increasing awareness of the
environment are leading to new challenges for the electric grid. The high use
of renewable energy sources requires improvement in the stabilization ca-
pacity of the grid, which is usually demanded by hydroelectric power plants.
Off-design operating conditions are becoming more frequent than in the past
causing several failures due to fatigue phenomena.

The goal of this thesis is the numerical characterization of the hydrody-
namic damping of hydrofoils in a CBC. That is the contribution to the total
damping related to the flow of a fluid on the structure. Its characterization
is important since it directly influences the amplitude of the displacement
when the structure undergoes external dynamic loads, structural deforma-
tion decreases as the damping increases. High damping is therefore positive
from a fatigue point of view.

The numerical results obtained in this master thesis agree with what was
found in previous research on simpler configurations, at least for what re-
gards the trends. A linear dependence of the work done by the hydrofoil
on the fluid and so of the hydrodynamic damping is shown after the lock-in
region, while before, the trend can be considered almost constant. It is then
plausible to assert that the behaviour showed for simple geometries can be
extended also to more complex ones like the CBC. The values of WD ex-
tracted from the CFD simulations are consistent with each other and can
therefore be considered valid, while only the results of hydrodynamic damp-
ing ζ for ND0 are plausible. For ND1 the calculated results are too high
due to the underestimation of the kinetic energy computed using a modal
acoustic simulation.

In summary, it is possible to assert that the adopted methodology gives
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good results only for global methods where all the parts of the structure
move in phase. For all different cases, where a phase angle is present and a
variation of the cross-section occurs, the proposed approach is not able to
model accurately the phenomenon.

The capability to determine hydrodynamic damping allows, knowing the tur-
bine’s geometry, setup, and material, to numerically estimate its vibrational
behaviour, under various loading conditions. This enables the evaluation of
structural responses in both design and off-design scenarios, including poten-
tial resonance phenomena. Consequently, deformations, stresses and fatigue
life of the structure for different load cycles can be assessed encompassing
also critical operational points. It is then possible to optimize the design,
operation and maintenance strategies for both new and existing machines,
aligning them with the evolving demands of a flexible energy market.

52



Chapter 7

Future work

A key step that still needs to be done is the experimental validation of the
model on the CBC. A detailed investigation regarding the damping and how
to separate the different contributions is valuable.

Finally, to obtain a model able to evaluate correct values of damping for
all the nodal diameters, it would be important to extract the kinetic energy
values from a suited CFD analysis.
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