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Abstract

Deep learning and machine learning show effectiveness in identifying and addressing
cloud security threats. Despite the large number of articles published in this field, there
remains a dearth of comprehensive reviews that synthesize the techniques, trends, and
challenges of using deep learning and machine learning for cloud computing security.
Accordingly, this paper aims to provide the most updated statistics on the development
and research in cloud computing security utilizing deep learning and machine learning. Up
to the middle of December 2023, 4051 publications were identified after we searched the
Scopus database. This paper highlights key trend solutions for cloud computing security
utilizing machine learning and deep learning, such as anomaly detection, security automa-
tion, and emerging technology’s role. However, challenges such as data privacy, scalabil-
ity, and explainability, among others, are also identified as challenges of using machine
learning and deep learning for cloud security. The findings of this paper reveal that deep
learning and machine learning for cloud computing security are emerging research areas.
Future research directions may include addressing these challenges when utilizing machine
learning and deep learning for cloud security. Additionally, exploring the development of
algorithms and techniques that comply with relevant laws and regulations is essential for
effective implementation in this domain.
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1 Introduction

The SANS Institute found that 84% of effective cyberattacks exploit human behaviors. The
SANS Institute is a collaborative research and educational institution that specializes in
cybersecurity education and training (SANS 2024). SANS stands for "SysAdmin, Audit,
Network, Security," reflecting its initial emphasis on system administrators and network
security professionals. Additionally, a Ponemon Institute study found that the average cost
of a data leak brought on by network failures is $4.1 million. The Ponemon Institute is a
research group that focuses on information security policy, privacy, and data protection.
They conduct independent research, surveys, and studies on topics such as data breaches,
privacy practices, cybersecurity trends, and risk management (Ponemonlnstitute. 2024).
Cybersecurity Ventures projects that the yearly cybercrime cost will exceed USD 7 tril-
lion globally in 2022 and $10.5 trillion by 2025 (Morgan 2022). Cybersecurity Ventures
is a leading researcher and publisher covering the global cybersecurity market. They pro-
vide industry insights, cybersecurity statistics, market forecasts, and trends through their
reports, newsletters, and articles (CybercrimeMagazine 2024). Furthermore, research by
the Information Systems Security Association found that using various data sources could
improve the precision of vulnerability management identification by up to 50% (Olt-
sik 2023). The Information Systems Security Association is a nonprofit organization that
provides educational forums, publications, and networking opportunities to cybersecurity
professionals (ISSA 2024). The amount of sensitive information is anticipated to increase
by 50% annually, according to a report by the International Association of Computer Sci-
ence and Information Technology (IACSIT). Also, according to the same report, anomaly
detection can identify up to 85% of breaches. Unfortunately, the same report claimed that
adversarial cyberattacks can deceive Deep Learning (DL) models up to 90% of the time.
The TACSIT is a professional organization that brings together researchers, scholars, and
practitioners in the fields of computer science and information technology (IACSIT 2024).
On the other hand, using security intelligence may decrease the time necessary to find a
security breach by up to 50%, according to research by the SANS Institute. According to
the same research, the SANS Institute found that finding a security event takes an average
of 200 days (Spitzner 2022). These statistics provide a clear picture of the scope of the
security issue and the role that Machine Learning (ML) and DL can play in addressing it in
the future.

Contemporary malware presents a significant challenge for traditional detection systems
due to its sophisticated and deceptive nature (Rao and Jain 2024). In cloud environments,
antivirus programs often struggle to detect complex malware, such as encrypted or meta-
morphic variants, leading to an increased risk of undetected attacks (Abbas and Myeong
2023). Despite their widespread use, traditional security methods like firewalls and Intru-
sion Detection Systems (IDS) have limitations in cloud settings. They cannot effectively
identify novel threats, zero-day attacks, or malicious mining programs, nor can they handle
large volumes of data (Belal and Sundaram 2022). Consequently, there is a pressing need
to ensure high detection rates with accuracy to reduce false positives and bolster security
measures. One promising approach to addressing these challenges is adopting ML-based
and DL-based IDS (Amiri et al. 2024). Powerful methods like ML and DL can be used
to increase the security of cloud computing systems (Heidari et al. 2023). They have been
demonstrated to be efficient in recognizing and preventing security threats and can be uti-
lized for tasks including intrusion detection, anomaly detection, and classification. In order
to find patterns and anomalies, categorize data, and generate predictions, these techniques
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may analyze and learn from massive amounts of data. This can aid in spotting malicious
activity, detecting intrusions, and identifying other security concerns.

However, while several literature reviews have explored ML and DL role in cloud com-
puting security, none of these studies included bibliographic analyses. Additionally, most
previous review papers on ML and DL usage for cloud computing security have focused
either on different ML and DL techniques or algorithms, or on specific techniques such as
Convolutional Neural Networks (CNN), or types of attacks like denial-of-service attacks,
as elaborated in Sect. 2.4. Moreover, the field of ML and DL for cloud computing security
is continuously evolving. Thus, this paper aims to fill this gap by offering a comprehensive
review of the trends and challenges associated with using ML and DL for cloud comput-
ing security. This investigation is crucial for understanding such a dynamic field. Identi-
fying trends, patterns, and connections between various research projects can also aid in
synthesizing existing information. It can help identify potential biases and limitations in
earlier research, thereby preventing the repetition of these errors and ensuring the study’s
thoroughness and validity (Herrera-Franco et al. 2020). Furthermore, conducting a biblio-
graphic analysis helps in understanding previous research, identifying addressed problems,
and pinpointing gaps in the literature that require further investigation.

The paper contributes to the field of cloud computing security by utilizing DL and ML
in several ways. First, the paper addresses the need of comprehensive reviews by offering
updated statistics on the development and research landscape of cloud computing security
using DL and ML techniques. We conducted a bibliographical analysis before analyzing
the field’s recent and upcoming developments. Second, the paper highlights trending ML
and DL solutions to address cloud security issues, including anomaly detection, security
automation, cloud-native security, image-based detection, network traffic analysis, and the
role of emerging technologies, providing insights into current approaches for addressing
cloud security threats. Third, the paper identifies challenges including data privacy, scal-
ability, explainability, generalizability, and label bias associated with using ML and DL
for cloud security, bringing attention to areas that require further exploration and refine-
ment. Fourth, the paper identifies several new algorithms and approaches being developed.
Thus, both ML and DL are continuously growing in the context of cloud computing secu-
rity. Finally, based on the findings, the paper draws future research directions focused on
addressing challenges and developing algorithms and techniques that comply with relevant
regulations and laws, emphasizing the importance of advancing the field in a responsible
and compliant manner.

The remainder of this paper is structured as follows: The background of ML, DL, and
cloud computing is covered in Section 2. The research methodology employed in this study
is explained in Section 3. The bibliographical analysis of the relevant literature is discussed
in Section 4. The current and future trends of deploying ML and DL for cloud computing
security are discussed in Section 5. Section 6 concludes this paper. The definitions of the
abbreviations used in this study are summarized in Table 1.

2 Background and related work
2.1 Cloud computing

Cloud computing is an information services delivery model that makes resources avail-
able to users through the Internet as needed and on a pay-as-you-go basis (Alzoubi
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Table 1 Table of abbreviations used in the paper

Abbreviation Definition Abbreviation Definition

CASB Cloud Access Security Brokers LSTM Long Short-Term Memory

CNN Convolutional Neural Networks ML Machine Learning

DL Deep Learning NLP Natural Language Processing

DBN Deep Belief Networks PaaS Platform as a Service

GAN Generative Adversarial Networks PCIDSS Payment Card Industry Data
Security Standard

GDPP General Data Protection Regulation ResNets Deep Residual Networks

HMM Hidden Markov Models RF Random Forest

HIPAA Insurance Portability and Accountability Act RNN Recurrent Neural Networks

IaaS Infrastructure as a Service SaaS Software as a Service

IDS Intrusion Detection System SVM Support Vector Machine

KNN K-Nearest Neighbor VAE Variational Autoencoders

et al. 2022a). It makes it possible for users to acquire and use pooled computational
resources, like storage, servers, and applications, without worrying about maintaining
and managing those resources’ infrastructure (Alzoubi et al. 2021). In cloud comput-
ing, there are three primary services: Infrastructure as a Service (IaaS), Platform as a
Service (PaaS), and Software as a Service (SaaS) (Abdel-Basset et al. 2018). While
SaaS offers consumers subscription-based access to software services like customer
relationship management and email, PaaS provides a platform for users to design, exe-
cute, and administer applications. On the other hand, IaaS gives consumers access to
hardware-related resources like CPUs, storage, and memory.

In addition, other deployment options are available with cloud computing, including
private, public, and hybrid clouds. Third-party suppliers run public clouds, accessible
to everyone, whereas a single enterprise runs private clouds. Enterprises may exploit
the advantages of both private and public clouds by combining them in hybrid clouds
(Abdel-Basset et al. 2018). Cloud computing services are offered by several major
companies, such as (Gartner. 2023):

e Amazon Web Services: Amazon Web Services owned 32% of the cloud comput-
ing industry in 2021, making it the leading provider. It has a worldwide network of
data centers and offers several services, including SaaS, PaaS, and IaaS.

e Microsoft Azure: With a 20% market share, Azure is the second-largest cloud com-
puting service. It provides IaaS, PaaS, and SaaS services comparable to those of
AWS and has a worldwide network of data centers.

e Google Cloud Platform: With a 7.7% share of the market, Google Cloud Platform is
the third-largest cloud computing service. It offers a wide variety of services, such
as SaaS, PaaS, and IaaS, and has a worldwide network of data centers.

e Alibaba Cloud: With a 4.6% share of the market, Alibaba Cloud is the fourth-larg-
est provider of cloud computing services. It is a division of Alibaba Group that pro-
vides several services, including SaaS, PaaS, and laaS, and a worldwide network of
data centers. Still, it is mainly concentrated on the Asian market.
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2.2 Machine learning and deep learning

With ML, a type of artificial intelligence, machines may automatically pick up new skills
and improve over time (Mishra and Tyagi 2022). It entails employing algorithms to exam-
ine data, gain knowledge, and determine a forecast or course of action without involving
humans (Lin et al. 2022). The size of the worldwide ML market is anticipated to increase
from $8.41 billion in 2020 to $39.09 billion by 2025 at a CAGR of 36.5% throughout the
forecast period (MarketsandMarkets. 2023). The three main types of ML are supervised
learning, reinforcement learning, and unsupervised learning (Belal and Sundaram 2022;
Gupta et al. 2017; Topcu et al. 2023).

e Supervised learning: Voice recognition, picture categorization, and Natural Language
Processing (NLP) are examples of tasks that require supervised learning. Labeled data
is used in supervised learning to train a model to forecast outcomes based on fresh data.

e Unsupervised learning: It is employed for activities like grouping and anomaly detec-
tion. It entails discovering structures or trends in unlabeled data without a clear predic-
tion objective.

¢ Reinforcement learning: It is employed in activities like robotics and gaming. It entails
preparing an agent to choose between incentives and punishments when making deci-
sions.

DL is a subclass of ML that models and resolves complex issues, including decision-
making, NLP, and voice and picture recognition, using artificial neural networks (Amiri
et al. 2024; Heidari et al. 2022). These neural networks are composed of multiple layers, so
they are called "deep" learning. The DL market size is anticipated to increase from $1.81
billion in 2020 to $10.95 billion by 2025 at a CAGR of 44.1% throughout the forecast
period (MarketsandMarkets. 2023). Rather than relying on human feature extraction, DL
algorithms can enhance the performance of ML models by automatically extracting fea-
tures from raw data (Aldallal 1916). Since the data is complicated and unorganized, it is
beneficial for voice and picture detection tasks.

2.3 Machine learning and deep learning for cloud computing security

As effective techniques for improving cloud computing security, ML and DL have come
to light. Traditional methods frequently fail to handle the dynamic and complex nature of
cyber threats in cloud security (Ge et al. 2021). In cloud environments, ML and its subset,
DL, provide flexible and intelligent solutions to strengthen security and reduce risks. Mas-
sive volumes of data created in the cloud may be analyzed by ML algorithms, which can
then find patterns and abnormalities that could point to security lapses. Proactive threat
identification is made possible by ML models that utilize previous data to learn how to
differentiate between harmful and regular activity (Gupta et al. 2017). This is furthered by
DL, which uses neural network architecture to automatically extract complex aspects and
representations from data, enabling more precise and nuanced threat detection.

One noteworthy usage is intrusion detection, where ML and DL algorithms are used
to continually watch user behavior and network activity (Kasongo 2023). These systems
offer real-time protection against possible attacks by triggering warnings or automatic
replies in the event that abnormalities or suspicious patterns are discovered (Ma et al.
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2023). Furthermore, cloud security systems may foresee and proactively handle new vul-
nerabilities using ML and DL approaches in predictive analysis (Kumar et al. 2022a). ML
and DL technologies are increasingly essential in strengthening the resilience of cloud
infrastructure against various cyber threats as cloud computing advances. The following
explains the critical ML and DL milestones for cloud security (Belal and Sundaram 2022;
Yildiz 2024; Dasgupta et al. 2022; Saran et al. 2022).

e The cloud computing sector grew significantly after 2010, coinciding with the under-
standing that more advanced security measures were required. Security systems for
virus analysis, anomaly detection, and user behavior analytics started to use ML algo-
rithms. The goal was to improve the detection and reaction to threats capabilities by
utilizing ML.

e The introduction of DL, especially with the rise in popularity of neural networks and
deep neural architectures, was a significant turning point in 2012. DL methods, such as
Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNNs), have
a remarkable ability to process intricate data structures.

e Concerning cloud security, DL has made significant progress in pattern and picture
recognition, increasing threat detection accuracy. After 2015, as cloud environments
advanced in sophistication, so did cyber threats. ML and DL played key roles when
creating IDS for cloud-based infrastructures. These systems used ML algorithms to
continuously monitor user activity and network traffic to spot behavioral anomalies that
could be signs of impending security problems.

e Predictive analytics has received more attention in cloud security since 2019. These
days, historical data analysis, trend identification, and possible security risk predic-
tion are all done using ML and DL models. Moreover, real-time reactions to security
issues are made possible by integrating automation with ML and DL, which shortens
the time between detection and mitigation. One of the innovations is the creation of
adversarial ML, which improves resistance to complex assaults. There are still issues
to be resolved, such as the requirement for interpretability in intricate DL models and
handling moral questions related to security and artificial intelligence.

2.4 Related survey literature

To contextualize our study, we surveyed pertinent review articles regarding the utilization
of ML and DL in cloud security. We specifically focused on papers published between
2022 and 2024, examining titles and abstracts in the Scopus database to select comprehen-
sive literature reviews. Papers exclusively addressing singular techniques (e.g., (Ravinder
and Kulkarni 2023) and (Pandey et al. 2023)) or specific attacks (e.g., (Nair et al. 2023)
and (Gupta et al. 2022)) were excluded. It was essential to focus only on articles discussing
ML and DL techniques for cloud security purposes, in general. Table 2 outlines the key
insights gleaned from these reviews, revealing three overarching themes: the application,
challenges, and emerging trends of ML and DL in cloud security.

e Application of ML and DL for cloud computing security: The literature provides
insights into the application of ML and DL techniques for enhancing cybersecurity
across various domains. In (Abdullahi et al. 2022), the authors categorized Al tech-
niques for IoT cybersecurity, highlighting SVMs and RF as popular choices. The
authors in Belal and Sundaram (2022) emphasized SVM, RF, and KNN for cloud
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security. The authors in Hernandez-Jaimes et al. (2023) analyzed AI methods for
securing medical IoT devices, and the authors in Roy et al. (2023) evaluated ML
methods for edge device security, focusing on Extreme Gradient Boosting and RF.
Similarly, the authors of Bhuvaneshwari and Kaythry (2023) highlighted DL tech-
niques like RNN and CNN for cybersecurity. Furthermore, the authors in Salem and
Al-Saedi (2023) discussed DL and data mining in cloud security, emphasizing CNN
and SVM.

e Challenges and trade-offs of using ML and DL for cloud computing security: In
(Kornaros 2022), the authors examined ML and DL techniques for IoT device secu-
rity, addressing integration trade-offs. The authors of Aldhaheri et al. (2023) dis-
cussed DL’s advanced structure and trade-offs, proposing edge computing and trans-
fer learning as solutions. Moreover, the authors of Yi et al. (2023) examined DL’s
role in network threat detection, categorizing models like Self-Autoencoder and
RNN. Additionally, the authors of Vinolia et al. 2023 assessed DL-based unsuper-
vised techniques for intrusion detection.

e Emerging trends and future directions for using ML and DL for cloud computing
security: The authors of Sarker et al. (2023) explored ML and DL methodologies for
IoT security, covering various classification and clustering methods. Also, authors in
Dasgupta et al. (2022) identified DL methods like RNN for network traffic analysis.
Moreover, the authors of Balobaid et al. (2024) discussed ML and DL techniques for
IoT-based cloud computing security, highlighting the importance of updated security
measures and methods like KNN and Deep Stack Encoder Neural Networks.

Finally, the authors in Mishra (2024) discussed several uses of ML and DL that were
documented. This included anomaly detection, threat intelligence, analytics of user and
entity behavior, network security, data security, endpoint security, identity and access man-
agement, incident response, security information and event management, continuous moni-
toring, and adaptation. This study is still under review but was added as a preprint to the
SSRN database. Our paper offers several advancements compared to recent literature in the
field. It conducts a comprehensive bibliometric analysis of all papers on ML and DL for
cloud security within the Scopus database. Additionally, it delineates the latest trends in
this domain, covering topics such as anomaly detection, security automation, cloud-native
security, emerging technology’s role, insider threats, CASB, image-based malware detec-
tion, and network traffic analysis. These trends are examined individually for both ML and
DL techniques. Furthermore, the paper identifies the most prevalent ML and DL methods
utilized in cloud security and addresses the associated challenges. Finally, it discusses the
practical implications of these findings for industry applications.

3 Research method

A systematic review is highly relevant for investigations since it delves into the topic of
study and assists the investigator in creating research questions that will expand their
knowledge base. In a similar vein, bibliometric investigation features a strict and clear
methodology that enables the selection and assessment of the literature using a transpar-
ent, repeatable process that allows understanding of a field of study (Herrera-Franco
et al. 2020).
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3.1 Study design

The bibliometric technique was used as our primary research method, with current and
upcoming trends as secondary. The research covered the publications until the middle of
December 2023. The study’s approach was predicated on the notion that employing DL
and ML for cloud security has garnered considerable scientific interest. The bibliomet-
ric investigation, centered on analyzing the literature of published articles assembled in a
database, is considered a branch of science since it displays a thorough map of the knowl-
edge structure and its assessment. This type of analysis enables a detailed investigation of
the development of the phenomenon over time in a specific academic topic (Khudzari et al.
2018).

The sources or repositories’ identities must be accurate and trustworthy. The Scopus
database was selected primarily for its high-quality standards, broad coverage, simplicity
of fetching data, and the most comprehensive library of computer and engineering journals
(Herrera-Franco et al. 2020). Moreover, the Scopus database enables bibliography analysis
through operational features like document type, source name, author names and affilia-
tions, publication year, h-index performance measures for documents, and the number of
citations, among others (Sweileh 2018).

3.2 Search strategy

The choice of search terms is crucial in the bibliometric analysis since they significantly
affect the results. The search technique was based on title or abstract searches to reduce
false-positive findings. Search terms were collected from recently reported ML and DL
literature. The search approach was not language- or document-type-specific (i.e., article,
conference proceedings, or book chapter) (Sweileh 2018). To search for the Scopus docu-
ment, we employed the following Boolean operators: “machine learning” OR “deep learn-
ing” AND “cloud” OR “fog” OR “edge” AND “security” AND “attack” OR “protec-
tion” OR “detection” OR “response” OR “prediction.” By including these keywords, the
search is tailored to capture publications that discuss the utilization of ML and DL in cloud
security, as well as related topics such as anomaly detection, security automation, and
emerging technologies. This focused approach ensures that the retrieved publications are
more likely to provide valuable insights into the trends, solutions, and challenges associ-
ated with ML and DL in cloud computing security, which is the primary focus of the study.
Additionally, using specific keywords helps narrow down the search results and improves
the relevance of the retrieved publications to the research topic.

The acquired data were checked for accuracy and looked at for their relevance to the
study question. As a result, 2820 (i.e., 2438 ML and 1613 DL) publications were identified.
We were able to count the number of ML and DL papers in cloud security by using built-in
Scopus search features like "year," "author name," "subject area," and other fields (Sweileh
2018). The findings of this paper focused only on the highest 15 publications regarding
the bibliographic characteristics (i.e., highest citations, affiliations, and so on). 15 was ran-
domly chosen as the criterion to list the findings; this option has been employed in other
bibliometric studies (Sweileh 2018).

We utilized the advanced search interface provided by Scopus, enabling us to specify
search terms, publication types, date ranges, and other filters. Inclusion criteria likely spec-
ified that publications must pertain to cloud computing security and involve ML or DL

"o
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techniques. Additionally, we restricted our selection to peer-reviewed articles, book sec-
tions, or conference papers, and only articles written in English were considered during
the analysis stage due to the authors’ proficiency in English. Publications needing clear
relevance to cloud computing, ML, DL, and security were excluded.

Following the retrieval of the initial set of search results, manual screening processes
were employed to refine the selection further. This involved reviewing the publications’
titles, abstracts, and keywords to assess their relevance to the topic of interest. Publications
failing to meet the inclusion criteria were excluded at this stage. Subsequently, data extrac-
tion was carried out to collect pertinent information from each publication, including pub-
lication title, authors, publication year, journal/conference, abstract, and keywords. This
data was compiled and analyzed to generate the statistics presented in the paper.

3.3 Thematic analysis

We employed thematic analysis methodologies (Alzoubi and Gill 2021) to distill the
ML and DL trends for cloud computing security and delineate associated challenges, as
expounded in Sect. 5. Thematic analysis served as the methodological approach for dissect-
ing the gathered data, aiming to unearth commonalities and significant insights prevalent
across the selected articles. Following the structured guidelines delineated by Miles and
Huberman (1994), the analysis unfolded in four distinct phases: data collection, data reduc-
tion, data display, and conclusion drawing. During the data reduction phase, the collected
information underwent meticulous preparation and familiarization to render it amenable
for analysis (Miles and Huberman 1994). Preliminary coding, crucial for transforming raw
data into a manageable format, employed keywords extracted from Scopus search results as
a foundational framework (Alzoubi and Gill 2021). Subsequently, major themes emerged
as the data were scrutinized to unveil pertinent issues, concepts, and challenges pertaining
to the objectives of the study, encompassing trends, techniques, and hurdles encountered
in the realms of ML and DL within cloud computing security. Coded data were systemati-
cally grouped into cohesive categories, fostering thematic exploration and understanding.

Data display, a pivotal facet of the analytical process, involves organizing and synthesiz-
ing information into a more coherent and accessible format, facilitating comprehension,
and facilitating the transition to subsequent analysis stages (Alzoubi and Gill 2021). This
stage was recurrent throughout the analysis, aligning with the progress made and laying the
groundwork for subsequent analytical endeavors. Finally, the synthesis of tables and charts
marked the culmination of the analysis, synthesizing the myriad data points into a cohesive
and meaningful narrative that encapsulated the identified ML and DL trends within cloud
computing security (Miles and Huberman 1994). This concluding phase unfolded concur-
rently with other analytical stages, underscoring its integral role in shaping the coherent
portrayal of the study’s focal points.

4 Bibliographic findings

The vast majority of the documents identified were written in English, with 2420
(99.2%) documents on ML and 1586 (98.3%) documents on DL. A small number of
documents were written in Chinese, with 27 (1%) on ML and 27 (1.7%) on DL, while
only one ML document was written in Turkish and one in Portuguese. Also, only one
DL document was written in Turkish, and the other one was written in Korean. As
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Fig. 1 Published document number until middle of December 2023

shown in Fig. 1, over the past five or six years, there has been significant growth in both
the volume of ML and DL articles. While ML articles first appeared in 2006, DL litera-
ture began in 2014. By the end of 2023, we anticipate that over 600 articles will have
been published if the current trend continues. As shown in Table 3, the documents were
published in nine different categories: articles (1715, or 42.3%), conferences (1515, or
37.4%), review conferences (503, or 12.4%), book chapters (145, or 3.5%), reviews arti-
cles (79, or 2.8%), and books (39, or 1.0%).

Table 3 Published document
channel

@ Springer

Year Number (ML) Number (DL)
Conference 1003 512
Article 937 778
Review conference 279 224
Book chapter 102 43
Review article 79 36
Book 25 14
Erratum 5 3
Retraced 4 1
Editorial 2 1
Short survey 1 0
Data paper 1 1
Total number 2438 1613
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4.1 Top 15 search keywords used

Figure 2 depicts the visualization of the 15 most commonly used keywords. The term
"machine learning" was the most frequently utilized keyword in ML, appearing 1212
times, while "computer crime" was the least frequently used, with only 247 appearances.
The ML keywords were classified into four broad categories: learning, detection, security,
and computing. The first category, learning, included keywords such as "machine learn-
ing," "machine-learning," "learning systems," "learning algorithms", “artificial intelli-
gence”, and "deep learning," which had a combined total of 3424 occurrences. The second
category, computing, included "edge computing”, "Internet of things”, "cloud-computing",
and "cloud computing", with a total of 1825 occurrences. The third category, security,
consisted of "network security," "computer crime," and "security," with a total of 1454
occurrences. The fourth and final category, detection, comprised "intrusion detection" and
"intrusion detection systems" with 744 occurrences.

On the other hand, in the field of DL, the most frequently used keyword was "deep
learning" with 1170 appearances, while "cybersecurity" was the least frequently used with
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only 140 appearances. Like ML, DL keywords could also be broadly classified into four
categories: learning, detection, security, and computing. The learning category included
keywords such as "deep learning," "learning systems," "learning algorithms," "machine
learning", and "deep neural networks", with a combined total of 2079 occurrences. The
second category, the computing category, included "edge computing”, "Internet of things”,
"cloud computing”, and "cloud-computing”, with a total of 1082 occurrences. The third
category, security, consisted of "network security", "computer crime", “cybersecurity”, and
"security", with a total of 1033 occurrences. Finally, the detection was comprised of "intru-

sion detection" and "intrusion detection systems" with a total of 437 occurrences.

4.2 Top 15 research domains

Table 4 summarizes the top 15 research domains of the published article identified in the
study. Out of the total 2438 documents, 2137 (87.6%) of the ML documents were cate-
gorized under computer science. In contrast, only 11 (0.56%) belonged to medicine, and
biological sciences and other fields, including neuroscience, health, multidisciplinary,
economics, arts, psychology, and immunology, accounted for only 87 (3.5%) ML docu-
ments. Similarly, out of the 1613 DL documents, 1427 (88.4%) were categorized under
computer science, while only 17 (1.0%) belonged to the field of environmental science, and
the remaining 44 (2.7%) were classified under other fields, including chemical engineering,
multidisciplinary, health, nursing, and pharmacology.

4.3 Top 15 active countries

Figure 3 depicts the visualization of the 15 most active countries. The study highlights
the global nature of ML and DL research for cloud security, with researchers from many
countries contributing to the field. Authors from 98 different countries have contributed to
the field of ML and DL research for cloud security. The top 15 active countries published
89.6% (2185) of ML documents and 98.2% (1584) of DL documents. China, India, and
the USA are the leading nations in both ML and DL research. Regarding ML research,
with 26.6% (649), India had the most publications, followed by China and the USA with
15.7% (348) each. The countries with the least number of ML publications were France,
with 1.7% (42), and Taiwan, with 1.68% (41) studies of the total. Of the top 15 active coun-
tries for ML research, six were in Asia, four in Europe, two in the Middle East, and two in
North America. In DL research, China led with 24.4% (394) of the published documents,
followed by India with 23.8% (384), and the USA with 10.4% (169). Of the top 15 active
countries for DL research, seven were in Asia, three in the Middle East, two in Europe, and
two in North America.

4.4 Top 15 active institutions

Figure 4 depicts the visualization of the 15 most active institutions. ML and DL research
for cloud security has received contributions from 98 countries and 149 institutions world-
wide. In ML, Vellore Institute of Technology is the most active organization in this subject
in India, accounting for 1.1% (27 articles) of the documents. SRM Institute of Science and
Technology (India), Chinese Academy of Science (China), and Qatar University (Qatar)
followed closely behind, each contributing 1% (18 articles) of the documents. Among the
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Fig.3 Top 15 active countries

top 15 active institutions, five were in China, four in Saudi Arabia, three in India, and one
in Australia, Singapore, and Qatar. These statistics demonstrate the significant global pres-
ence of research in this field. In DL literature, the Chinese Academy of Sciences in China
was the most active institution, contributing 1.8% (30 articles) of the documents. The
University of Electronic Science and Technology of China (China) published 1.36% (23
articles), and Nanyang Technological University (Singapore) published 1.3% (21 articles).
Among the top 15 active institutions, eight were in China, two in Saudi Arabia and India,
and one in Singapore and Qatar. These figures highlight the substantial contributions of
Chinese and Indian institutions to DL research.

4.5 Top 15 active authors

Figure 5 displays the authors who are most active in the fields of ML and DL regarding
cloud security. 175 authors authored the ML-retrieved documents, with 224 papers need-
ing to be specified. Of these documents, roughly 36 were written by a single individual,
120 by two authors, and the remainder by at least three, except those with undefined
authors. The most active authors are Professors Azidine Guezzaz and Said Benkirane from
Université Cadi Ayyad in Morocco, Professor Mourade Azrour from Université Moulay
Ismail in Morocco, and Professor Mohsen Mokhtar Guizani from Mohamed Bin Zayed
University of Artificial Intelligence in the United Arab Emirates, who published 10 (0.4%)
of the documents.

On the other hand, 162 authors contributed to publishing the documents retrieved by
DL, with 224 authors not specified. Of these documents, 11 were authored by a single
individual, 70 by two authors, and the rest by at least three, except those with undefined
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authors. The most active authors were Professor Mohsen Guizani from Qatar University
and Professor Prabhat Kumar from LUT University in Finland, who published eight (0.5%)
documents each. Professor Jong Hyuk Park from Seoul National University of Science and
Technology in South Korea and Professor Mohamed Amine Ferrag from Guelma Univer-
sity in Algeria tied for second place, having published seven (0.4%) documents each.

4.6 Top 15 publication channels

Table 5 depicts the 15 most preferred publication channels. The ML documents that were
retrieved were published on a total of 161 different channels. Among these, the major-
ity were conference articles, with 1,003 (41.1%) publications, followed by journal articles,
with 937 (38.4%) proceedings and workshops. The most active publication channel in this

@ Springer



132 Page 18 of 43 Y. 1. Alzoubi et al.

Gui, G, 5

Guizani, M., Gupta, G.P.,, 5
10, 9%

Guizani, M., 8

Kumar, P., 8

Kumar, R., 5
Guezzaz, A., umar, R.,

10, 9%

Choo, K.K.R., Tripathi, R., 5
6,5% Park, J.H., 7
Ferrag, M.A,, Wen, H., 5
6,5%
Fi M.A., 7
Yaseen, |., 5 errag, )
Khorshed,
M.T,, 6, 6%
Srivastava, Abdel-Basset, Niyato, D., 6
G, 6, 6% M”Csh K.K.R., 6 Moustafa, N., 6
Chen, Y., 7, M\shri, P.,8, 00, K.K.R., Kumar, N1 60U5 afa, N.,
6%ingh, AK., 7, Erbad, A, 8, %
6% 7%
ML authors DL authors

Fig.5 Top 15 active authors

field was the Lecture Notes in Computer Science, including the Lecture Notes in Computer
Science Including Subseries Lecture Notes in Artificial Intelligence and Lecture Notes
in Bioinformatics series, which accounted for 97 (3.9%) documents. The Lecture Notes
in Networks and Systems series, also published by Springer, had 94 (3.8%) documents.
Among individual scientific journals, IEEE Access had the highest number of publications
with 84 (3.4%) documents, followed by Communications in Computer and Information
Science Journal with 63 (2.6%) documents.

The DL documents that were retrieved were published on a total of 163 different chan-
nels. Journal articles accounted for the majority of publications, with 778 (48.2%), fol-
lowed by conference proceedings, with 512 (31.7%) proceedings and workshops. The
most active publication channel in this field was IEEE Access with 72 (4.4%) documents,
followed closely by the Lecture Notes in Computer Science Including Subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics series, with 61 (3.7%)
documents.

4.7 Top 15 cited document

The retrieved ML documents received more than 14,000 citations, averaging about 5.7
citations per document. Similarly, the retrieved DL documents received 15,000 citations,
averaging 9.6 citations per document. Table 6 provides an overview of the 15 most cited
documents published since 2019. The ML document by Hassija et al. (Hassija et al. 2019)
(published in IEEE Access in 2019) received the highest number of citations at 867, while
the second highest cited ML document was by Mothukuri et al. (Mothukuri et al. 2021a)
(published by Future Generation Computer Systems in 2021) with 545 citations. The high-
est-cited DL document (Tuli et al. 2020), with 413 citations, was published by Future Gen-
eration Computer Systems in 2020, and the second highest-cited DL document, cited 296
times, was authored by Priya et al. (Priya et al. 2020) (published by Computer Communica-
tions in 2020).
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Table 6 Top 15 cited documents

ML DL

Study Citation number Study Citation number
Hassija et al. 2019) 867 Tuli et al. 2020) 413
Mothukuri et al. 2021a) 545 Priya et al. 2020) 296
Gu et al. 2019) 446 Tian et al. 2020) 239
Goh et al. 2021) 300 Hossain et al. 2020) 237
Priya et al. 2020) 296 Chen et al. 2020) 227
Aloqaily et al. 2019) 296 Moustafa et al. 2019) 224
Gupta et al. 2020) 263 Mahdavifar and Ghorbani 2019) 201
Mothukuri et al. 2021b) 212 Alkadi et al. 2020) 195
Alrashdi et al. 2019) 202 Rathore et al. 2019) 189
Kumar et al. 2021) 190 Dai et al. 2020) 173
Moustafa 2021) 183 Yu et al. 2021) 172
Ravi and Shalinie 2020) 176 Parra et al. 2020) 165
Angelopoulos et al. 2020) 176 Ferrag et al. 2022) 162
Jia et al. 2020) 171 Zhou et al. 2021) 158
Saranya et al. 2020) 171 Bhattacharya et al. 2019) 150
Dovom et al. 2019) 156 Thakkar and Lohiya 2021) 144

5 Trends of machine learning and deep learning for cloud security

We should analyze the majority of the identified documents on Scopus in order to give
a thorough picture of present and future trends in ML and DL for cloud security. How-
ever, we used systematic sampling due to the large number of papers (4051) (Mostafa
and Ahmad 2018). Every k™ case in the population is chosen for the sample using the
systematic sampling technique, where k equals the size of the population divided by
the size of the sample. If the population is arranged in a certain way, such as by year
or alphabetically, like in the case of this study, this strategy works well (Mostafa and
Ahmad 2018). Systematic sampling has the advantages of being reasonably simple to
apply and lowering the likelihood of sample bias since every k™ member is chosen,
guaranteeing a reasonably equitable representation of the population (Alzoubi et al.
2022a). The following two considerations were applied in the systematic sampling:

1. All the top 15 cited articles (reported in Table 5) were included in the review for both
ML and DL.

2. To select the five studies for each of the past five years (2019-2023), as shown in
Table 7, we employed a systematic approach. Given the substantial increase in research
on cloud security utilizing ML and DL since 2019, we aimed to ensure comprehensive
coverage of relevant studies. Initially, we conducted a systematic sampling process
based on the articles deemed most relevant to our topic. This relevance was determined
by carefully examining the titles and keywords of the 4051 articles retrieved from our
search in the Scopus database, excluding the top 15 cited articles. This exclusion was
to ensure that our selection process remained focused on identifying lesser-known but
potentially valuable contributions to the field. By using this method, we aimed to provide
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a well-rounded representation of research developments, particularly considering pub-
lications from 2023 that may not yet have garnered citations. Some articles were found
to be relevant to both ML and DL. To address this overlap, we adopted a meticulous
approach to ensure consistency. We carefully reviewed each manuscript in its entirety to
determine whether its primary focus leaned more towards ML or DL. Accordingly, we
were able to categorize each paper according to its predominant emphasis, thus ensuring
clarity and coherence in our analysis.

We had to establish a set of themes or categories for the common trends before we could
begin examining the chosen articles. In order to do this, we systematically looked into the
Scopus database’s keywords for both ML and DL searches. A cross-analysis of the terms
in both ML and DL was also done. The terms "Intrusion Detection", "Anomaly Detec-
tion", "Blockchain", "Feature Extraction", "Forecasting", "Attack Detection", "Feature
Selection", "Authentication", "Information Management", "Automation", "Performance",
and "optimization" were found to be frequently occurring keywords for both ML and DL.
These keywords enabled us to generate the first set of themes and then organize the find-
ings from the chosen articles according to how closely each topic was linked to the others.
"Anomaly Detection”, "Security Automation", "Native Security", and "Emerging Technol-
ogies" are the four common themes that we found. Apart from the shared themes between
DL and ML, we observed that DL concentrates more on image identification and network
traffic analysis, whereas ML search terms are more focused on insider threats and secu-
rity brokers. These foci were consequently added to the DL and ML themes, respectively.
Table 8 summarizes these trends.

5.1 Machine learning trends

This review revealed several trends and objectives for applying ML to cloud security.
Insider threats, anomaly detection, security automation and intelligence, cloud-native secu-
rity, and emerging technology impact are the six general categories that we used in this
article to group them.

5.1.1 Anomaly detection

Due to its effectiveness in identifying and responding to security incidents, ML-based
anomaly detection is increasingly employed in cloud systems (Hassija et al. 2019; Jaber
and Rehman 2020). Compared to conventional rule-based systems, ML-based anomaly
detection is generally considered more accurate and effective (Chkirbene et al. 2020;
Heidari and Jabraeil Jamali 2023). It is important to remember that anomaly detection
is a typical application for ML and has been thoroughly investigated and used in various
fields, including fraud detection, intrusion detection, and system monitoring (Dey et al.
2019; Rahila and Khonde 2019). Consequently, ML-based anomaly detection is expected
to remain a common method for protecting cloud systems (Ghazal et al. 2021; Tian et al.
2021; Hameed et al. 2021; Abidi et al. 2021).

Anomaly detection involves finding patterns or occurrences inside a system that differ
from typical behavior. It encompasses various techniques such as monitoring and classifi-
cation of data to distinguish between regular and irregular activities, as well as real-time
detection and response mechanisms to promptly address detected anomalies (Belal and

@ Springer



132

Page 23 of 43

Research trends in deep learning and machine learning for cloud...

uone[ndruewr oyyes) JI0MION o
sIsA[eue mopj OyJeI], e
UOTJBOYISSE[O OLJeI) YIOMION ®
uorssaxduwod agewr oremej e
UONO)IP JUBLIEA QTEMIBIA ®
UOTJBZI[ENSIA PUB UOTJEOYISSE[O ILMIEIA @
SISA[eue JOTABYQq QIEMIBIA ®
SSOJ0E JYIOMIOU ISNI) 0197 ®
uondAous orydiowowoH e
uonendwod Ayred-rnuwr 9INd9S e
Kyder30yd£1o jueysisar-wmueng) e
ureyoyoo[q e

Juow
-o3euew oouerdwods pue onsouse-pnoy)) e
JuWoSEURW JUIPIOUT AJLINJSG @
Sununy pue sisA[eue £)LINdAS o

SISA[eUR 9SNEd JOOI pue JUIUIBD[-J[oS ©
osuodsarx
JUSPIOUI PUB UOTIOI)AP PAjeWoINy e

sonbruyo) SUTUIES] JUSWRDIOJUISY @
SIsA[eue owm-[eay @

SUOTIN[OS [SPOW-NNIA ®

SISA[eue s)oseIep padue[equI] @
uonen[eAd anbruyday, e

SISA[eue [rewy pnel e

Surioyuow Afewoue pnoy) e

(20T "B 12 SueyZ {0z0T ‘T8 10 e
*020T T8 39 Uy *610T T8 32 1D €70T
‘Te 30 Aopuey) SISATeue dujern JI0MION

(TTOT T 12 NA\ 1€T0T T8 30 pauyy
£770T T8 12 Ye[[[)) UOTO)Ap paseq-aSew]

(€20T "Te 10 pawyV 00T ‘T8 10

M S0T0T T8 19 e “1TOT T8 12 Tewny]
1€T0T "Te 10 Aspued :£10¢ ‘e 10 Bidnn
901 s, A3o[0uyo9) Jursrowryg

(10T eunIy

pue wese[IyL, ‘0z0T T8 10 eed) (170T
WISSIN pue uewpue| :€z0g e 19 rereq
KILINO3s dATIBN

(2T0T 'Te 30 pewyy Sg70T 'Te 30 Sueyz
{070 Te 30 Se1124 120 Te 30 quoly
{0202 °I¢ 19 [[NL) uonewone AJLnoag

(TTOT 11aAe] pue opueyer|

{€70T 'Te 19 noyZ 1610 ueqloyn pue

IeJIABPURIA BZZ0T ‘T8 30 Jewuny] (€70T
o3uosey {[Z0T T8 12 9D 9161 [BI[EPIV
uonodep ApWouy

JuowaSeuew ddoueldwo)) e
uonojord jearyJ, e

uonuasaid ssof eje( e
JuowaSeurW $SAO0E pue AJNUap] e

(€20T Te 19 BIBSOQY 1T0T T8 1
yon ‘7z0T ‘Ie 1° ueleg) 19yo1q A)LINdaS
(20T Tewnynyiniy
pue ueuekeIeN ¢1z0¢ e 1 URLL, {0Z0T
‘Te 10 eadno ‘eyz0T ‘Te 10 LINYIoN
£220T ‘T8 12 vydn3se(q) syea1yy Jopisuy

(€20t

[e 30 Uy ‘7gOT ‘e 10 Sueny g70T

“Te 10 uBIRS ‘7707 Te 10 vdndseq £ 10T
‘Te 12 vidno {¢707 SUOaKIA pue seqqy
901 s, A30[0uyd9) Surrowryg

sisA[eue ydeis pue JIN e
Suryoxd 19s) ©
UonO)AP [eIOIARYY @
$SQ00E JYI0MISU JSNI} 017 @
uondAous orydiowowoy e
uonendwod Ajred-ninuw 2INd3S o
Kydei3o)d£1o juesisar-wmueng) e
ureyoyoo[q e

SUOTIEIOPIS

-u09 oy19ads pue juswageuew 5104 e (BZTOT ‘T8 19 BIYSIA

suzojierd JuowaSeur @ Q77T Te 30 Tewny (7707 Jewnnyinj
SUOTIN[OS AILINIAS JIOMISN @ pue ueuekeIeN) A1LINO3S ANBN
Surfepow 9ATIOIPAI] @

oeqpady Jeany) pue

‘uonenNsaAYdIo AJLINDAS JUIWIIIOJUD
Korjod ‘osuodsal juoproul pajewony e
uoneziensiA 9OUII[AIU] e

(zTog Tewny

-nyINA pue ueuekereN ‘zz0g ysreind)
S120T 'Te 19 013s0Y 1707 ‘T 10 Tewny|
QOUSTI[[AIUI 29 UOHBWOINE AILINIAS

S[opoul pue SWyILIo[e TIA SNOLIRA @

JUSWIOSEURI 90INOSII PUR BIR(] ©
asuodsar pue

‘U01I9)IP ‘UOTIBOYISSE[O ‘SULIOIIUOIA ®

(6107 T2 10 M

{020¢ 'Te 39 sopnodofasuy te1z0z T8 19

LINYIO £7TOT ‘T8 10 UBIES 70T
welepung pue [B[og) UONIAP A[ewiouy

SN0,

puoi],

SN00,J puaip,

1a

TN

SpuaI) YoIeasar I pue TN 8 3[qeL

pringer

As



132 Page 24 of 43 Y. . Alzoubi et al.

Sundaram 2022; Saran et al. 2022). This area also emphasizes efficient cloud data manage-
ment practices to handle the large volumes of data generated during anomaly detection pro-
cesses (Mothukuri et al. 2021a). Additionally, resource management strategies are essential
for optimizing computational resources and ensuring timely anomaly detection (Wu et al.
2019). Finally, the integration of multiple ML algorithms and models enhances the accu-
racy and robustness of anomaly detection systems by leveraging diverse perspectives and
approaches (Angelopoulos et al. 2020).

5.1.2 Security automation and intelligence

ML models constantly get better based on the information they gather over time. ML-based
systems can self-learn and modify their detection and response to evolving threat environ-
ments. According to research, more people are using security automation. According to
a 2019 SANS Institute survey, 42% of respondents claimed they were adopting security
automation to enhance incident response (Spitzner 2022). Moreover, Gartner forecasted
that 30% of all security incident response processes will be improved by artificial intel-
ligence and ML by 2021 in order to strengthen incident detection and response (Gartner.
2023). On the other hand, the SANS survey revealed that 53% of respondents claimed they
used threat intelligence to enhance incident response and cloud security. Automation of
security-related tasks and security inelegance have been suggested as ML benefits.

Security automation and intelligence aim to streamline security operations and enhance
threat detection and response capabilities through automated processes and intelligent deci-
sion-making (Rosero et al. 2021). Automated incident response mechanisms enable rapid
identification and containment of security incidents, minimizing their impact on the organ-
ization (Quraishi 2022). Automatic threat intelligence visualization facilitates the interpre-
tation of complex security data, enabling security professionals to make informed decisions
effectively (Narayanan and Muthukumar 2022). Automated policy enforcement ensures
compliance with security policies and regulations across various systems and applications,
reducing the risk of security breaches. Security orchestration automates the coordination
of security tools and processes, improving efficiency and effectiveness in managing secu-
rity incidents (Kumar et al. 2021). Predictive modeling techniques leverage historical secu-
rity data to forecast potential threats and vulnerabilities, enabling proactive risk mitigation
measures (Narayanan and Muthukumar 2022).

5.1.3 Cloud-native security

In cloud-native security, security should be built into the cloud-based platforms, infrastruc-
ture, and applications. Multiple layers of protection are implemented, and security is con-
tinuously monitored for emerging vulnerabilities from the beginning of the development
process to production. As more businesses use cloud-based technology, cloud-native secu-
rity becomes more crucial, and ML is frequently used as a significant component of these
solutions. There is an increase in the use of cloud-native security solutions. 55% of enter-
prises are employing cloud-native security solutions, according to a survey by IDC 2020,
and that percentage is anticipated to reach 70% by 2022 (IDC. Idc marketscape worldwide
managed security services 2020 vendor assessment. 2020). Additionally, according to a
2019 SANS Institute survey, 41% of participants claimed they were employing cloud-
native security to enhance incident response and cloud security (Spitzner 2022).
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Cloud-native security focuses on integrating security measures directly into cloud
environments to protect cloud-native applications and data (Mishra et al. 2022a). This
includes implementing cloud-native network security solutions to safeguard network com-
munications and data transmission within cloud environments. Cloud-native manage-
ment platforms offer centralized security management capabilities, enabling organizations
to monitor and enforce security policies consistently across cloud resources (Narayanan
and Muthukumar 2022). Cloud-native security policy management involves defining and
enforcing security policies tailored to the specific requirements and configurations of
cloud-native applications and services. Considerations such as multi-tenancy and dynamic
resource allocation are essential for addressing the unique challenges of securing cloud-
native environments effectively (Kumar et al. 2022b).

5.1.4 Role of emerging technologies

In the ML and cloud security frameworks, plenty of investigation has been conducted to
fully explore the possibilities of new technologies like blockchain and quantum computing.
Although integration is not always possible immediately, the ideas present exciting possi-
bilities for breakthroughs in the future (Gupta et al. 2017). Blockchain technology ensures
the integrity and provenance of security data, enhancing trust and transparency in secu-
rity operations (Heidari et al. 2023). Quantum-resistant cryptography protects sensitive
data and ML models against emerging threats posed by quantum computing (Amin et al.
2023). Secure multi-party computation enables collaborative model building and inference
without compromising data privacy and confidentiality (Mishra et al. 2023). Homomor-
phic encryption allows ML algorithms to operate directly on encrypted data, preserving
privacy while enabling data analysis (Dasgupta et al. 2022; Huang et al. 2022). Zero trust
network access models enhance security by enforcing strict access controls based on user
and device attributes, minimizing the risk of data breaches and unauthorized access (Saran
et al. 2022; Gupta et al. 2022). These emerging technologies complement ML approaches
to address evolving security challenges effectively.

5.1.5 Identifying insider threats

ML is being utilized increasingly to detect and address insider threats, as they are
among the most significant concerns for enterprises. According to studies, ML-based
systems are more precise and effective than conventional rule-based systems for detect-
ing insider threats (Gupta et al. 2017). Additionally, studies have demonstrated that com-
panies use behavioral analytics to identify and stop insider threats. 68% of respondents
to a 2019 SANS Institute survey stated they used behavioral analytics to identify insider
threats (Spitzner 2022). Identifying insider threats involves detecting and mitigating
security risks posed by individuals within an organization who have access to sensitive
information and resources (Dasgupta et al. 2022). ML techniques are applied to analyze
user behavior, profile users, and process natural language to identify anomalous activi-
ties indicative of insider threats (Narayanan and Muthukumar 2022). Behavioral detec-
tion models monitor user actions and interactions with IT systems to detect deviations
from normal behavior patterns (Tian et al. 2020). User profiling techniques leverage
ML algorithms to create profiles of individual users based on their behavior, prefer-
ences, and access privileges, enabling organizations to identify suspicious activities and
potential insider threats (Tian et al. 2021). NLP technologies analyze textual data, such
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as emails and chat logs, to identify language patterns associated with insider threats
(Mothukuri et al. 2021b). Graph analysis techniques model relationships between users,
devices, and data to uncover hidden connections and potential security risks within the
organization’s network (Amiri et al. 2024).

5.1.6 Cloud access security broker

CASB is software deployed in the cloud or installed on-premises and serves as a bridge
between customers and cloud service providers (SANS 2024). The ability of CASB to
automatically detect and prohibit malicious activities has been improved by applying
ML algorithms. CASB offers security features, including encryption, data loss preven-
tion, and intrusion prevention. ML is frequently employed as a crucial component of
CASB solutions, which are becoming increasingly popular. According to an IDC sur-
vey from 2020, 45% of businesses are utilizing CASB solutions, and by 2022, that per-
centage is predicted to reach 60% (IDC. Idc marketscape worldwide managed security
services 2020 vendor assessment. 2020). In addition, a 2019 SANS Institute survey
revealed that 37% of participants claimed they used CASB to enhance incident response
and cloud security (Spitzner 2022).

CASB solutions provide visibility and control over cloud services and applications
to ensure data security and compliance in cloud environments. ML-powered CASB
platforms offer identity and access management capabilities, enabling organizations
to enforce granular access controls and authentication mechanisms to protect against
unauthorized access (Yu et al. 2021). Data loss prevention features leverage ML algo-
rithms to detect and prevent data leaks or unauthorized sharing of sensitive informa-
tion on cloud storage and collaboration platforms (Narayanan and Muthukumar 2022).
Threat protection modules utilize ML-driven threat intelligence to identify and block
malicious activities, such as malware infections and phishing attacks, targeting cloud
services and applications (Balobaid et al. 2024). Compliance management functionali-
ties enable organizations to assess and enforce compliance with industry regulations and
standards, such as the Insurance Portability and Accountability Act (HIPAA), PCIDSS,
General Data Protection Regulation (GDPR), and CCPA, by analyzing cloud usage and
data handling practices against regulatory requirements (Ponemonlnstitute. 2024).

5.2 Deep learning trends

Although DL for cloud security is an emerging research area, several focuses and aims
were identified in this review. This review revealed several trends and objectives for
applying DL to cloud security. Anomaly detection, image-based malware detection,
cloud-native security, and security automation are the six general categories used in
this article to group them. The endeavors in this context have concentrated on utilizing
a range of neural network architectures, including CNNs, RNN, and Long Short-Term
Memory (LSTM) (Kumar et al. 202a; Rjoub et al. 2021; Zhang et al. 2022; Abou El
Houda et al. 2022). Furthermore, the focus has been on assessing the effectiveness of
the network traffic analysis system through performance metrics such as F1-score, preci-
sion, and accuracy (Zhou et al. 2021; Thilagam and Aruna 2021; Makkar et al. 2021;
Landman and Nissim 2021).
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5.2.1 Anomaly detection

An important field of research and development, the use of DL for anomaly detec-
tion is growing in acceptance (Heidari and Jabraeil Jamali 2023). The application of
DL in anomaly detection is a burgeoning area of research and development, gaining
popularity due to its potential for learning intricate non-linear relationships, auto-
matic feature extraction, and improved performance over time (Doriguzzi-Corin et al.
2020). DL has been demonstrated to be effective in several anomaly detection tasks
across various domains, including spotting cyberattacks in network systems, intrusion
detection, fraudulent financial transactions, and machinery breakdowns in industrial
systems. According to a 2019 SANS Institute poll, the usage of DL in anomaly detec-
tion is anticipated to rise over the next two years, with 37% of respondents stating
they intended to do so (Spitzner 2022). Here, the focus has been on generative models,
such as Variational Autoencoders (VAE) and Generative Adversarial Networks (GAN),
which are employed to create synthetic data that can be used to train models for detect-
ing anomalies. Moreover, the focus has been on assessing the anomaly detection sys-
tem’s performance using various metrics such as precision, recall, F1-score, and the
Receiver Operating Characteristic Curve (AUC-ROC), which evaluates the system’s
ability to identify anomalies.

Anomaly detection involves identifying irregular patterns or events within a system
that deviate from normal behavior (Kasongo 2023). DL techniques, such as deep neu-
ral networks, are employed to analyze complex and high-dimensional data to detect
anomalies across various domains, including cybersecurity, finance, and industrial sys-
tems (Aldallal 1916). DL-based anomaly detection systems leverage advanced archi-
tectures such as CNNs and RNN to capture intricate non-linear relationships in data
and automatically extract relevant features for anomaly detection (Mahdavifar and
Ghorbani 2019). Evaluation metrics such as recall, precision, accuracy, and F1-score
are used to assess the effectiveness of DL-based anomaly detection systems in detect-
ing and mitigating security threats (Zhou et al. 2023; Lahande and Kaveri 2022).

5.2.2 Security automation

Based on the works cited in this paper, the following sections provide a summary of
the previous work on utilizing DL for security automation (Tuli et al. 2020; Rjoub
et al. 2021; Rosero et al. 2021; Zhang et al. 2022; Quraishi 2022). First, automation
of anomaly detection has been demonstrated to be very accurate and have low false-
positive rates when detecting unexpected patterns or behaviors that might point to a
security problem. Second, automated incident response, in which DL has been used
to automate responding to and mitigating issues, as well as prioritizing and escalat-
ing incidents depending on their severity or possible effect. DL has also been used to
recover from incidents, such as by automatically rolling back modifications or restor-
ing impacted resources. Third, self-learning: in incident response circumstances, when
the cause of an occurrence is automated and rapidly determined, DL models that can
explain how they came to their judgments might be very crucial. Finally, root cause
analysis, where the underlying cause of events, such as a particular vulnerability or
attack vector, has been found using DL. Moreover, DL has been used to predict and
prevent future incidents.
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5.2.3 Cloud-native security

Another prominent area of study and development is the application of DL for cloud-native
security, which is growing in acceptance. This entails employing DL algorithms to inte-
grate native security capabilities such as firewalls, IDS, and security information and event
management systems into cloud-based services. Cloud-native security involves leveraging
DL algorithms to integrate native security capabilities into cloud environments, such as
firewalls, IDS, and SIEM systems (Dalal et al. 2023). DL-based native security solutions
enable organizations to monitor and analyze security data in real-time, identify threats and
vulnerabilities, and automate incident response processes (Landman and Nissim 2021). DL
algorithms are used to evaluate security data in cloud systems, such as by detecting threat
trends, identifying abnormal activities, and automating security tool orchestration. Addi-
tionally, DL-based incident management systems enable organizations to handle security
events, determine incident causes, and remediate security issues effectively. Cloud-agnostic
DL models are developed to ensure compatibility with various cloud platforms and address
unique challenges in securing cloud environments, such as multi-tenancy and dynamic
resource allocation (Parra et al. 2020; Thilagam and Aruna 2021). Compliance and regula-
tory management solutions leverage DL techniques to ensure cloud environments comply
with industry regulations and standards, such as HIPAA and PCI-DSS, thereby enhancing
data security and privacy in cloud deployments (Parra et al. 2020; Thilagam and Aruna
2021).

5.2.4 Role of emerging technologies

Cloud security may benefit significantly from the mix of emerging technologies and DL.
The role of emerging technologies in DL encompasses various advancements aimed at
enhancing the security and efficiency of DL applications. Blockchain technology ensures
the integrity and reliability of training data by providing tamper-proof data provenance,
thereby improving the trustworthiness of DL models (Alzoubi et al. 2022a, 2022b, 2022c;
Rathore et al. 2019; Kumar et al. 2021; Dai et al. 2020; Ahmed et al. 2023). Quantum-
resistant cryptography safeguards DL models and sensitive data against future quantum
computing threats, ensuring long-term security (Amin et al. 2023). Secure multi-party
computation enables collaborative DL model training and inference without compromising
data privacy, facilitating secure knowledge sharing and insight generation. Homomorphic
encryption allows DL computations to be performed directly on encrypted data, preserv-
ing data privacy and enabling privacy-preserving analytics in cloud environments (Gupta
et al. 2017; Pandey et al. 2023; Wu et al. 2020). Zero-trust network access enhances DL
infrastructure security by dynamically controlling access based on user and device profiles,
reducing the risk of insider threats and unauthorized access (Landman and Nissim 2021).

5.2.5 Image-based malware detection

The usage of this technology is growing in popularity and is an active field of study and
development. This entails applying DL algorithms to examine images and find malware
concealed in images or other multimedia files, such as Trojans and ransomware (Rao and
Jain 2024). Image-based malware detection leverages DL algorithms to analyze images and
multimedia files for the presence of malware, such as Trojans and ransomware (Nahmias

@ Springer



Research trends in deep learning and machine learning for cloud... Page290f43 132

et al. 2020). Malware behavior analysis involves using DL models to analyze the behavior
of malware, such as its propagation methods and actions, to detect and mitigate threats
effectively [100. Malware classification employs DL techniques to categorize malware
into different types, aiding in identifying and addressing specific threats. Malware vari-
ant detection utilizes DL models to identify new iterations of existing malware, enhancing
threat detection capabilities {Wu et al. 2022 #253]. Visualization techniques are used to
understand how DL models make decisions and identify features used for malware detec-
tion, improving model interpretability and detection accuracy. Malware image compres-
sion employs DL to condense malware images, enhancing detection model efficiency while
reducing storage and processing requirements (Ahmed et al. 2023; Wu et al. 2022).

5.2.6 Network traffic analysis

As an active field of research and development, the use of DL for network traffic analysis
is growing in acceptance. To do this, DL algorithms are used to examine network data
and spot trends that might point to a possible security problem, such as malware or a net-
work incursion (Dai et al. 2020). DL-based network traffic analysis focuses on using DL
algorithms to analyze network data for security threat detection and performance optimiza-
tion (Chen et al. 2020). Network traffic classification involves categorizing network traffic
into different groups, such as legitimate or malicious traffic, using DL models to enhance
threat detection capabilities (Pandey et al. 2023). Traffic flow analysis utilizes DL to evalu-
ate network traffic flows, identify fraudulent activities, and improve network performance
through anomaly detection. Network traffic manipulation employs DL techniques to com-
press, generate, or standardize network traffic data, enhancing the efficiency and effective-
ness of detection models while reducing resource requirements and data complexity (Gu
et al. 2019; Dai et al. 2020).

5.3 Major machine learning and deep learning techniques and algorithms

It’s critical to remember that the distinctions between ML and DL are not always apparent,
and specific approaches may fall somewhere in the middle. For instance, gradient boosting
and RF are ML techniques that may also be applied in DL settings.

5.3.1 Machine learning techniques

It is also essential to remember that applying ML approaches to cloud computing secu-
rity is still a very young field of study, and new methods and algorithms are always being
created. Identifying the optimum strategy is challenging since it will change based on the
particular use case and dataset (Nissim et al. 2019; Balamurugan and Saravanan 2019;
Yao et al. 2019). The proper settings, characteristics, and data pre-processing should be
employed with the technique of choice in order to get good results. The following sum-
marizes the major ML techniques (Mishra and Tyagi 2022; Saran et al. 2022; Nair et al.
2023; Butt et al. 2020; Chkirbene et al. 2020; Alzoubi et al. 2023). It is critical to select
the appropriate methods and settings for a given problem since the performance of various
strategies might vary based on the particular use case and dataset.

1. RF: This method is an ensemble method that can be used for intrusion detection and
classification tasks.

@ Springer



132

Page 30 of 43 Y. . Alzoubi et al.

10.

11.

13.

14.

SVM: This method is a potent algorithm that may be applied to problems requiring
classification and regression.

K-means: This method uses a clustering algorithm to find patterns and irregularities
in huge datasets.

Gradient boosting: This ensemble method may be applied to challenges, including
classification and regression.

Genetic algorithm: The ML models’ parameters are optimized using this method.
Transfer learning: This method applies the information gained from one task to another
to enhance the performance of the ML models.

Federated learning: With the help of this method, several parties may train ML models
without sharing any data.

Multi-task learning: Teaching the ML models to carry out several tasks at once is a
strategy that helps them perform better.

Hyperparameter tuning: By adjusting the hyperparameters, this method helps ML
models perform as well as possible.

Decision trees: One type of ML method that may be applied to classification and
regression applications is decision trees. They may be used to find patterns and cor-
relations in data, which helps detect intrusions and other security-related activities.
Bayesian networks: An example of a probabilistic graphic model is a Bayesian net-
work, which may be applied to tasks like intrusion detection, anomaly detection, and
classification.

Hidden Markov Models (HMM): Intrusion detection, anomaly detection, and sequence
prediction are just a few examples of the activities that may be performed with HMMs,
a category of probabilistic models.

Logistic regression: A statistical technique used for classification tasks is logistic
regression. It may be utilized for data pattern recognition and intrusion detection.
Naive Bayes: Naive Bayes can be referred to as a probabilistic classifier. It may be
utilized for data pattern recognition and intrusion detection.

5.3.2 Deep learning techniques

DL techniques are thus named because they feature several layers, enabling them to learn
more abstract and complicated input representations. The essential DL techniques revealed
in this work are listed below (Gupta et al. 2017; Tuli et al. 2020; Dai et al. 2020; Wu et al.
2020; Ramchandran and Sangaiah 2020).

Reinforcement learning: This technique has recently been utilized to strengthen cloud
computing security by teaching the agent how to behave securely.

RNN: These are a class of DL techniques used in applications, including intrusion
detection, anomaly detection, and sequence prediction in cloud computing settings.
They work especially well with sequential data, such as time series.

LSTM networks: This type of RNN algorithm may be applied to intrusion detection
and time series analysis.

Neural networks: One example of ML technology that draws inspiration from the
structure and operation of the human brain is neural networks. They can be applied to
many tasks, including intrusion detection, anomaly detection, and classification.
Autoencoder: This technique uses a specific kind of neural network that may be applied
to anomaly and intrusion detection.
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6. GAN: Data creation and anomaly detection are possible applications for this technique,
a kind of neural network.

7. CNNs: These are a family of DL methods frequently employed for image and video
analysis jobs, and they have been applied to jobs like intrusion detection, anomaly
detection, and classification in cloud computing settings.

8. Adversarial training: By creating and using adversarial instances throughout the train-
ing process, this method teaches a model to be resistant to them.

9. Adversarial examples: These instances were created deliberately to trick ML models,
and they were used to gauge how reliable ML models were for cloud computing secu-
rity.

10. DBN: A type of deep neural network called a DBN is capable of feature extraction and
categorization. This model can be employed to identify spam and phishing emails.

11. Capsule networks: A relatively new type of DL model called capsule networks is
designed to better deal with spatial interactions between features. They have been
utilized in security systems for image identification and categorization tasks.

12. Attention Mechanisms: Attention techniques are utilized to direct a DL model’s atten-
tion to particular areas of the input data. They have been applied to intrusion detection
and network traffic analysis.

13.  Deep Residual Networks (ResNets): Deep neural networks called ResNets are made
to deal with the vanishing gradient problem, which can happen while training very
deep networks. They have been applied to classification and image recognition tasks
in security systems.

14. VAE: An autoencoder class called VAE is employed to create fresh data samples.
They have been used to create fake network traffic data for testing and refining security
models and solutions.

15. Siamese networks: One class of deep neural network called a Siamese network com-
pares two input data samples and produces a similarity score. They have been used to
spot network traffic irregularities and malware samples that are similar or identical.

6 Discussion

The primary objective of this study was to evaluate and examine the patterns observed in
published literature relating to ML and DL for cloud computing security. The study ini-
tially performed a bibliographic analysis by utilizing the Scopus database, which was cru-
cial in identifying the areas, countries, institutions, and authors that demonstrated the most
interest in this subject. Subsequently, the study utilized a systematic sampling approach to
identify the trends and focal arguments of research papers published in this field to gain
a more thorough understanding of ML and DL’s role in cloud computing security. The
study discovered a total of 4051 relevant documents as of mid-December 2023, with the
literature on ML dating back to 2006 and the literature on DL beginning in 2016. This
substantial volume of literature in a relatively short period underscores the significance of
this subject.

As shown in Fig. 1, there has been a significant growth in ML and DL articles related
to cloud computing security in recent years. This may relate to the combination of tech-
nological advancements, increased data availability, industry adoption, evolving threats,
academic interest, and interdisciplinary collaboration. Exploring these factors further can
provide valuable insights into the underlying drivers of this trend. Regarding contributions
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by regions and countries, Asian nations such as India and China were found to be the most
productive based on the number of documents published (1033 in India and 742 in China).
The top 15 active countries account for the majority of ML and DL publications, high-
lighting the concentration of research efforts in these nations. Among the top 15 active
countries, there is a diverse regional representation, with countries from Asia, Europe, the
Middle East, and North America featuring prominently. This suggests widespread interest
and involvement in ML and DL research for cloud security across different regions. In both
ML and DL research, Asia emerges as the most active continent, with a significant number
of countries contributing to the publications. The Middle East also demonstrates notable
participation, particularly in DL research.

The top 15 active institutions, notably from China, Saudi Arabia, India, and other coun-
tries, demonstrate global collaboration and contributions to ML research. Similarly, in DL
research, these regions, along with Singapore and Qatar, show strong representation among
the top 15 institutions, highlighting collaborative efforts. These statistics underscore the
global presence of research institutions in ML and DL for cloud security, reflecting col-
lective efforts to address challenges through collaborative research. Taking into account
the influence and output of scientific publications, the Lecture Notes in Computer Science
Including Subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioin-
formatics, which includes subseries on artificial intelligence and bioinformatics, had the
highest number of published articles (158), followed by IEEE Access (156), which is a
multidisciplinary, open access journal that publishes in engineering, computer science, and
materials science. IEEE Access ranked as a Q1 according to the evaluation by quartiles in
SJR (0.93) with an H-index of 204.

The research trends in ML and DL for cloud computing security reveal eight primary
focus areas, including anomaly detection, security automation, native cloud security,
insider threats, security brokers, network traffic analysis, image-based analysis, and the
impact of emerging technologies. A closer examination of the literature on ML and DL
demonstrates that DL serves as an extension of ML, either by expanding upon the work of
ML or by employing more advanced capabilities provided by DL. Additionally, it is worth
noting that ML and DL are relatively new technologies in the realm of cloud computing
security, and ongoing research in this field indicates that there is still significant potential
for the development of new techniques and algorithms.

6.1 Machine learning and deep learning—finding cross analysis

To conduct a cross-analysis between the ML and DL findings, we identify common
themes, compare methodologies, and highlight differences or complementary aspects. We
break down the analysis based on the main themes identified in both the ML and DL dis-
cussed in Sect. 5.

e Anomaly detection: DL and ML algorithms are broadly used for anomaly detection
in cloud security. ML techniques include monitoring and classification, detection and
response, cloud data management, resource management, and the use of multiple ML
algorithms and models. However, DL techniques, such as unsupervised autoencoders
and generative models like VAE and GAN, are employed for anomaly detection. DL
focus areas include traffic analysis, handling imbalanced datasets, multi-model solu-
tions, real-time analysis, and cloud anomaly monitoring.

@ Springer



Research trends in deep learning and machine learning for cloud... Page330f43 132

e Security automation: ML-based security automation involves automatic incident
response, threat intelligence visualization, policy enforcement, security orchestration,
threat intelligence feedback, and predictive modeling. ML techniques include auto-
mated analysis of threat intelligence data, policy enforcement, and security orchestra-
tion using ML algorithms. However, DL is utilized for automating anomaly detection,
incident response, self-learning, and root cause analysis. DL focuses on the accuracy
and low false-positive rates of automated detection systems and automating incident
response and recovery processes.

e Cloud-native security: ML techniques are integrated into cloud-native security solu-
tions for network security, management platforms, security policy management, and
compliance management. However, DL is applied to native security analysis, incident
management, cloud-agnostic solutions, and compliance management. DL focus areas
include using DL to automate incident response, manage security incidents, and ensure
compliance with regulations.

e Role of emerging technologies: ML and DL explore the integration of emerging tech-
nologies like blockchain, quantum-resistant cryptography, homomorphic encryption,
secure multi-party computation, and zero-trust network access. They emphasize the
potential benefits of these technologies in enhancing data security, privacy, and threat
detection in cloud environments.

6.2 Practical implications

Both ML and DL offer practical implications for the industry, including improved secu-
rity measures, automation of security processes, enhanced anomaly detection, and com-
pliance management. While ML and DL share common objectives for enhancing cloud
security, they employ different methodologies and techniques. ML tends to focus on tra-
ditional algorithms and supervised/unsupervised learning, while DL leverages neural net-
work architectures and DL models for more complex pattern recognition tasks. Integrating
both approaches can offer comprehensive solutions for handling various cloud computing
security issues. ML and DL enable organizations to better protect their cloud environ-
ments, respond to security incidents more efficiently, and adapt to evolving threat land-
scapes. Additionally, ML is applied to identify insider threats, enhance CASB, and manage
cloud-native security. However, DL techniques are used for image-based malware detection
and network traffic analysis, focusing on malware behavior analysis, classification, variant
detection, and visualization.

6.3 Challenges and research directions of machine learning and deep learning
in the cloud security

While ML and DL are considered vital tools for cloud computing security, it is essential
to understand the underlying data and the specific use case to select the correct algorithm,
employ the proper feature engineering, and establish suitable thresholds to get the required
performance (Pandey et al. 2023). Although ML and DL are not a one-size-fits-all solution,
they should be used in conjunction with other security measures, including access control,
network security, and incident management processes. The application of ML and DL for
cloud security faces several difficulties, including the following:
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1. Data privacy: Large volumes of data are needed to train ML and DL models, and this
data must be protected to maintain user privacy (Narayanan and Muthukumar 2022).
This might not be easy in cloud computing, where data is often processed and stored
on shared infrastructure. Insider threats may be intricate and multidimensional. There-
fore, it’s crucial to remember that ML-based solutions alone might not be enough. A
thorough security plan that may include technological, administrative, and physical
measures should be in place to guard against insider threats (Mishra et al. 2023, 2022b).
The implementation of robust data encryption and access control mechanisms can also
help safeguard sensitive data. Employment techniques such as differential privacy can
help to anonymize datasets while preserving their utility for training ML models (Nair
et al. 2023). Additionally, utilizing federated learning approaches can help train mod-
els directly on decentralized data sources without exposing raw data to third parties
(Abusitta et al. 2019). It is crucial to make sure that user privacy is maintained, given
the growing usage of ML and DL in cloud security (Gupta et al. 2017). Creating meth-
ods for protecting privacy may be possible while enabling helpful research in this field
(Alasmary et al. 2019).

2. Adversarial attacks: Adversarial attacks, in which a perpetrator tampers with the model’s
input to make it make the wrong judgments, are possible against ML and DL models
(Saran et al. 2022). Models may be installed in untrusted contexts in cloud computing
environments, making this particularly difficult. Adversarial ML research is crucial
because cloud security increasingly uses ML models (Rathore et al. 2019). This entails
creating techniques to strengthen the resistance of ML models to hostile cases and meth-
ods to recognize and fend off adversarial attacks. Moreover, incorporating techniques
like input preprocessing and model regularization to enhance robustness against adver-
sarial perturbations can be helpful (Ullah et al. 2022). Additionally, the employment of
anomaly detection algorithms can help to identify and mitigate adversarial instances in
real-time, coupled with dynamic model retraining to adapt to evolving attack strategies
(Bhuvaneshwari and Kaythry 2023).

3. Scalability and performance: It might be challenging to apply ML and DL models in
cloud systems where several users share resources since it is computationally costly
to integrate ML and DL models with current infrastructure and security systems since
these systems may have distinct needs and limitations (Heidari et al. 2022; Mishra et al.
2020). In addition, cloud computing security ML and DL models must abide by several
laws and standards, including GDPR, HIPAA, and PCI-DSS (Mishra et al. 2022c). In
order to effectively utilize cloud resources, the recommendations made here are centered
on optimizing ML and DL algorithms for distributed computing systems (Heidari and
Jabraeil Jamali 2023). Another recommendation is to modularize ML components and
enable smooth integration with the current cloud infrastructure by leveraging containeri-
zation and microservice architecture (Gupta et al. 2017). Furthermore, to ensure optimal
performance and resource utilization, the implementation of auto-scaling techniques can
help to dynamically assign computing resources based on workload demands (Dasgupta
et al. 2022).

4. Explainability: Many ML and DL models are difficult to read, making it challenging to
comprehend the models’ decision-making processes (AlAhmad et al. 2021). This may
be particularly difficult regarding cloud computing security since it’s crucial to under-
stand a decision’s justification (Hossain et al. 2020). The recommendations made here
are centered on using explainable Al methods to clarify the variables affecting model
predictions, such as feature importance analysis and model visualization (Gupta et al.
2017). Moreover, using decision trees or rule-based models in conjunction with intricate
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ML and DL models can produce clear decision-making logic. The documentation of the
model training and evaluation procedures may improve accountability and transparency
in cloud security operations (Bhuvaneshwari and Kaythry 2023).

5. Generalization: It might be difficult for ML and DL models to generalize successfully
to previously unknown data due to the possibility of novel attack types and abnormali-
ties (Mahdavifar and Ghorbani 2019). In order to improve model generalization across
various circumstances, the recommendations made here center on augmenting training
datasets with a variety of representative samples (Dasgupta et al. 2022). Additionally,
transfer learning techniques are used to deploy pre-trained models and modify them for
use in particular cloud security tasks, which lessens the requirement for large amounts
of labeled data (Bhuvaneshwari and Kaythry 2023). Overall, maintaining the model’s
performance and updating it frequently are recommended to take into account fresh
threat intelligence and adjust to changing security issues (Lei et al. 2022).

6. Label bias: The performance of the models depends on the data quality, and bias in
the data might lead to bias in the models. Although the data cannot always be indica-
tive of real-world events, this might offer difficulty for cloud computing security (Yao
et al. 2019; Krishnan et al. 2019). The recommendations made here center on the use
of implementation data preparation techniques such as undersampling or oversampling
to reduce label bias and guarantee that all classes are equally represented in training
datasets (Belal and Sundaram 2022). To further promote equality and inclusion in cloud
security applications, employment fairness-aware learning algorithms may be used to
identify and reduce biased practices in model predictions (Krishnan et al. 2019). Fur-
thermore, bias propagation in ML and DL models can be minimized by carrying out
comprehensive evaluations of the quality of the data and establishing precise criteria
for data collection and annotation (Gupta et al. 2017).

It is worth noting that ML, DL, and cloud computing security are all active research
areas. New techniques and algorithms are evolving every day. The promising research
areas found in this review are listed below.

1. More research is needed in the developing domains of automated incident response,
image-based malware detection, and cloud-native security.

2. ML algorithms applied to cloud-native security, which entails utilizing ML algorithms to
assess and safeguard cloud-native apps and services, is the subject of growing research.

3. In big and complicated cloud settings, there is a need to create more effective and effi-
cient ways for identifying abnormalities and intrusions. Further developments in this
area may bring up new elements and variables in ML and DL for security event correla-
tion.

4. TFederated learning presents a viable approach to augmenting security in cloud comput-
ing since it enables cooperation across several organizations.

5. As it enables the model to identify and stop various security risks, multi-task learning
may benefit cloud computing security.

6. Cloud security is increasingly dependent on edge/fog computing as more and more
devices and sensors are connected to the internet (Alzoubi and Aljaafreh 2023). To
increase security and privacy, research in this field may focus on creating ML and DL
approaches that can be used on edge and fog devices.

7. IoT-based data processing in cloud computing environments needs more sophisticated,
secure operations using ML and DL.
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6.4 Study limitations

There are certain limitations to the current investigation. They used only one database
(Scopus) without considering other databases often utilized in the academic community,
such as Dimensions and Web of Science. While this study exclusively utilizes the Sco-
pus database, it’s important to acknowledge its status as a comprehensive academic reposi-
tory, encompassing many journals and conferences also indexed in the Web of Science,
for example. While we recognize the value of other databases such as Web of Science, our
decision to focus solely on Scopus was based on several factors, including accessibility,
coverage of relevant literature, and familiarity with the platform. Nonetheless, it’s possi-
ble that some sources are not included. Despite this limitation, the findings offer valuable
insights into the emerging research theme, benefiting researchers in the field.

While retrieving literature from the Scopus database, there was a slight bias in favor of
nations having a lot of articles indexed there. Scopus has a bias in favor of academic jour-
nals with English-language publications. As a result, publications published in languages
other than English were not retrieved, potentially leaving out essential contributions made
in those other languages, notwithstanding their preponderance. In the identified articles,
non-English publications were primarily in Chinese, Turkish, and Portuguese, comprising
1.1% of ML and 1.8% of DL papers. It’s important to note that we lack proficiency in these
languages, limiting our ability to analyze the findings from these papers. This limitation
may have impacted the comprehensiveness of our study, particularly in capturing insights
from non-English sources.

As with all prior bibliometric research, the current study excluded gray literature. This
study’s search method may have produced some false-positive or false-negative find-
ings. Thus, these constraints should be taken into account while interpreting the results.
Nonetheless, the study outlines a strict approach for the chosen papers and uses a data-
base widely regarded as trustworthy by experts. A study effort that may be utilized as a
reference for future researchers can be presented thanks to the word choice, period, and
number of documents used. Future studies might usefully apply our analytical methodol-
ogy to another language (such as Chinese or Turkish) and provide a thorough worldwide
understanding of the literature.

7 Conclusions

Cloud security is a critical concern as organizations increasingly rely on cloud computing
for data storage, processing, and application hosting. Traditional security measures face
challenges in detecting and mitigating sophisticated cyber threats targeting cloud environ-
ments. In response, ML and DL techniques have emerged as powerful tools to bolster cloud
security. Massive data sets can be analyzed by ML algorithms to find trends and abnormal-
ities that point to cyberattacks, while DL models excel at image-based threat detection and
network traffic analysis. Although numerous papers have been published on utilizing ML
and DL to bolster cloud security, there remains a dearth of comprehensive bibliographic
reviews that synthesize the techniques, trends, and challenges in this domain. Therefore,
this paper seeks to provide current insights into the research landscape of cloud computing
security, focusing on the utilization of DL and ML techniques. This offers a novel per-
spective on the research area, expanding on previous studies. Additionally, the bibliometric
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analysis conducted in this work allows for a systematic evaluation of scientific output and
trends, contributing methodologically to the field.

The integration of ML and DL presents promising avenues to bolster the security of
cloud computing systems, offering efficient means to detect and counteract security risks
across various tasks. Our study highlights key trends in ML’s role in cloud security, includ-
ing anomaly detection, security automation, native security, insider threats, security bro-
kers, and emerging technology roles. The study also highlights key trends in the DL’s role
in cloud security, including anomaly detection, security automation, native security, image-
based detection, network traffic analysis, and emerging technology roles. However, chal-
lenges such as integration issues, performance concerns, and data privacy remain. Address-
ing these challenges requires proper system architecture, appropriate method selection, and
the incorporation of explainable Al technologies. By navigating these challenges, research-
ers, policymakers, and practitioners can harness the full potential of ML and DL to fortify
cloud computing security and safeguard data effectively. Researchers can explore differ-
ent ML and DL techniques for securing cloud computing environments. Moreover, policy-
makers can incorporate these techniques into regulatory frameworks for enhanced security
measures, and practitioners can deploy these solutions to proactively detect and respond to
security threats. Future research may focus on automated incident response, image-based
malware detection, and ML algorithms for cloud-native security. Future research may also
focus on techniques to enhance anomaly detection in complex cloud environments. Addi-
tionally, future research in edge/fog computing and IoT-based data processing can enhance
security and privacy in cloud environments.
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