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ABSTRACT In recent years, the Poisson multi-Bernoulli mixture (PMBM) filter has been established
among the state-of-the art methods in target tracking. We present a method for including target-provided
measurements in said filter, both when using it to track extended objects and point targets. We use
messages from the Automatic identification system as an example of target-provided measurements, and
radar and LiDAR as examples of exteroceptive sensors. In the point target case, we utilize several different
kinematic models in parallel through the interacting multiple models framework, and compare the presented
method to several common trackers and other PMBM filter configurations. The results show that our
method outperforms similar methods when target-provided measurements are available. The point target
variant is also shown to work in a closed-loop collision avoidance experiment in a maritime environment,
demonstrating its feasibility for use in real-world applications. For the extended object tracking case,
we expand upon the Gaussian process PMBM filter. The extended object method is evaluated on both
simulated and experimental data, and is shown to improve the tracking performance when including
target-provided measurements in comparison to when it only uses exteroceptive measurements.

INDEX TERMS Multi-target tracking, data fusion, AIS, radar, LiDAR, PMBM, extended object tracking,
maritime target tracking.

I. INTRODUCTION
To bridge the gap between the physical and the digital world,
one of the key problems is how to make any digital system
understand what is happening around it. An approach to
enable this understanding is to use sensors to measure the
physical world, and then process the data received from
the sensors. This is what is done in target tracking, where
measurements collected from the surrounding area are used
to estimate the properties of the targets inhabiting it.

Target tracking is, however, not a trivial problem. When
faced with a set of noisy measurements, it is not always
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clear which measurements belong to which target, and how
to combine the measurements to form a coherent picture. The
problem is further complicated by the fact that the number of
targets is unknown and may change over time. Hypothesized
targets must be initialized, and the measurements have to
be associated to the target they originated from. Only when
the measurements have been associated to a target can a
filtering method be used to estimate the target state. The
joint estimation of the number of targets and their states is
denoted as multi-target tracking [1]. The problem of finding
the correct association is further complicated by the presence
of false alarms and missed detections. Several measurements
can also originate from the same target, which requires either
clustering of the measurements, or a method which allows for
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multiple measurements to be associated to the same target.
The two approaches are called point target tracking and
extended object tracking, respectively.

In the last decades, many new multi-target tracking
methods have been developed. The one used in this paper
is the Poisson multi-Bernoulli mixture (PMBM) filter [2].
The PMBM filter is based on Random Finite Sets (RFS),
specifically a potentially detected target is modelled as a
Bernoulli RFS and the set of undetected targets is modelled
as a Poisson point process (PPP). The PMBM filter has been
shown to be among the state-of-the-art methods in target
tracking [2], [3], [4], and has also been used for extended
object tracking [5], [6], [7]. Furthermore, the interacting
multiple model (IMM) filter [8] can be used to provide more
flexibility in the modeling of the target behavior. The IMM
filter uses a set of motion models, and switches between
these depending on the current behavior of the target. The
method has been used together with many tracking methods,
including the PMBM filter [9].
Target tracking is used for a multitude of applications, but

we focus on that of maritime situational awareness. For safe
and efficient navigation at sea, it is important to correctly
understand the surrounding area and the other vessels
inhabiting it. Many ships employ, for example, maritime
radars for this purpose, which can supplement the captain’s
situational awareness. Improved situational awareness was
also the reason for introducing the Automatic identification
system (AIS) [10], with which ships can relay information
to surrounding vessels. The information can include their
position, course, speed, identity, ship dimensions, and much
more. For the human eye it is relatively intuitive to understand
the information from these sensors when plotted on a map,
and together with what is seen on the sea combine it to form
a coherent picture of the surrounding area. This approach
is, however, prone to human error, and ignores potentially
valuable information that is not directly observable.

To further improve situational awareness at sea, one
can use target tracking. This allows for the estimation of
target speed, course, position, and the uncertainty of said
quantities. The tracker may discover something the captain
has missed, thus removing some of the potential for human
error. Numerical estimates for the surrounding targets are also
essential if these are to be used in decision making processes
by anything other than a human. An example of this is the
use of target tracking in collision avoidance systems, where
the tracker may be used to predict the future position of the
targets, and thus determine if a collision is likely to occur [11].

Most target tracking research has focused on how to
track targets by use of exteroceptive sensors, such as radar
and LiDAR. Recently, however, several methods have been
developed to include target-provided information in target
trackers [12], [13], [14], [15]. The methods differ from
each other in important ways but share similarities in their
general approach to the received information, namely that it
is somewhat unreliable but nevertheless provide very valuable
information when used correctly.

This paper combines many of the recent innovations
regarding the PMBM filter and the use of target-provided
information in target tracking. We present a method for
including such information in the IMM-PMBM filter, using
the model assumptions from [15]. Furthermore, we show
how to use target-provided information together with an
extended object tracking method, a PMBM with a Gaussian
process extent model (GP-PMBM) [6]. The extended object
tracker and the point measurement tracker are evaluated
using both simulated and experimental data. Additionally, the
point measurement tracker is used in a closed-loop collision
avoidance experiment that demonstrates its feasibility for use
in real-world applications.

The paper is organized as follows. Section II provides
a brief explanation of relevant target tracking methods and
concepts, together with an overview of previous work on use
of target-provided data. In Section III we present the general
model used to describe the targets and measurements. A gen-
eral PMBM filter for use with target-provided measurements
is described in Section IV, and it is specified for the point
target and the extended object cases in Section V. The test
setups and results for the point target case are presented in
Section VI, and for the extended object case in Section VII.
Lastly, we conclude the paper in Section VIII.

II. BACKGROUND
The detections, or measurements, provided by the sensors
will have some degree of inaccuracy relative to the true target
positions. The inaccuracies, or measurement noise as it is
often denoted, can be mitigated by use of filtering. Examples
of widely used filteringmethods in target tracking areKalman
filters and particle filters, of which theKalman filter is a linear
method, and the particle filter is a sampling-based non-linear
method. This solves the problem of noisy measurements, but
not the problem of false alarms, missed detections, and the
ambiguity of which measurements belong to which target.

A. SINGLE-SCAN TARGET TRACKING
The probabilistic data association (PDA) filter [16] is one
of the early methods designed to solve the data association
problem, as the problem of deciding which measurements
come from the target is usually denoted. It calculates the
probability of association between the measurements and the
target by considering the predicted position of the target and
comparing this to the received measurements while taking
the uncertainty of the prediction and the measurements into
account. In this way, it is able to account for the possibility of
false alarms and missed detections.

Further development resulted in the joint PDA (JPDA)
filter [17], which extended the PDA filter to also account
for the existence of multiple targets, and thus the possibility
of measurements originating from different targets. Whereas
the PDA filter assumes that only a single target is present,
the JPDA filter assumes that some known number of targets
are present. The actual number of targets is, however, usually
not actually known, and several methods have been developed
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to initialize tracks based on the received measurements [18].
One of the solutions is found in the integrated PDA (IPDA)
filter [19], and its multi-target version the joint integrated
PDA (JIPDA) filter [20]. Here, target existence is not
assumed, and the existence probability is calculated for each
track that estimates a hypothesized target. Furthermore, the
methods have been extended to work with the IMM filter,
which uses several kinematic models for predicting the target
state and switches between them depending on the estimated
behavior of the target [8], [21].

Each time step, the PDA filter and its derived methods
compute updated estimates based on the estimates from the
previous time step and the measurements from the current
time step. If several measurements have been received, their
impact on the updated estimate depends on the association
probability between the measurement and the estimate. If the
estimates are represented as Gaussian distributions, this
means that the updated estimate will be a Gaussian mixture
with the components representing the estimate conditioned
on different measurements, that is usually reduced to a single
Gaussian before the next time step. This approximation
ensures that the target trackers are computationally tractable,
but it also means that temporal information is lost.

B. MULTI-SCAN TARGET TRACKING
Multi hypothesis tracking (MHT) [22] is a different approach
to the data association problem. Here, the data association is
solved by considering all possible associations between the
measurements and the estimates. For each association, the
estimate is updated based on the measurement, and the dif-
ferent combinations are used as the basis for new associations
the next time new measurements arrive. This process results
in a tree structure startingwith the first detection and branches
to the possible successive detections. A track hypothesis in
the tree is a path from the root to one of the leaves, where
said leaf is the estimated target state at the current time.
This way of solving the multi-target tracking problem is
denoted as multi-scan tracking, as opposed to the single-scan
methods described above. However, the tree structure grows
exponentially and quickly becomes intractable to maintain.
To mitigate this, branches are pruned to remove the most
unlikely hypotheses.

The PMBM filter is also a multi-scan multi-target tracking
method. As opposed to what is the case for MHT, it allows for
more mathematically rigorous procedures for initialization
and termination of tracks. Each time new measurements are
received, all possible associations between the new measure-
ments and the Bernoulli components of the multi-Bernoulli
mixture from the previous time step give rise to newBernoulli
components. Bernoulli distributions representing potential
new targets are created based on incoming measurements
with basis in a PPP. As for the MHT algorithm, this results in
an exponentially growing number of Bernoulli components,
and this is mitigated by a combination of pruning and
only keeping a fixed number of possible global hypotheses.
A global hypothesis is a set of Bernoulli components which

together form a complete set of possible associations between
the measurements and the targets. The PMBM filter has been
further developed to work with the IMM filter [9].

C. EXTENDED OBJECT TRACKING
Most early works on multi-target tracking assumes that
objects only generate a single measurement, the so-called
point target assumption. Relaxing this assumption to allow
targets to generate a varying number of measurements leads
to the problem of extended object tracking [23]. The manner
in which an extended object generates measurements is
most commonly modelled as an inhomogeneous PPP. The
Poisson rate governs the expected number of measurements,
and a specific spatial distribution indicates how these
measurements are spatially distributed across the target [24].
This spatial distribution allows us to estimate the shape and
size of an object, which is referred to as object extent. Initial
approaches used elliptical shapes as priors for the spatial
distribution, this is commonly referred to as the random
matrix model [25]. The extent of the object is then modelled
by a symmetric and positive definite d × d matrix called
the shape matrix, where d is the dimension of the object.
The elements of this matrix are then estimated according
to the spatial distribution of the measurements. This model
is very popular because it is a linear model. Another
approach instead models the extent as a generic star-convex
shape by parametrizing the shape contour. This enables the
modelling of more complex shapes, but it should be noted
that the estimation problem then becomes non-linear [26].
This method is well suited to modeling contour generated
measurements, such as those generated by LiDARs. The
shape contour is parametrized by a radius function which can
be estimated by a variety of techniques, the seminal paper
used Fourier series, but today the most common method is to
use Gaussian processes [27]. The Gaussian process method
also allows the use of specific symmetry properties of the
tracked objects when estimating their extent.

D. MULTIPLE EXTENDED OBJECT TRACKING
When trackingmultiple extended objects, the data association
becomes harder because each target can generate an unknown
number of measurements. The first theoretical framework
for a multiple extended object tracker was derived from
the probability hypothesis density (PHD) filter by using
the above-mentioned PPP model [28]. This filter was then
implemented using the random matrix model, and an inverse
Wishart distribution was used for estimation of the shape
matrix [29]. This approach was augmented by estimating the
Poisson rate governing the expected number of generated
measurements for each target using a gamma distribu-
tion [30]. Combining them resulted in the gamma Gaussian
inverse Wishart (GGIW) model [31]. Later developments
explored extended object formulations of other types of
filters, such as the PMBM filter [5]. Initially it was presented
with the GGIW model, but the same formulation has been

55406 VOLUME 12, 2024



A. G. Hem et al.: PMBM Filtering With Fusion of Target-Provided and Exteroceptive Measurements

used to implement a PMBMfilter using the Gaussian process
model augmented with a gamma distribution [6]. This filter
has also been demonstrated on maritime LiDAR data.

E. FUSION OF EXTEROCEPTIVE SENSOR MEASUREMENTS
AND TARGET-PROVIDED INFORMATION
Exteroceptive and target-provided measurements are very
different in nature. This is the case both for the information
they provide, and how the information is received. The
exteroceptive measurements usually arrive periodically, and
the quality of the measurements depends on the position of
the target relative to the sensor. Furthermore, the information
contained in the measurements is often limited to the position
and possibly the speed of the reflecting surface. The target-
provided measurements, however, have less limitations in
what information they provide. The information is collected
by the target itself, and the precision of the data is as such not
dependent on where the target is located. However, by not
controlling the data collection process, the quality of the
received data is not guaranteed and often difficult to assess.
Furthermore, whereas the exteroceptive measurements are
usually received periodically, the target-provided measure-
ments are received sporadically with practically unknown
intervals. This demands care when using the information, and
when designing models for including it in the target tracking
process.

In recent years, several methods for measurement level
fusion of target-provided information and exteroceptive mea-
surements have been proposed. Measurement level fusion
entails updating the estimates based on measurement data
from different sensors, as opposed to the approach taken
in track level fusion, where the estimates are only updated
based on a single sensor and then fused with estimates based
on input from other sensors. In [12], the authors propose a
measurement level fusion method for combining AIS and
radar measurements in context of the JPDAfilter. The authors
take the transmitted ID information into account and present
a method for applying the IDs to targets using Bayesian
inference. Furthermore, they consider the physical nature
of AIS messages, with their infrequent transmission and
absence of false alarms. The results show the benefit of
utilizing AIS messages, and the increased performance of
the measurement level fusion approach relative to track level
fusion approaches.

A somewhat different approach is found in [13], where
a solution is presented for a tracker that utilizes belief
propagation and a particle filter. The problem is formulated
as a factor graph, with calculations consisting of passing
messages between nodes in the graph. The work also
considers initialization of tracks using both exteroceptive
and target-provided measurements, and the time discrepancy
between the different measurement types. In [15] a method
which utilizes AIS messages in a JIPDA filter is presented.
It incorporates initialization of tracks based on all measure-
ment types, and accounts for timing differences between
them. The method uses an IMMfilter, and also allows a target

to enter an invisible state, mimicking the effects encountered
when a target is occluded. Both aforementioned methods
estimate the ID information probabilistically, and thus allow
for the handling of incorrect ID information.

Lastly, both the MHT algorithm and the PMBM filter
have previously been used together with target-provided
information. An AIS-guided MHT is described in [32]. Here,
the AIS information is modeled as if it was provided by
another exteroceptive sensor, with artificial models for false
alarms and missed detections. Furthermore, the transmitted
IDs are assumed to always be correct, and any errors are
instead removed in the pre-processing stage. The method
is shown to improve the tracking performance relative to a
MHT without AIS information. In [14] the authors present
a method for using AIS information in the PMBM filter.
They take a similar approach as for the MHT variant
and model the AIS information similarly to exteroceptive
measurements. Furthermore, the transmitted IDs are not
explicitly considered in the calculations but are used to label
the tracks corresponding to AIS-transmitting targets.

F. RELATION TO PREVIOUS WORK
Much of the mathematical framework used in this paper
is based on the work in [15]. This is possible because
the tracker in [15], even though it ultimately is a JIPDA-
type tracker, can be seen as a special case of the PMBM
filter. It is an extension of the IMM-JIPDA tracker with
visibility modeling presented in [33], where the steps needed
to go from the PMBM filter to a JIPDA-type filter are
thoroughly presented. The link between the two filters can be
explained by using the track-orientedmarginal multiple target
multi-Bernoulli/Poisson (TOMB/P) filter as an intermediate
step. Williams notes in [2, Sec. IV-A] that the TOMB/P
filter results from forcing the individual track hypotheses
in a global PMBM hypothesis to be independent. This
approximation results in tracks formed by the marginal
track-to-measurement association probabilities, as is done
in the JPDA and JIPDA filters. By assuming that new
targets are born according to a stationary birth density,
and by neglecting the influence of unknown targets when
calculating the association probabilities, the TOMB/P filter
becomes identical to a JIPDAfilter. Despite these differences,
the formulations in [15] and [33] are similar enough to
make the transition from an IMM-JIPDA filter which
utilizes target-provided information to an IMM-PMBM filter
relatively straightforward. Note that a visibility state is
present in both [15] and [33], which models the possibility
of a target being occluded. This state is omitted in this paper
but is possible to include without much effort.

III. MODEL
The model used to describe the targets and measurements is
similar to the one presented in [15], which itself is based in
the model underlying the PMBM filter. The model describes
how the targets are represented, how they are created, and
how they evolve over time. Furthermore, it describes how
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the measurements and the information they contain relate to
the targets. Thus, the model forms the framework we use to
later describe how to estimate the target states based on the
measurements.

A. THE POISSON MULTI-BERNOULLI MIXTURE
In general, the PMBM filter models the targets as the union
of undetected targets and detected targets. The undetected
targets are represented as a PPP, whereas the hypothesized
detected targets are modeled as a multi-Bernoulli mixture
(MBM). The combination of a PPP and an MBM ensures
a conjugate prior in the context of recursive Bayesian
estimation. We write the multi-target density as

f (X ) =

∑
Y⊎W=X

f ppp(Y )f mbm(W ) (1)

where X is the set of all targets, Y is the set of undetected
targets,W is the set of detected targets, ⊎ denotes the disjoint
union, f ppp(·) is the PPP, and f mbm(·) is the MBM. The PPP
is defined as

f ppp(X ) = exp(−
∫

µ(x̃)dx̃)
∏

x∈X µ(x) (2)

where µ(x̃) is the intensity function and the notation ·̃

indicates marginalization over a variable. Boldface notation
is used for vectors. Furthermore, the MBM is defined as

f mbm(X ) ∝

∑
j

∑
X1⊎...⊎Xn=X

n∏
i=1

wj,if j,i(Xi). (3)

The first sum accounts for all global hypotheses, and
the second for all hypothesized targets within the global
hypothesis. wj,i is the weight and distribution of potentially
detected target i in global hypothesis j. The distribution
f j,i(Xi), a Bernoulli RFS, is defined as

f j,i(X i) =


1 − r j,i if X i = ∅

r j,ipj,i(x) if X i = {x}
0 otherwise

(4)

where r j,i is the existence probability, and pj,i(x) is the state
density.

B. THE HYBRID STATE SPACE
The full state y of a target can contain both discrete and
continuous states. Such a combination is often denoted as
a hybrid state [34, p. 411]. The continuous part of the state
is denoted as x, and typically contains information such as
position, velocity, or target extent. The discrete states can
contain information such as target ID, what kinematic model
the target is following, or if the target is occluded. In this
section and the next, the exact information contained in the
states is not important, but rather how they relate to each
other, and how they evolve.

Nevertheless, we select two discrete states to illustrate the
concepts, which are also useful later, namely the ID τ and the

kinematic model s. The distribution of the hybrid state can be
written as

p(x, τ, s) = p(x|τ, s)p(s|τ )p(τ ). (5)

Furthermore, the actual ID of a target is assumed to not
change over time, whereas the kinematic model a target
moves according to can change. For any discrete state with
the same properties as either the ID or the kinematic model,
the following can also be used to describe how to incorporate
that state into the model.

C. NEW TARGETS
We assume that new targets are born according to a PPP
with intensity b(y). A birth intensity with Nb components is
defined as

b(y) =

Nb∑
i=1

wb,ipb,i(τ )pb,i(s|τ )pb,i(x|s, τ ). (6)

Here, pb,i(τ ) is the distribution of the IDs τ , pb,i(s|τ ) is the
distribution of the kinematic models s, and pb,i(x|s, τ ) is the
distribution of the state x. As the hybrid state includes both
discrete and continuous states, the PPP is what is denoted as a
marked PPP, equivalent to a PPP on the Cartesian product of
the continuous space of the kinematic density and the discrete
spaces of the other states. Under the assumption that the
distributions of all states are independent of other elements
in the marked PPP, it nevertheless inherits the properties of
a PPP, and can be used interchangeably in the PMBM. This
means that a restriction of unique IDs across targets can not
be enforced, as it would break the independence assumption
underlying the PPP.

We assume that the IDs of unknown targets are independent
and identically distributed (i.i.d.) with an initial prior
distribution

pb,i(τ ) =

 ξb,0 if τ = 0
1 − ξb,0

|V| − 1
if τ > 0.

(7)

Here, ξb,0 denotes the initial probability of a specific ID,
whereas |V| is the number of possible IDs and τ ∈ V . The
first case accounts for the probability of a target not having
an ID, whereas the second case accounts for the probability
of a target having an ID. For the latter case, the probability is
uniformly distributed among all possible IDs. Furthermore,
the kinematic models s are assumed to be i.i.d. with an initial
distribution µ0

s .

D. TARGET EVOLUTION
For the different variables, we use the subscript k to indicate
that we are considering their value at the current time step,
and with k − 1 we indicate the previous time step.
Each target is assumed to survive a duration of T with

probability

PS (T ) = PTSc (8)
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where Sc is the survival probability per time unit, usually
seconds.

The target IDs do not change over time, whereas the
kinematic model can change between time steps as part
of a Markov chain. The transition matrix π contains the
Markov chain probabilities of a change occurring, whereas
the target ID transition is modeled as a Kronecker delta δ. The
kinematic transition density depends on the kinematic model,
and we can write the prediction of a target as

fy(yk |yk−1) = fx(xk |xk−1, τk , sk )π sk−1sk δτk−1τk . (9)

This transition is that of a target with ID τk−1 and kinematic
model sk−1 at the previous time step, and target ID τk and
kinematic model sk at the current time step.

E. MEASUREMENTS
The detection probability of a target by way of exteroceptive
sensors is assumed constant in both time and space and
is denoted as PD(y) = PD. For the target-provided
measurements, the detection probability is designed to more
precisely reflect their physical reality. This is done by
setting the detection probability to 1 if a target-provided
measurement is received, and 0 otherwise. We express this
as

PD(y) =

{
1 if a measurement is received
0 otherwise.

(10)

Only the exteroceptive sensors are assumed to provide
false alarms, referred to as clutter, and the clutter is modeled
as a PPP with intensity λ(Z ). The intensity can depend on
measurement position but is assumed to not change over time.
For the target-provided measurements, the absence of clutter
is modeled by using a PPP with intensity 0.
We assume that the exteroceptive measurements are

synchronized, and all detections in each individual scan come
from time step k . This is, for most sensors, an approximation.
If needed, the time disparity between detections in a scan
can be accounted for by relatively simple means [35].
The likelihood for a set of exteroceptive measurements is
f exz (Zk |yk ), where Zk is a set of measurements. For point
target tracking, the set is either empty, or contains a single
measurement. For extended object tracking, the set can
contain several measurements. The information provided by
the exteroceptive measurements is assumed to only contain
the position of the detections, or potentially also the speed
of the reflecting surface.
The target-provided measurements are not assumed to be

synchronized. They can arrive at any time, and furthermore,
they arrive at different times for different targets. The
likelihood is denoted as f tpz (Zk |yk ). We assume that a set of
target-provided measurements will contain at most a single
measurement. As opposed to the case for the exteroceptive
measurements zk can now also contain additional informa-
tion, such as ID and target dimensions. We assume that,
when conditioned on the target state, the information in the

measurements is independent of other information contained
in the measurement. Furthermore, we keep in mind that
the detection probability is 1 if a measurement is received.
This means that the likelihood of a set with a measurement
containing, for example, kinematic information p, ID τ ,
length zL , and width zW can be decomposed as

f tpz (Zk |yk ) = f tpp (pk |yk )f tpτ (τk |yk )f
tp
L (zL |yk )f

tp
W (zW |yk )

(11)

whereas a set without a measurement has a likelihood of
1 because the detection probability is 0 when nomeasurement
is received.

IV. METHOD
From the previous time step k−1, we assume that the Poisson
component representing an unknown target is given by

uk−1(yk−1) =

N∑
i=1

wu,ik−1p
u,i
k−1(τk−1)p

u,i
k−1(sk−1)p

u,i
k−1(xk−1|sk−1, τk−1)

(12)

which is a sum of mixture components where wu,ik−1 is the
weight of component i. A potentially detected target i in a
global hypothesis j at the previous time step is represented
by a Bernoulli distribution with existence probability r j,ik−1,
weight wj,ik−1 and state density

pj,ik−1(yk−1) = pj,ik−1(xk−1|τk−1, sk−1)

× pj,ik−1(sk−1|τk−1)p
j,i
k−1(τk−1). (13)

For ease of notation, we henceforth write p·,i
k−1(τk−1) as ξ

·,iτ
k−1

and p·,i
k−1(sk−1|τk−1) as µ

·,i sτ
k−1 .

A. PREDICTION
We find the expressions for the prediction by use of the
expressions from [15, Sec. V] and [36, Sec. V]. For the
Poisson component, we get that the predicted intensity is

uk|k−1(yk ) = bk (yk ) + PS (T )
N∑
i=1

wu,iµu,i sτ
k|k−1ξ

u,iτ
k|k−1p

u,i
k|k−1(xk |sk , τk )

(14)

whereas the predicted Bernoulli components are

pj,ik|k−1(yk ) = µ
j,i sτ
k|k−1ξ

j,iτ
k|k−1p

j,i
k|k−1(xk |sk , τk ). (15)

Furthermore, we predict the existence probability and
discrete states in the hybrid state as

r ·,i
k|k−1 = r ·,i

k−1PS (T ) (16)

ξ
·,iτ
k|k−1 = ξ

·,iτ
k−1 (17)

µ
·,i sτ
k|k−1 =

∑
s̃

µ
·,is̃τ
k−1π

s̃s(T ). (18)
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where · denotes that the expressions are valid for both
unknown and potentially detected targets. The kinematic
density is predicted as

p·,i
k|k−1(xk |τk , sk ) =

∫
fx(xk |τk , sk , x̃)p

·,i
k−1(x̃|τk , sk )dx̃

(19)

where

p·,i
k−1(x̃|τk , sk ) =

∑
s̃

µ
·,iτ s̃
k−1π

s̃s(T )p·,i
k−1(x̃|τk , sk , s̃)∑

s̃ µ
·,iτ s̃
k−1π

s̃s(T )
. (20)

B. UPDATE
The posterior is also found by use of [15, Sec. V] in
combination with [36, Sec. V]. Three different types of
updates must be considered:

• Update of undetected targets.
• Update of new potentially detected targets.
• Update of previously potentially detected targets.

The update of undetected targets only involves updating the
weight. For convenience, the unknown target intensity is
rewritten as

uk (yk ) =

Nu∑
i=1

wu,ik|k−1p
u,i
k|k−1(yk ). (21)

We update the weights by multiplying them with the
probability of a missed detection

wu,ik = wu,ik|k−1(1 − PD). (22)

1) UPDATE OF NEW POTENTIALLY DETECTED TARGETS
When a potential new target is detected, a new Bernoulli
component is initialized. We need to find the Bernoulli
component’s existence probability r j,ik (Zk ), state density
pj,ik (yk |Zk ), and weight w

j,i(Zk ). This is done by updating the
unknown target intensity with some non-empty subset Zk of
all the received detections. We have from [36, Sec. V] that

r j,ik (Zk ) =
e(Zk )
ρ(Zk )

(23)

pj,ik (yk |Zk ) =

Nu∑
i=1

wi(Zk )p
u,i
k (yk |Zk ) (24)

where

e(Zk ) =

Nu∑
i=1

wu,if u,iz (Zk |yk )

ρ(Zk ) = e(Zk ) + λ(Zk )

wi(Zk ) ∝ wu,ik|k−1f
u,i
x (Zk |yk ). (25)

The weight wj,ik of the new Bernoulli component in a global
hypothesis j has value ρ(Zk ) if the global hypothesis includes
the new target, and otherwise the weight is set to 1 with the
existence probability set to 0. Furthermore, we need to find
expressions for pu,ik (yk |Zk ) and f

u,i
x (Zk |yk ). We provide these

on a general form that holds for exteroceptive measurements
and target-provided information in both point target and
extended object tracking, and from [15, Sec. V] we get that

p·,i
k (yk |Zk ) = p·,i

k|k−1(xk |τk , sk ,Zk )µ
·,isτ
k ξ

·,iτ
k (26)

where

p·,i
k (xk |τk , sk ,Zk )

=
f ·,i
z (Zk |τk , sk , xk )p

·,i
k|k−1(xk |τk , sk )

l ·,iτ s
(27)

and

µ
·,isτ
k =

µ
·,iτ s
k|k−1l

·,iτ s∑
s̃ µ

·,iτ s̃
k|k−1l

·,iτ s̃
(28)

ξ
·,iτ
k =

ξ
·,iτ
k|k−1

∑
s̃ µ

·,iτ s̃
k|k−1l

·,iτ s̃∑
τ̃ ξ

·,iτ̃
k|k−1

∑
s̃ µ

·,iτ̃ s̃
k|k−1l

·,iτ̃ s̃
. (29)

Furthermore, we have that

l ·,iτ s =

∫
f ·,i
z (Zk |τk , sk , x̃)p

·,i
k|k−1(x̃|τk , sk )dx̃. (30)

2) UPDATE OF PREVIOUSLY POTENTIALLY DETECTED
TARGETS
A potentially detected target can either be updated based on a
detection or a missed detection. First, we define the combined
likelihood of a measurement set across all discrete states as

L j,i =

∑
τ̃

ξ
j,iτ̃
k|k−1

∑
s̃

µ
j,iτ̃ s̃
k|k−1l

j,iτ̃ s̃. (31)

Note that a missed detection would mean that the likeli-
hood (30) is that of an empty set of measurements. From [15,
Sec. V], we have that for the missed detection case

wj,ik =


wj,ik|k−1(1 − r j,ik|k−1 + r j,ik|k−1L

j,i)

for exteroceptive

wj,ik|k−1 for target-provided

(32)

r j,ik =


r j,ik|k−1L

j,i

1 − r j,ik|k−1 + r j,ik|k−1L
j,i

for exteroceptive

r j,ik|k−1 for target-provided

(33)

whereas the state density remains unchanged from the predic-
tion, a consequence of the model choice of state-independent
detection probability. We distinguish between the two
measurement types to highlight how the absence of
target-provided information does not impact the weight
and existence probability, as it does for the exteroceptive
measurements. This is due to how the detection probability
(10) is defined. Updating the weights based on a detection is
done as

wj,ik = wj,ik|k−1(r
j,i
k|k−1L

j,i). (34)

The updated existence probability r j,ik is 1, and the state
density is updated by use of (26)-(29).
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C. GLOBAL HYPOTHESES
With the updated Bernoulli components we now need to
form global hypotheses and calculate their weights. This
is done as described in [36, Sec. C.3], from which we
give a summary. For each previous global hypothesis j,
we must assign each new measurement to either an existing
track or a new track. One such set of assignments amounts
to a new global hypothesis. Its weight wjk is calculated
as the product of the weights of the individual Bernoulli
components in the hypothesis. The global hypotheses are
formed in the same way for both exteroceptive and target-
provided measurements. The number of global hypotheses
can quickly become untenable, so rather than considering
all possible assignments, we only consider the most likely
assignments. These can, for example, be found by use of
Murty’s method [37] or stochastic optimization [38].

V. APPLICATION TO POINT TARGET TRACKING AND
EXTENDED OBJECT TRACKING
We want closed form recursions for the AIS-IMM-PMBM
filter and the AIS-GP-PMBM filter. For that purpose,
we specify the state spaces, kinematic models, and measure-
ment models for the two filters. We show how the resulting
expressions relate to those in Section IV, and that they allow
us to perform the calculations by use of Kalman filtering.
Furthermore, we show how to estimate the states we want to
output to the surrounding system.

A. THE AIS-IMM-PMBM FILTER FOR POINT TARGET
TRACKING
For the AIS-IMM-PMBM point target tracker, the hybrid
state is

y =
[
x τ s

]⊤ (35)

in which the kinematic state x is

x =
[
x vx y vy ω

]⊤
. (36)

Here, x and y is the position, vx and vy are the velocities, and
ω is the angular velocity. We have omitted the time index, the
global hypothesis index j, and the track index i for brevity.
We model the estimated kinematic states, the kinematic state
transition, and the measurements as Gaussians distributions.
That is, we have that the state density (13) is given by

p(y) = N (x; x̂sτ ,Psτ )µsτ ξ τ (37)

where x̂sτ and Psτ are the estimated mean and covariance
conditioned on kinematic model s and ID τ , µsτ is the
probability of kinematic model s conditioned on ID τ , and
ξ τ is the probability of ID τ .
We use two constant velocity (CV) models and one

coordinated turn (CT) model to model the movement of
the point targets. The CV models model linear, straight-
line motion, whereas the CT model in addition models the
possibility of a target turning. In general, the state evolves
according to

xk = Fs(xk−1)xk−1 + vk , vk ∼ N (0,Qs). (38)

The CV models are defined as

FCV =

[
1 T
0 1

]
⊗ I2, (39)

QCV
=

[
(T )3/3 (T )2/2

(T )2/2 T

]
⊗

[
qa 0
0 qa

]
. (40)

and the CT model is defined as

FCT (xk ) =



1 0 sinTω/ω −1+cosTω/ω 0

0 1 1−cosTω/ω sinTω/ω 0

0 0 cosTω − sinTω 0
0 0 sinTω cosTω 0
0 0 0 0 1

 , (41)

QCT
=

[
QCV 0
0 Tqω

]
. (42)

This is a non-linear model, so for use in an extended Kalman
filter it is linearized as it is done in [34, Ch. 11.72]. The
kinematic state transition density is given by

fx(xk |xk−1, τk , sk ) = N (xk ;Fskτ (xk−1),Qskτ ). (43)

Here, Fskτ (xk−1) is the state transition matrix for kinematic
model sk conditioned on ID τ , and Qsk ,τ is the process noise
covariance matrix. By using (37) and (43) in (19), we get the
predicted kinematic states. The Gaussian mixture in (20) can
be approximated by use of moment matching.

1) UPDATE WITH RADAR MEASUREMENTS
The radar measurements are modeled as

z = HRx + w, w ∼ N (0,RR) (44)

whereHR is the measurement matrix,RR is the measurement
noise matrix, and w is the measurement noise. We model the
measurement noise as a combination of Cartesian and polar
noise

RR = RC + Rp (45)

where RC is the Cartesian measurement noise and Rp is the
polar measurement noise, which is converted to Cartesian
coordinates with the method from [39]. The Cartesian noise is
meant to account for errors from clustering and sensor noise,
and the polar noise is meant to account for errors in the range
and bearing.
We assume that a set Z of radar measurements contains

either one or zero measurements. The measurement likeli-
hood for a single radar measurement is given by

fz(z|x, τ, s) = N (z;HRx,RR) (46)

and the likelihood for a set of radar measurements is given by

fz(Z |x, τ, s) =

{
PDfz(z|x, τ, s) Z = {z}
1 − PD Z = ∅

(47)

which is used in (27) and (30) to get a closed-form
solution. Note that the case with the empty measurement
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set is only relevant for previous potentially detected targets.
Furthermore, the radar clutter measurements are modeled as
a PPP with constant intensity λ(Z ) = Nc/πR2. Here Nc is the
expected number of clutter measurements and R is the radius
of the surveillance area.

2) UPDATE WITH AIS MEASUREMENTS
The position and velocity part of the AIS messages are
defined as

z = HAx + w, w ∼ N (0,RA) (48)

where HA is the measurement matrix and RA is the
measurement noise matrix. As for the radar measurements,
the noise matrix is a combination of Cartesian and polar
noise, but here the Cartesian noise models the error in the
position and the polar noise models the error in the velocity.
This is because the positional errors are independent on the
distance, and derived from GPS data, whereas the velocity is
transmitted as a speed and course. The measurement noise
matrix is given by

RA = HposRC,A + HvelRp,A (49)

where pos and vel denote the position and velocity parts of the
state, respectively.We use the samemethod as abovewhenwe
convert the polar noise matrix to Cartesian coordinates.

For the position- and velocity-information in the AIS
messages, the measurement likelihood f tpp (p|y) in (11) is
given by

f tpp (p|y) = N (z;HAx,RA). (50)

Furthermore, we utilize the ID information in the AIS
messages. We account for the small possibility of the ID
provided by the measurement is incorrect, relative to the
actual ID of the target, by use of a probability PC representing
our confidence in the ID provided by the measurement being
correct. The likelihood of the ID only depends on the ID of
the target. We formulate f tpτ (τ z|yk ) as

fτ (τ z|τ ) =


PC if τ = τ z

1 − PC
|V| − 1

if τ ̸= τ z and τ > 0

0 if τ = 0

(51)

where τ z is the ID provided by the measurement. A zero-
valued ID τ is used to represent a target that does not
transmit any information, and as such has no observable ID.
We combine (50) and (51) in (11), and disregard the length-
and width-related terms in the latter equation. This provides
a closed form solution to the integral in (30), and furthermore
allows us to calculate the updated kinematic states in (27) by
use of the Kalman filter equations.

B. THE AIS-GP-PMBM FILTER FOR EXTENDED OBJECT
TRACKING
The hybrid state in the AIS-GP-PMBM filter is

y =
[
x τ α β

]⊤ (52)

and includes the ID τ and two gamma distribution shape
parameters α and β. The gamma distribution is used to
estimate the expected number of detections from a target.
Furthermore, x is given by

x =
[
x vx y vy φ ω xf

]⊤
. (53)

Here, φ is the target heading, ω is the angular velocity, and xf

is a vector which parametrizes the contour of the target extent,
specifically it contains the values of a radius function f at
equidistant angles. The single state estimates are represented
as gamma-Gaussian distributions on the form

p(y) = N (x; x̂τ ,Pτ )G(α, β)ξ τ (54)

where we again have omitted the time index, the track
index i, and the global hypothesis index j for brevity. For the
augmented state in the AIS-GP-PMBMfilter, we combine the
CV model with a process model for the extent. In addition to
linear velocity, the CV model also models the heading and
angular velocity, and is defined as

FCV =

[
1 T
0 1

]
⊗ I3 (55)

QCV
=

[
(T )3/3 (T )2/2

(T )2/2 T

]
⊗

qa 0 0
0 qa 0
0 0 qθ

 . (56)

We have that F = diag(FCV ,Ff ) and Q = diag(QCV ,Qf )
where

Ff = exp(−1tηγ )I,

Qf
= (1 − exp(−21tηγ ))K(2f , 2f ). (57)

K(2f , 2f ) is the covariance matrix of the Gaussian process,
and 2f contains the angles of the points which define the
extent. For further details, we refer to [27] for the derivation of
the Gaussian process model, or to [6] for a shorter summary.

When predicting and updating the single state estimates,
conditioned on their IDs, we separate the gamma and
Gaussian parts of the distributions. This allows us to use the
Kalman filter equations to calculate the predicted and updated
Gaussian parts the same way as in Section V-A, whereas the
variables in the gamma distribution are predicted as

αk|k−1 = αk−1/ηγ , βk|k−1 = βk−1/ηγ (58)

and updated as

αk = αk|k−1 + |Z |, βk = βk|k−1 + 1. (59)

Here, ηγ is called the forgetting factor and is a parameter that
controls how quickly the measurements received in the past
should be forgotten by the gamma distribution parameters.

1) UPDATE WITH LIDAR MEASUREMENTS
A generic measurement equation for one contour generated
measurement with the target contour parametrized by a radial
function f can be written as

zl = xc + p(θ l)f (θ l) + wl
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p(θ l) =

[
cos θ l

sin θ l

]
(60)

where zlk is measurement l and θ l is the corresponding angle
of the origin of the measurement of the target contour. θ l can
be expressed both in a global frame θ l

(G) and the local target
body frame θ l

(B) as

θ l
(B)

(xc, φ) = θ l
(G)

(xc) − φ

θ l
(G)

(xc) = ̸

(
zl − xc

)
(61)

The value of f (θ l) can be found by calculating the value of
the matrix H(f ) for the specific angle using Gaussian process
regression and multiplying it with the vector parametrizing
the extent xf . Therefore, the measurement equation can be
written as

zl = xc + pl(θ l
(G)

(xc))H(f )
(
θ l

(B)
(xc, φ)

)
xf + wl

= hl(x) + wl, wl
∼ N (0,Rl). (62)

Themeasurement equation is therefore dependent on the state
space components xc, φ and xf , of which the two former are
non-linear terms in the measurement equation. It should be
noted that this is an implicit equation, due to the dependency
of θ l

(G) on zl . Similarly, the estimated error of the Gaussian
process regression can be calculated by calculating a matrix
Rf and by projecting this into 2D we get

Rl
= pl(xc)Rf

(
θ l

(B)
(xc, φ)

)
pl(xc)T + RC . (63)

We use an iterated extended Kalman filter to deal with the
non-linearities that are introduced by the LiDAR measure-
ment model.

A global association hypothesis in extended object tracking
does not assign each measurement to a single potential target,
but rather assigns sets of measurements to potential targets.
The measurement likelihood for a single measurement can
thus be written as

fz(zl |x) = N (Hlx,Rl). (64)

Each potential target i is associated to a specific measurement
cell C and the measurements in such a cell is denoted ZC .
The measurement set likelihood is given by the following
inhomogeneous PPP [5]

fz(ZC |x) = exp(−λm)λ|ZC |
m

∏
zl∈ZC

fz(zl |x) (65)

here λm is the Poisson rate governing the expected number of
measurements, which is estimated by the gamma distribution,
i.e. λm ∼ G(α, β). Given this, the predictive likelihood can be
calculated as in (30), which results in

lτ = PD
0(α + |ZC |)βα

0(α)(β + 1)(α+|ZC |)|ZC |!

∏
zl∈ZC

N (zl;Hl x̂τ,l,Sτ,l)

(66)

where Sτ,l is the innovation covariance matrix for measure-
ment l conditioned on ID τ . If the measurement cell is empty,

the predictive likelihood is instead given by the effective
probability of missed detection defined by

lτ = 1 − PD + PD exp(λm) (67)

which represents the fact that we can have a missed detection
either due to the probability of detection or the probability
that the target is detected but generates zero measurements.
Lastly, as for the radar measurements, we assume that
the clutter intensity is uniform over the surveillance area.
Furthermore, the intensity also reflects the result that a cell
with more than one measurement never is a false alarm. This
means that

λ(ZC ) =

{
Nc/πR2 |ZC | = 1
0 |ZC | > 1.

(68)

Further details regarding the Gaussian process PMBM filter
can be found in [6].

2) UPDATE WITH AIS MEASUREMENTS
The incoming target-provided measurements are handled
in a similar manner as for the point target tracking case,
as they uphold the assumption of each target only providing a
single measurement. The difference is that we now include
the dimensions of the target in the measurement vector.
The dimension is modeled by considering length and width
separately. The measurement model matrix can be found
using Gaussian process regression, in this case by using fixed
angles which correspond to the length

zL = H(f )(0)xf + H(f )(π )xf + wL , wL ∼ N (0, σ 2
z,L)

(69)

and width

zW = H(f )
(π

2

)
xf + H(f )

(
3π
2

)
xf + wW ,

wW ∼ N (0, σ 2
z,W ). (70)

The estimated measurement noise covariance has a compo-
nent for Gaussian process regression, and is given by

σ 2
L = R(f )(0) + R(f )(π ) + σ 2

z,L

σ 2
W = R(f )

(π

2

)
+ R(f )

(
3π
2

)
+ σ 2

z,W . (71)

Using this, we get that the AIS measurement likelihood (11)
becomes

fz(Z |y) = fτ (τ z|τ )N (p;Hxc,Rc)×

N (zL;H(f ) (0) xf + H(f ) (π) xf , σ 2
L )×

N (zW ;H(f )
(π

2

)
xf + H(f )

(
3π
2

)
xf , σ 2

W ) (72)

when Z = {z = [p, τ, zL , zW ]}. This is used in (27)
and (30). The gamma distribution is only concerned with the
exteroceptive measurements and is as such not updated when
target-provided measurements are received because no new
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information is received. It is also ignored when calculating
the target-provided measurement likelihoods.

Remark. Note that we do not use multiple models in the
extended object AIS-GP-PMBM. This is equivalent to having
a single model with constant probability 1, and the simplified
expressions are easily derived from the ones in Sections IV-A
and IV-B.

C. STATE ESTIMATION AND COMPLEXITY MANAGEMENT
The implementation for the point target tracker largely
follows [36], whereas the extended object tracker is based
on [5]. The way we perform state estimation and manage
the computational complexity is, however, conceptually
the same. After each update step we have several global
hypotheses, each containing Bernoulli components repre-
senting potentially detected targets. In [36] three estimation
methods are presented, which allows us to choose which
of the large number of possible target states we decide are
the most likely. For both point targets and extended objects,
we use the first of the three methods, which simply decides
upon the global hypothesis with the highest weight. Of the
Bernoulli components in the chosen global hypothesis, all
with an existence probability larger than some threshold Tr
are selected as the output. Furthermore, each state estimate
is a Gaussian mixture with weights corresponding to the
probabilities of the discrete states, such as IDs. A single
Gaussian is extracted by use of moment matching.

Even when limiting the amount of new global hypotheses,
with Murty’s algorithm for point targets and stochastic
optimization for extended objects, the number of Bernoulli
components can become very large. Thus, to avoid an unman-
ageable number of possible target states some approximations
are made. First, we limit the amount of Bernoulli components
created at each time step by way of gating the measurements.
This is done by only considering the measurements less than
√
g standard deviations from a given prediction. Thus, new

potential targets are only created for measurements close
enough to an unknown target, and already potentially detected
targets are only updated based on the measurements within its
gate area.

Furthermore, we do not propagate all Bernoulli com-
ponents from each time step to the next. We follow the
strategy from [36], and only keep the Nhyp global hypotheses
with highest weights. In addition, we remove all Bernoulli
components with existence probability lower than some
threshold Tb and those not present in any of the kept global
hypotheses. Furthermore, we only keep the Poisson densities
with weight higher than Tp. A brief description covering one
iteration of the AIS-PMBM is given in Algorithm 1.

VI. RESULTS FOR POINT TARGET TRACKING
To evaluate the performance of the trackers we use the
GOSPA metric for trajectories, presented in [40]. The
metric works on sets of trajectories, and penalizes track
switches in addition to localization errors, false alarms, and

Algorithm 1 An Iteration of the AIS-PMBM
Input: Previous unknown target densities µ(y), potentially

detected target densities pi,j(y), global hypotheses, and
new measurements Z

Output: Updated unknown target densities µ(y), potentially
detected target densities pi,j(y), global hypotheses

1: Predict unknown target densities with (14) and perform
gating.

2: Initialize new potentially detected targets on the gated
measurements with the expressions from Section IV-B1.

3: Predict potentially detected targets with (16)-(19) and
perform gating.

4: Initialize new Bernoulli components for the previously
potentially detected targets with the expressions from
Section IV-B2.

5: Find new global hypotheses based on the previous
global hypotheses and the new Bernoulli components as
described in Section IV-C.

6: Output the Bernoulli components in the best global
hypothesis with existence probability higher than Tr .

7: Remove all but the Nhyp best global hypotheses, prune
Bernoulli components with low existence probability,
and prune Poisson densities with low weight.

FIGURE 1. A flow chart describing the program flow of the AIS-PMBM
algorithm, as described in Algorithm 1.

missed detections. It also allows us to look at the different
error sources in isolation, highlighting the advantages and
shortcomings of different methods. The metric is defined
as

d (c,γ )p (X ,Y ) ≜ min
ak∈

∏X ,Y

k=1,...,T

( T∑
k=1

dX ,Y
k (X ,Y , ak )p)

+

T−1∑
k=1

sX ,Y (ak , ak+1)p
) 1

p

(73)
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where the first sum penalizes localization errors and cardi-
nality errors, and the second sum the track switch error. ak is
one of the possible associations at time k between the sets of
trajectoriesX and Y . In our case, the sets of trajectories are the
true trajectories and the target states estimated as described in
Section V-C. The continuity of the estimated target states is
based on their originating measurement. The parameters of
the metric are the order p, the cutoff c, and the switch penalty
γ . The cutoff decides the point where the distance between
two tracks is too large to be considered a feasible association.
We have that

dX ,Y
k (X ,Y , ak )p ≜

∑
(i,j)∈θk (ak )

d(xik , y
i
k )
p

+
cp

2
(|τk (X )| + |τk (Y )| − 2|θk (ak )|).

(74)

Here, d(·, ·) is the distance function, θk (·) is the set of feasible
associations in the kth time step, and τk (·) is the set of
elements in a set of trajectories at time step k . The track
switch error is defined as

sX ,Y (ak , ak+1)p ≜ γ p
nX∑
i=1

s(aik , a
i
k+1) (75)

where s(·, ·) is 0 if the association between the trajectories
is unchanged, 1 if the association is changed to a different
trajectory, and 1/2 if the association is changed and the
trajectory is now unassigned, or was previously unassigned.
We use the implementation available at [41] to perform the
computations, and only compute errors at the time steps
where exteroceptive measurements have been received.

A. SIMULATED DATA
We test seven different trackers and tracker configurations.
These are

1) The MHT algorithm with AIS from [32].
2) The PMBM with AIS of Miao et al. [14].
3) The AIS-VIMMJIPDA from [15].
4) The PMBM operating only on the radar measurements.
5) The IMM-PMBMoperating only on the radar measure-

ments.
6) The AIS-PMBM.
7) The AIS-IMM-PMBM.
The trackers are tested on two different types of simulated

data sets. The first of these is a data set configuration
described in [2]. The data sets consider several targets that are
all situated approximately at the origin of the area halfway
through the simulation. The scenario is created by first
choosing the points where the targets are to meet, and then
stepping backwards and forwards with some kinematic model
to create their trajectories. For the purposes of our simula-
tions, we consider ten targets, whose midpoint positions and
velocities are drawn from N (0, 0.25 × I), the same as for
Case 2 in [2]. The radar and AIS measurements are generated
according to the measurement models described in Section V,

with the frequency of the AIS measurements decided by the
requirements set by the protocol [10].
Furthermore, the different PMBMvariants are tested on the

Ravens data set detailed in [4]. The data set is designed to
pose a challenge to the trackers and consists of eight targets
and one ownship. During a span of 23 minutes, the targets
and the ownship move in formation, making maneuvers
underway. For the data to be suitable for testing of fusion
between radar and AIS, additional AIS measurements are
created for six of the eight targets.

The tuning parameters are shown in Table 1 for all the
trackers. For the AIS-PMBM from Miao et al., we calculate
the AIS detection probability directly from the total number
of AIS messages received, together with the number of
targets present in the area and their life span. Furthermore,
the Cartesian noise component in the AIS measurement
noise is increased to 102 to account for the time difference
between transmission and processing of the measurements.
Also note that the MHT algorithm does not implement
the measurement noise with a polar component, and thus
only uses Cartesian measurement noise. The process noise
and initial model probabilities of the PMBM and JIPDA
trackers differ, in the case of the initial mode probabilities
significantly. During simulations, it became evident that the
PMBM trackers needed more process noise than the JIPDA
tracker to follow the targets successfully. This can be due to
the stepwhere the JIPDA combines the track-to-measurement
associations, which has the observed effect of somewhat aver-
aging the individual target movements across closely spaced
targets.

1) RESULTS
Results for the first data sets, with targets that meet in the
middle of the surveillance area, are shown in Figure 2 and
Table 2. Overall, the plots show that the most difficult parts
of the scenario are at the very start, the middle, and at
the very end. Most trackers perform best in the intervening
periods. That the trackers struggle at the midpoint is no
surprise, as all targets are closely spaced. Furthermore, as the
targets are initialized with relatively low velocities and evolve
from the midpoint, they usually have higher velocities at
the start and end points. This means that they are harder to
track correctly, and errors caused by delays in initialization
and termination of tracks also contribute to the observed
effect.

Next, we look at the performance of the different
trackers relative to each other. It is evident that the MHT
algorithm struggles more than the other trackers, especially
with initializing tracks on all targets. Furthermore, the
AIS-VIMMJIPDA performs well in many aspects but strug-
gles in the middle of the scenario. These struggles manifest
themselves in both false alarms, and missed detections which
are present almost to the end of the scenario. Its IMM
capabilities does, however, result in a low localization error,
perhaps helped by the fact that the most troublesome targets
are not tracked. For the different PMBM variants, the results
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TABLE 1. Tuning parameters for the point target scenarios. If the
parameters differ between the two scenarios, they are listed with the
parameter for the first scenario first, and for the second scenario last.

show that both IMM and use of AIS measurements reduce
the GOSPA value. The pure PMBM tracker outperforms
the two previously mentioned trackers, albeit with regards
to the AIS-VIMMJIPDA tracker by only a slight margin.
Furthermore, all its augmentations perform even better.When
including the AIS measurements, the general trend across
the different trackers is an improvement in all error sources
except for the false alarms. Because tracks initialized on AIS
measurements get a higher weight than those initialized on
radar measurements, this is somewhat expected. On the other
hand, the use of AIS noticeably decreases the number of
missed detections. Regarding the PMBM variant from [14],
its performance lands between that of the regular PMBM
and the AIS-PMBM presented here. This can be explained
by the fact that the AIS messages are limited by a low
PD, thus giving them reduced influence on the results in
comparison to the AIS-PMBM presented here. Increasing
the PD, however, could result in premature terminations
when AIS messages are not available. Furthermore, we see
that use of IMM improves performance noticeably for all
error sources except the false alarms, where we see a slight
increase.

For the Ravens data set we only consider the four different
PMBM variants. The results are shown in Figure 3 and
Table 3, and show the same trend as we saw in the previous
data with more advanced methods performing better overall.
There are, however, some interesting idiosyncrasies. The
trackers with IMM provide better localization estimates than
their counterparts before the midway point but worse after.
At the very end of the scenario this can be explained with
the non-IMM trackers losing track of their targets, and thus
the localization error of the more difficult targets is not
included. This does not, however, explain why this also
occurs before the track losses happen. An explanation can
be that we experience a trade-off between precise estimation
of individual targets and being able to track all targets. That
is, to be able to handle large changes in acceleration the
added covariance in the prediction is often too large when the
targets do not perform challenging maneuvers. Even though
the IMM framework should be able to account for this,
it may struggle to estimate the mode probabilities correctly
due to the challenging scenario. Nevertheless, the differences
between methods are not large, and the IMM methods
perform better by the total GOPSA metric. Furthermore,
this indicates that looking only at single components of
the GOSPA metric will not give a complete picture of the
performance of the trackers.

B. EXPERIMENTAL VALIDATION IN A CLOSED-LOOP
EXPERIMENT
The AIS-IMM-PMBMwas also used during the testing of an
autonomous surface vehicle (ASV) in the Trondheimsfjord
in October 2023. A more extensive description of the testing
and additional scenarios is available at [42]. In the context
of this paper, the purpose of using the AIS-IMM-PMBM
method in the experiment was to demonstrate the feasibility
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TABLE 2. GOSPA-T values for the different tracker configurations when tested on the data set configuration from [2], corresponding to the averaged
values in Figure 3. The best result for each error source is highlighted in bold.

TABLE 3. GOSPA-T values for the different PMBM configurations when
tested on the Ravens data set, corresponding to the averaged values in
Figure 3. The best result for each error source is highlighted in bold.

of using an advanced tracker in a larger system with higher
demands regarding latency, and to show that it works together
with a collision avoidance system. The ASV was equipped
with a radar and an AIS receiver. The collision avoidance
algorithm, a scenario-based model predictive control method
described in [11], was responsible for maneuvering the ASV
to avoid collisions with the targets based on input from the
AIS-IMM-PMBM.

The scenario involves the ownship, a Mariner from
Maritime Robotics, and Juggernaut, a motorboat. The boats
are shown in Figure 4. The motorboat was operated by a
human operator, and the ownship was tasked with avoiding
collisions with the target while maintaining a course towards
a waypoint. The scenario was designed to challenge the
collision avoidance algorithm, and for it to properly respond
to the movements of the target it needed accurate target
estimates.What amounts to accurate estimates in this use case
is somewhat different from what is usually considered when
evaluating target trackers. The course and speed estimates are
very important as they are used to predict the future positions
of the targets. The position of the target, however, is not as
important because the collision avoidance algorithm does not
mainly act based on the current target position, but rather on
the predicted future positions. An inaccurate course estimate
will then have a larger impact than an inaccurate position
estimate.

1) RESULTS
The scenario is depicted in Figure 5. The Mariner was
tasked with moving on a north-eastern course while the
motorboat made several maneuvers that demanded action
from the Mariner. The target deliberately acted counter
to collision avoidance guidelines, so that the collision
avoidance algorithm was forced to make evasive maneuvers.
Nevertheless, the AIS-IMM-PMBM tracker was able to

provide accurate estimates of the target, and the collision
avoidance algorithm was able to respond to the maneuvers.
The course and speed estimates are stable and with relatively
low uncertainty. Jittery and uncertain estimates would
demand greater caution on the part of the collision avoidance
algorithm, and it could create situations where the ownship
path would have to be recalculated at a higher frequency than
necessary. Furthermore, any false alarmswere avoided, partly
helped by the low clutter density.

The data collected during the scenario was also input to
an IPDA tracker, see Figure 6. This was the tracker used
in [43], and whereas it is able to track the target its course
and speed estimates are considerably noisier than for the AIS-
IMM-PMBM. The standard deviations are also larger: for the
IPDA the standard deviations are 0.36 knots for the speed and
34.45 degrees for the course, whereas they are 0.25 knots
and 15.63 degrees for the speed and course estimated by
the PMBM. Because the IPDA uses only a single kinematic
model, and furthermore does not use the AIS messages, this
is to be expected. However, as the collision avoidance method
was not used together with the IPDA, it is difficult to say how
this would impact operations. Previous work on use of PDA
in radar-based maritime collision avoidance [44] indicates
that additional filtering of the speed and course estimates
is needed for successful operation. Furthermore, the IPDA
is well suited for such a single-target scenario but lacks the
flexibility of a more advanced method regarding multiple
targets with different movement characteristics.

VII. RESULTS FOR EXTENDED OBJECT TRACKING
For the AIS-GP-PMBM we also use GOSPA for trajectories
to evaluate the performance with regards to the position and
velocities of the target estimates. Additionally, we need a
method to evaluate the extent estimates. For this purpose,
we use the intersection-over-union (IOU) between the
estimated and true extents of the targets. IOU is found by
taking the true extent of the target as the area E and the
estimated extent as the area Ê , which we then use to calculate

IOU =
E ∩ Ê
E ∪ Ê

. (76)

To pair the correct estimate with the correct ground truth,
we use the same assignment procedure that is used when
calculating the GOSPA metric. We consider two scenarios
that highlight two key challenges that make estimation
based on exteroceptive measurements difficult: occlusion and
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FIGURE 2. GOSPA-T values for the different trackers and configurations,
where we see how the different trackers perform for different error
sources evolve for the duration of the scenarios. We use the GOSPA
parameters p = 2, c = 40, and γ = 5. Shown, from top to bottom, is the
combined GOSPA-T, the localization error, the missed detection error the
false alarm error, and the track switch penalty. For visual clarity
the values are plotted as the moving average over 10 time steps.

clutter measurements. To properly handle occluded targets is
difficult, and the lack of measurements will in most cases
result in reduced estimate quality. The clutter model we use
is quite simple and assumes that the clutter measurements

FIGURE 3. GOSPA-T values for the different PMBM tracker configurations.
We use the GOSPA parameters p = 2, c = 20, and γ = 5. Shown, from top
to bottom, is the combined GOSPA-T, the localization error, the missed
detection error the false alarm error, and the track switch penalty. The
values are from the whole duration of the Ravens data set, and for visual
clarity plotted values are the moving average over 100 time steps.

are uniformly distributed among the sensor cells. As the
experimental data demonstrates, this is not necessarily the
case, and especially target-dependent clutter, such as that
originating from wakes, is difficult to handle. Both these
problems are in some ways mitigated when performing
point target tracking, as the sensor detections are clustered
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FIGURE 4. The two ships used in the experimental validation: Mariner
(a) and Juggernaut (b). Photos: Maritime Robotics.

TABLE 4. Tuning parameters for the extended object scenarios. If the
parameters differ between the two scenarios, they are listed with the
parameter for the first scenario first, and for the second scenario last. Any
parameters not listed here are identical to ones found in [6].

before they are input to the tracker. This means that partial
occlusionswill not necessarily result in loss ofmeasurements,
and that target-dependent clutter can be clustered together
with target detections. For extended object tracking, however,
we do not have these advantages.

The tuning parameters for both scenarios are shown in
Table 4.

A. SIMULATED DATA
The simulated data used to evaluate the EOT methods is
the same as that used in [6]. It consists of four targets,

with a LiDAR located at the center of a surveillance
area with a 100-meter radius. As for the Ravens data set,
AIS measurements were created for the targets. Here, all
targets transmit AIS messages, which also include their
width and length. All the targets are 6.63 meters long
and 2.4 meters wide, the scenario lasts for 240 seconds,
and the LiDAR measurements generate scans of the area
at 1 Hz.

1) RESULTS
Figure 7 and Table 5 show the results. The targets enter
and depart the surveillance area at different times, as can
be seen by short spikes in the GOSPA values. These spikes
correspond to missed detections when they arrive and false
alarms when they leave, due to latency in the initialization
and termination of tracks. Regardless, for most of the scenario
the trackers are able to both track and estimate the extents
of the targets quite successfully, with low localization error
and high IOU. Use of AIS measurements both decreases
the localization error and increases the IOU. This is shown
throughout the whole scenario but is most evident before
the 150 second mark. Here, occlusion effects result in
low LiDAR measurement quality, which in turn makes it
difficult to estimate the target states. AIS measurements,
however, are not impacted by occlusion and allows the
tracker to recuperate after the intermediate LiDAR scans.
This effect becomes more evident because the AIS messages
are transmitted at approximately the same time, resulting
in noticeable spikes in the performance metrics also when
averaging across all targets.

TABLE 5. Values for the performance metrics in Figure 7 and Figure 8.
The values are averaged over the whole duration of the scenarios, and
the best values for each metric are highlighted in bold.

B. EXPERIMENTAL DATA
The experimental data used to test the AIS-GP-PMBM
were collected in the Trondheim channel as part of the
Autoferry project at NTNU, and was published in [45] as
scenario 13. It is also discussed in the context of the GP-
PMBM in [6]. The data were collected using a LiDAR
mounted on the Milliampere ferry, which was stationary,
with a range of approximately 60 meters. Furthermore, the
scenario contains two targets, both 7meters long and 3meters
wide motorboats. They travel across the length of the canal
in opposing directions, passing each other approximately
when closest to Milliampere. The targets did not transmit
AIS messages, but GPS positions are available, which we
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FIGURE 5. A scenario with a target conducting sharp and unpredictable maneuvers, showing how the tracker is able to successfully estimate the
target state in a real-world setting. The ownship is shown as the dotted blue line in (a) and tries to move in a northeastern direction while upholding
collision avoidance regulations. The target is shown as a solid orange line and tries to make maneuvers which hinder the Mariner in its objective.
The radar measurements are shown as black dots which fade to grey as time passes, the AIS measurements are shown as green crosses which also
fade as time passes, and the reported GPS position of the target is shown as a solid black line. (b) shows the evolution of the course estimates as a
solid red line, together with one standard deviation in each direction as solid cyan lines. The speed estimates are shown in (c) in the same way, with
the estimate as a red line and the standard deviations in cyan.

FIGURE 6. The same scenario as in Figure 5, but now an IPDA is used for tracking. an overview of the scenario is shown in (a), the estimated course is
shown in (b), and the estimated speed is shown in (c). The tracker is able to follow the target, but the course and speed estimates are not as precise.

used to create AIS measurements in the same manner as
previously.

1) RESULTS
The results can be seen in Figure 8 and Table 5. The
overall performance is not as good as for the simulated
data set. Because we are no longer dealing with simulated
measurements that adhere to our modeling assumptions, this
is to be expected. The ground truth also contains a bias which
skews the results somewhat, but it is nevertheless useful for
comparison purposes. Furthermore, the data set contains a
lot of clutter, both from the ship wakes and other sources.
The clutter model may struggle especially when encountering
wake clutter. When evaluating the measurements in an
association hypothesis, wake clutter will often be included
and given a high weight. This leads to the extent estimate
growing larger than it should, and the kinematic estimate

being pulled towards the wake. Closely spaced targets
which generate wake clutter can exacerbate performance
degradation further by associating the wake clutter from one
target with the other, and the tracker will figuratively try
pulling the extent estimate apart. Some variation of this effect
is seen in this data set, with the tracker struggling at the
midpoint of the scenario when the targets are closest to each
other.

Initially, both variations of the GP-PMBM are able to track
the targets well, albeit with some false alarms for the pure
LiDAR tracker. As the targets get closer to each other and
the LiDAR, the performance degrades. The AIS-GP-PMBM
is able to handle the situation better, helped by the AIS
messages that both provide good kinematic information and
the dimensions of the ship. In a situation where the LiDAR
measurements cause the extent estimate to blow up, the AIS
measurements help reduce its size. The pure LiDAR tracker,
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FIGURE 7. Comparison between the GP-PMBM and the AIS-GP-PMBM for
the simulated data set. We use the GOSPA parameters p = 2, c = 10, and
γ = 5. From top to bottom, the plots show the total GOSPA-T, the
localization error, the IOU, the averaged estimated lengths, and the
averaged estimated widths.

however, struggles to maintain a good extent estimate. This
is seen clearly in the plots of the width and length, and
in Figure 9. Furthermore, we see that the oversized extent
of the non-AIS variant creates an offset in the position
estimate, and that the direction of the estimate is flipped.
At the displayed time step this is avoided when including
AIS information, even though the heading is not directly

FIGURE 8. Comparison between the GP-PMBM and the AIS-GP-PMBM for
the experimental data set. We use the GOSPA parameters p = 2, c = 10,
and γ = 5. From top to bottom, the plots show the total GOSPA-T, the
localization error, the IOU, the averaged estimated lengths, and the
averaged estimated widths.

updated with AIS information. Furthermore, false alarms are
present for both trackers. For the pure LiDAR, tracker the
false alarms are persistent throughout the whole scenario,
whereas they arrive later in the scenario for the AIS-GP-
PMBM.With a lot of clutter, and especially with wake clutter,
this is difficult to mitigate without more advanced clutter
models.
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FIGURE 9. A snapshot of the extent of one of the targets 30 seconds into
the scenario, at time step 283. The output from the AIS-GP-PMBM is
shown in (a), and that of the GP-PMBM in (b). The estimated extent is
shown in orange, and the ground truth in blue. Additional elements are
explained in Figure 5. When not using AIS information, the extent
estimate is both blown up and flipped orientation-wise.

VIII. CONCLUSION
We have presented a method for including target-provided
information in PMBM trackers, with AIS messages as an
example of such information. We do this for PMBM and
its IMM-PMBM extension for point target tracking, and the
GP-PMBM for extended objects. Through simulations and
experiments we have shown that the AIS-PMBM and AIS-
IMM-PMBM trackers perform better than their counterparts
which do not use AIS measurements. Furthermore, we have
compared the presented methods to other trackers which
utilize AIS messages and shown that they perform well in
comparison.

Because one of our use cases for the AIS-IMM-PMBM
tracker is to provide target estimates for a collision avoidance
system, we have also tested them in a closed-loop experiment.
The results show that the AIS-IMM-PMBM tracker is able to
provide good estimates and enables the collision avoidance
method to respond to the target movements. The experiments
also show the feasibility of using PMBM in applications
which demand real-time performance.

Furthermore, we show how use of target-provided infor-
mation in extended object tracking can mitigate some of the
persistent problems when using only exteroceptive sensors.
We use AIS, together with LiDAR, and use information
regarding the ship dimensions to help estimate the extent.
By updating the extent with the ship dimensions, we avoid
that the extent changes its size when the LiDARmeasurement
quality is poor. We show that this can improve performance
when a lot of clutter measurements are present, and that it
helps the tracker recover from occlusion effects.

There are some potential lines of future research. Firstly,
AIS messages can be utilized more extensively to improve
target estimates. For example, they contain information about
course, heading, and antenna placement, which can be useful
in several ways. Furthermore, better wake clutter modeling
can solve some of the problems encountered in SectionVII-B.
Several works present more general clutter models [46],
[47], and also target-dependent clutter models for wake
clutter mitigation [48], [49]. Such models could be utilized

to improve the performance of the AIS-GP-PMBM in the
presence of wake clutter.
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