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#### Abstract

We study the effective low-energy fermionic theory of the Kondo-Kitaev model to leading order in the Kondo coupling. Our main goal is to understand the nature of the superconducting instability induced in the proximate metal due to its coupling to spin fluctuations of the spin liquid. The special combination of the low-energy modes of a graphene-like metal and the form of the interaction induced by the Majorana excitations of the spin liquid furnish chiral superconducting order with $p_{x}+\mathrm{i} p_{y}$ symmetry. Computing its response to a $\mathrm{U}(1)$ gauge field moreover shows that this superconducting state is topologically non-trivial, characterized by a first Chern number of $\pm 2$.


## I. INTRODUCTION

Understanding, and suggesting platforms for topological superconductivity (TSC) has become a central problem in condensed matter physics, largely motivated by its possible application in topological quantum computing $[1-3]$. Since materials that support this phase intrinsically are rare in nature, the search for TSC has mainly been restricted to interfaces between exotic magnets and conventional superconductors [4-7]. In particular, a combination of strong spin-orbit coupling and Zeeman fields is conjectured to induce TSC in the superconductors of these proposed systems [2]. More recently, a system comprised of a skyrmion crystal interfaced with a normal metal was shown theoretically to produce TSC at the interface, effectively removing the indispensable component of previous suggestions, namely conventional superconductors [8]. The model of the present work is even simpler, in the sense that neither strong spin-orbit coupling, Zeeman fields nor conventional superconductors are required for TSC to form.

The study of quantum spin liquid (QSL) states of spin systems [9-11], and particularly the construction of exactly solvable Hamiltonians featuring QSL ground states [12], has inspired the search for TSC. QSL states are exotic ground states of spin systems that do not feature long-range magnetic order, but rather display topological order and host fractionalized excitations [13, 14]. While most of these properties are poorly understood within traditional perturbative approaches, there are fortunate rare cases where we are guided by exact solutions. One example of this is the Kitaev honeycomb model [12], which consists of localized spins on a honeycomb lattice interacting through link-dependent Ising interactions. For such systems coupled to itinerant fermions, it is natural to ask whether the associated spin fluctuations can induce superconductivity in the metal, and if so, to what extent this state inherits the topological nature of the parent QSL. Following recent developments in the theory of Kitaev materials that couple spin models

[^0]with (Kitaev) QSL ground states to conduction electrons [15-19], the present work aims to answer these questions.


FIG. 1. Schematic phase diagram of the system, extended from Refs. [15, 20]. The quantum spin liquid phase is denoted by QSL and the superconducting state where superconductivity of conduction electrons coexists with the spin-liquid phase is denoted by QSL +SC . Beyond the perturbative regime of $J / K$ one finds a heavy Fermi liquid (HFL) and a superconducting phase (SC), both due to the Kondo effect as described by Ref. [20]. The wiggly line represents a first-order transition separating the fractionalized Fermi-liquid phase from the non-fractionalized one, due to competing order parameters.

To this end, we consider a system comprised of localized spins on a honeycomb lattice governed by the Kitaev interaction with interaction strength $K$, itinerant electrons on a proximate honeycomb lattice, and couple these through a Kondo interaction with interaction strength $J$ (see Eq. (3)). For $J=0$ and for sufficiently low temperatures, the system exhibits the QSL phase. The perturbative regime of $J / K$ finite but small is continuously connected to the $J=0$ limit [15, 20]. However, it is conceivable that a finite, small $J$ will induce an attractive interaction between the conduction electrons, facilitating a superconducting instability of the Fermi sea. This is analogous to the mechanism by which magnons of a ferro- or antiferromagnet Kondo-coupled to a conductor mediates superconductivity [21-26], except that the mediator, in the present case, is the fractionalized excitations of the spin-liquid. Increasing $J / K$ beyond
the perturbative regime $J / K \ll 1$, conduction electrons will hybridize with the localized spins and form Kondo singlets [27, 28]. At sufficiently low temperatures, the metal will turn superconducting whereas at higher temperatures it will be a heavy Fermi liquid. The transition between the QSL phase and this superconducting phase will generically be separated by a first-order transition, as it originates with the competition between two orders [29-31]. The phase diagram of this system is schematically illustrated in Fig. 1. The previous works concerned with the superconductivity of this model chiefly focus on the phase denoted by SC in this figure [15-17]. The regime we focus on is illustrated as the pink region, fading over into a regime inaccessible to our study which is schematically extended by dashed lines to qualitatively agree with those of $[15,20]$.

## II. THE KONDO-KITAEV MODEL

We consider a honeycomb lattice $\Lambda \ni i$ with lattice constant $a$. To each vertex of this bipartite lattice, we associate a fermionic degree of freedom with creation and annihilation operators $c_{i \sigma}^{\dagger}$ and $c_{i \sigma}$ obeying the canonical anticommutation relations

$$
\begin{align*}
& \left\{c_{i \alpha}, c_{j \beta}^{\dagger}\right\}=\delta_{i j} \delta_{\alpha \beta} \quad \text { and } \\
& \left\{c_{i \alpha}^{\dagger}, c_{j \beta}^{\dagger}\right\}=0=\left\{c_{i \alpha}, c_{j \beta}\right\} \tag{1}
\end{align*}
$$

and a spin- $1 / 2$ degree of freedom, whose components satisfy

$$
\begin{equation*}
\left[S_{i}^{\mathrm{a}}, S_{j}^{\mathrm{b}}\right]=\mathrm{i} \delta_{i j} \epsilon^{\mathrm{abc}} S_{i}^{\mathrm{c}}, \quad \mathrm{a}, \mathrm{~b}, \mathrm{c} \in\{x, y, z\} \tag{2}
\end{equation*}
$$

with summation over repeated indices. In the following, we use Latin letters $i j k \ldots$ for lattice points, Greek letters $\alpha \beta \gamma \ldots$ for spin indices of itinerant fermions, and sans serif letters abc... for components of the localized spin operators and link indices (to be introduced shortly).

The Hamiltonian of the Kondo-Kitaev model is given by

$$
\begin{equation*}
H:=H_{\mathrm{el}}+H_{K}+H_{J} \tag{3a}
\end{equation*}
$$

where

$$
\begin{align*}
H_{\mathrm{el}} & :=-t \sum_{\langle i, j\rangle} \sum_{\sigma} c_{i \sigma}^{\dagger} c_{j \sigma}-\mu \sum_{i \in \Lambda} \sum_{\sigma} c_{i \sigma}^{\dagger} c_{i \sigma}  \tag{3b}\\
H_{K} & :=-K \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} S_{i}^{\mathrm{a}} S_{j}^{\mathrm{a}}  \tag{3c}\\
H_{J} & :=+\frac{J}{2} \sum_{i \in \Lambda} \sum_{\alpha \beta} \sum_{\mathrm{a}=1}^{3} c_{i \alpha}^{\dagger} \sigma_{\alpha \beta}^{\mathrm{a}} c_{i \beta} S_{i}^{\mathrm{a}} . \tag{3d}
\end{align*}
$$

The symbol $\langle i, j\rangle_{\text {a }}$ denotes the lattice point pair $i$ and $j$ corresponding to the a link of the honeycomb lattice, as illustrated in Fig. 2. The Kitaev interaction assigns an


FIG. 2. The honeycomb lattice with the $x$-, $y$ - and $z$-links colored in green, red, and blue respectively. The filled (hollow) lattice sites belong to the A (B) sublattice, and the vectors $\mathbf{n}_{1,2}:=a(\sqrt{3}, \pm 1)^{\top} / 2$ are the lattice translation vectors of the hexagonal lattice.

Ising interaction on link a along the direction a in spin space.

Before studying the complete Kondo-Kitaev model we will consider the mean-field ground state of $H_{\mathrm{K}}$ on its own. To this end, we employ a Majorana representation of the localized spins, discussed extensively in the literature $[15,32]$. We briefly revisit some properties of this representation for completeness and refer back to these references for details.

## A. Majorana representation of localized spins

For studying spin liquids, we start with a slave fermion representation of the spin operators in terms of fermionic creation and annihilation operators $f_{i \sigma}^{\dagger}$ and $f_{i \sigma}$ as $[33,34]$

$$
\begin{equation*}
\mathbf{S}_{i}=\frac{1}{2} f_{i \alpha}^{\dagger} \boldsymbol{\sigma}_{\alpha \beta} f_{i \beta} \tag{4}
\end{equation*}
$$

which are constrained to satisfy $n_{i \uparrow}+n_{i \downarrow}=1$ at the operator level. By arranging these operators in a matrix

$$
F_{i}:=\left(\begin{array}{cc}
f_{i \uparrow} & -f_{i \downarrow}^{\dagger}  \tag{5}\\
f_{i \downarrow} & f_{i \uparrow}^{\dagger},
\end{array}\right)
$$

one can translate the representation into one of Ma jorana fermions, satisfying $\left(\chi_{i}^{\mu}\right)^{\dagger}=\chi_{i}^{\mu}$ and the anticommutation relations

$$
\begin{equation*}
\left\{\chi_{i}^{\mu}, \chi_{j}^{\nu}\right\}=\delta^{\mu \nu} \delta_{i j} \tag{6}
\end{equation*}
$$

where $\mu, \nu=0, \ldots, 3[12,35]$. The correspondence is established by letting [32]

$$
\begin{equation*}
F_{i}=\frac{1}{\sqrt{2}}\left(\sigma^{0} \chi_{i}^{0}+\sum_{a=1}^{3} \mathrm{i} \sigma^{\mathrm{a}} \chi_{i}^{\mathrm{a}}\right) \tag{7}
\end{equation*}
$$

Combining this expression with Eqs. (4) and (5), one finds that

$$
\begin{equation*}
S_{i}^{\mathrm{a}}=\frac{1}{4} \operatorname{tr} F_{i}^{\dagger} \sigma^{\mathrm{a}} F_{i}=\frac{\mathrm{i}}{2}\left(\chi_{i}^{0} \chi_{i}^{\mathrm{a}}-\frac{1}{2} \epsilon^{\mathrm{abc}} \chi_{i}^{\mathrm{b}} \chi_{i}^{\mathrm{c}}\right) \tag{8}
\end{equation*}
$$

while the single-occupancy constraint can be cast in the form

$$
\begin{equation*}
J_{i}^{\mathrm{a}}:=-\frac{\mathrm{i}}{2}\left(\chi_{i}^{0} \chi_{i}^{\mathrm{a}}+\frac{1}{2} \epsilon^{\mathrm{abc}} \chi_{i}^{\mathrm{b}} \chi_{i}^{\mathrm{c}}\right)=0 . \tag{9}
\end{equation*}
$$

In the above equation, we introduced the isospin $J^{\text {a }}$, and the constraint identifies the physical Hilbert space with that of isospin singlets. Following Ref. [15], we write Eqs. (8) and (9) in matrix form

$$
\begin{equation*}
\mathbf{S}_{i}=\frac{\mathrm{i}}{4} \chi_{i}^{\mu} \mathbf{M}_{\mu \nu} \chi_{i}^{\nu} \quad \text { and } \quad \mathbf{J}_{i}=\frac{\mathrm{i}}{4} \chi_{i}^{\mu} \mathbf{G}_{\mu \nu} \chi_{i}^{\nu} \tag{10}
\end{equation*}
$$

where the $\mathrm{SO}(4)$ matrices are given by

$$
\begin{array}{rll}
M^{1} & :=\sigma^{3} \otimes \mathrm{i} \sigma^{2} & M^{2}:=\mathrm{i} \sigma^{2} \otimes \sigma^{0}
\end{array} M^{3}:=\sigma^{1} \otimes \mathrm{i} \sigma^{2}, ~ 子 \sigma^{1}:=-\sigma^{0} \otimes \mathrm{i} \sigma^{2} \quad G^{2}:=-\mathrm{i} \sigma^{2} \otimes \sigma^{3} \quad G^{3}:=-\mathrm{i} \sigma^{2} \otimes \sigma^{1} .
$$

Inspired by Kitaev's exact solution [12] and assuming isospin-singlet Majoranas, we can modify the spin operator to

$$
\begin{equation*}
S_{\mathrm{K}, i}^{\mathrm{a}}=\frac{\mathrm{i}}{4} \chi_{i}^{\mu}\left[M^{\mathrm{a}}-G^{\mathrm{a}}\right]_{\mu \nu} \chi_{i}^{\nu}=\mathrm{i} \chi_{i}^{0} \chi_{i}^{\mathrm{a}} \tag{11}
\end{equation*}
$$

## B. Functional Integral Formulation

In the functional-integral representation, we give the anticommuting operators imaginary time dependence and replace them with Grassmann-valued fields

$$
c_{i \sigma}(\tau) \rightarrow \psi_{i \sigma}(\tau) \quad \text { and } \quad c_{i \sigma}^{\dagger}(\tau) \rightarrow \bar{\psi}_{i \sigma}(\tau)
$$

and likewise for the Majorana operators $\chi_{i}^{\mu}(\tau)$, except that we do not distinguish between the symbol used for the operator and the Grassmann field in this case.

For the moment, we use the general Majorana spin representation given in Eq. (10), such that the Kitaev interaction is given by

$$
\begin{align*}
\mathcal{S}_{\mathrm{K}} & =-K \int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} \frac{1}{4^{2}} M_{\mu \nu}^{\mathrm{a}} M_{\rho \sigma}^{\mathrm{a}} \mathrm{i} \chi_{i}^{\mu} \chi_{i}^{\nu} \mathrm{i} \chi_{j}^{\rho} \chi_{j}^{\sigma} \\
& \equiv-\int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} V_{\mu \nu \rho \sigma}^{\mathrm{a}} \mathrm{i} \chi_{i}^{\mu} \chi_{j}^{\nu} \mathrm{i} \chi_{j}^{\rho} \chi_{i}^{\sigma} \tag{12}
\end{align*}
$$

with

$$
\begin{equation*}
V_{\mu \nu \rho \sigma}^{\mathrm{a}}:=\frac{K}{16} M_{\mu \sigma}^{\mathrm{a}} M_{\nu \rho}^{\mathrm{a}} \tag{13}
\end{equation*}
$$

The quartic Majorana term is decoupled via a HubbardStratonovich transformation by introducing a real auxiliary field $\Phi_{i j}^{\mu \nu}$ alongside a measure $\mathscr{D} \Phi$ normalized so that

$$
\begin{equation*}
1=\int \mathscr{D} \Phi \exp \left(-\int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} \Phi_{i j}^{\mu \nu}\left(V^{\mathrm{a}}\right)_{\mu \nu \rho \sigma}^{-1} \Phi_{j i}^{\rho \sigma}\right) \tag{14}
\end{equation*}
$$

For the moment, we keep the inverse $\left(V^{\mathrm{a}}\right)^{-1}$ unspecified, but note that it satisfies

$$
\left(V^{\mathrm{a}}\right)_{\mu \nu \rho \sigma}^{-1} V_{\rho \sigma \mu^{\prime} \nu^{\prime}}^{\mathrm{a}}=\delta_{\mu \mu^{\prime}} \delta_{\nu \nu^{\prime}}
$$

Regarding the pair of indices $\mu \nu$ as a composite vector index allows us to employ a matrix notation for the action of the auxiliary field, namely

$$
\begin{equation*}
\mathcal{S}_{\Phi}:=\int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} \boldsymbol{\Phi}_{i j}^{\top}\left(V^{\mathrm{a}}\right)^{-1} \boldsymbol{\Phi}_{j i} \tag{15}
\end{equation*}
$$

Using Eq. (14) and performing a linear shift in the $\boldsymbol{\Phi}$ fields

$$
\begin{align*}
\Phi_{i j}^{\mu \nu} & \mapsto \Phi_{i j}^{\mu \nu}-V^{\mu \nu \rho \sigma} \mathrm{i} \chi_{i}^{\rho} \chi_{j}^{\sigma} \\
\left(\Phi_{i j}^{\top}\right)^{\mu \nu} & \mapsto\left(\Phi_{i j}^{\top}\right)^{\mu \nu}-V^{\rho \sigma \mu \nu} \mathrm{i} \chi_{i}^{\rho} \chi_{j}^{\sigma}, \tag{16}
\end{align*}
$$

we eliminate the quartic interaction between the Majorana fermions in favor of linear couplings between Majorana bilinears and the auxiliary bosons.

To implement the isospin-singlet constraint $J^{a}=0$, we introduce a fluctuating bosonic field $\lambda$ through the Gutzwiller projection [27]

$$
\begin{align*}
\delta\left(J^{\mathrm{a}}\right) & =\int \frac{\mathscr{D} \lambda}{2 \pi} \exp \left(-\frac{\mathrm{i}}{2} \sum_{i \in \Lambda} \int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}} \chi_{i}^{\mu} \lambda_{i}^{\mathrm{a}} G_{\mu \nu}^{\mathrm{a}} \chi_{i}^{\nu}\right) \\
& \equiv \int \mathscr{D} W \exp \left(-\frac{\mathrm{i}}{2} \sum_{i \in \Lambda} \int_{0}^{\beta} \mathrm{d} \tau \boldsymbol{\chi}_{i}^{\top} W_{i} \boldsymbol{\chi}_{i}\right) \tag{17}
\end{align*}
$$

where $W_{i}:=\lambda_{i}^{\mathrm{a}} G^{\mathrm{a}}$ is an $\mathrm{SU}(2)$-valued auxiliary field. The resulting Hubbard-Stratonovich transformed action of the system reads

$$
\begin{equation*}
\mathcal{S}[\Phi, \chi, W, \bar{\psi}, \psi]=\mathcal{S}_{\Phi}+\mathcal{S}_{\chi}+\mathcal{S}_{\Phi \chi}+\mathcal{S}_{\psi}+\mathcal{S}_{\chi \psi} \tag{18a}
\end{equation*}
$$

with $\mathcal{S}_{\Phi}$ given in Eq. (15) and

$$
\begin{align*}
\mathcal{S}_{\chi} & :=\frac{1}{2} \int_{0}^{\beta} \mathrm{d} \tau \sum_{i \in \Lambda} \chi_{i}^{\mu}\left[\delta^{\mu \nu} \partial_{\tau}+\mathrm{i} W_{i}^{\mu \nu}\right] \chi_{i}^{\nu}  \tag{18b}\\
\mathcal{S}_{\Phi \chi} & :=-\int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} 2 \mathrm{i} \chi_{i}^{\mu} \chi_{j}^{\nu} \Phi_{j i}^{\mu \nu}  \tag{18c}\\
\mathcal{S}_{\psi} & :=\int_{0}^{\beta} \mathrm{d} \tau \sum_{i, j \in \Lambda} \bar{\psi}_{i}\left[\delta_{i j}\left(\partial_{\tau}-\mu\right)-t \delta_{i+\delta, j}\right] \psi_{j}  \tag{18d}\\
\mathcal{S}_{\chi \psi} & :=\frac{J}{2} \int_{0}^{\beta} \mathrm{d} \tau \sum_{i \in \Lambda} \sum_{\mathrm{a}=1}^{3} \bar{\psi}_{i \alpha} \sigma_{\alpha \beta}^{\mathrm{a}} \psi_{i \beta} \mathrm{i} \chi_{i}^{0} \chi_{i}^{\mathrm{a}} \tag{18e}
\end{align*}
$$

where we have used Eq. (11) directly in $S_{\chi \psi}$, and denoted the nearest neighbors of $i \in \Lambda$ by $i+\boldsymbol{\delta}$. A justification for the former will be provided in the following saddle-point analysis.

## C. Saddle-point analysis for $J=0$

For completeness and to establish connections to previous works $[12,15,32]$, we set $J=0$ for the moment and solve the saddle-point equations of $\mathcal{S}_{\chi}+\mathcal{S}_{\Phi \chi}$. In this calculation, we leave the spin representation on the form given in Eq. (10) and connect the results to the representation Eq. (11) towards the end.

At the mean-field level, we assume that (i) the $\Phi$ fields are static, (ii) the $W$ field can be neglected [36], and (iii) that $\Phi$ is a diagonal matrix $\Phi_{\mu \nu}=\frac{1}{4} \delta_{\mu \nu} \Phi^{\mu}$. The last assumption is a simplification which amounts to only having non-zero condensates of the form $\left\langle\mathrm{i} \chi_{i}^{\mu} \chi_{j}^{\nu}\right\rangle$ for $\mu=$ $\nu$. In this scenario, the inverse of the interaction matrix $\left(V^{\mathrm{a}}\right)^{-1}$ is simple to compute, since

$$
\begin{equation*}
\left(V^{\mathrm{a}}\right)_{\mu \nu}=\frac{K}{16} M_{\mu \nu}^{\mathrm{a}} M_{\mu \nu}^{\mathrm{a}}=\frac{K}{16}\left|M^{\mathrm{a}}\right|_{\mu \nu} \equiv \frac{K}{16}\left|M^{\mathrm{a}}\right|_{\mu \nu}^{-1} \tag{19}
\end{equation*}
$$

Furthermore, we assume that (iv) $\Phi^{\mu}(\mathrm{a})=\delta^{\mu 0} u^{\mathrm{a}}+\delta^{\mu \mathrm{a}} u^{0}$, where the $u$ 's are simply the mean-field values, to connect with the mean-field form found by Ref. [32]. Invoking these assumptions, the mean-field action reads

$$
\begin{align*}
\mathcal{S}_{\mathrm{mf}} & =\frac{4 \beta N}{K} \sum_{\mathrm{a}=1}^{3} u^{\mathrm{a}} u^{0}+\frac{1}{2} \int_{0}^{\beta} \mathrm{d} \tau \sum_{i \in \Lambda} \chi_{i}^{\mu} \partial_{\tau} \chi_{i}^{\mu}  \tag{20}\\
& -\frac{1}{2} \int_{0}^{\beta} \mathrm{d} \tau \sum_{\mathrm{a}=1}^{3} \sum_{\langle i, j\rangle_{\mathrm{a}}} \mathrm{i} u^{0} \chi_{i}^{\mathrm{a}} \chi_{j}^{\mathrm{a}}+\mathrm{i} u^{\mathrm{a}} \chi_{i}^{0} \chi_{j}^{0}
\end{align*}
$$

Being quadratic in the Majorana fields $\chi$, the $\chi$ 's can be integrated out exactly which in turn yields an effective mean-field free energy for the $u$ 's. Extremizing this free energy yields the following saddle-point equations

$$
\begin{align*}
& u^{\mathrm{a}}=-\frac{1}{2} \frac{K}{4} \operatorname{sgn}\left(u^{0}\right)  \tag{21a}\\
& u^{0}=-\frac{1}{6} \frac{K}{4} \operatorname{sgn}\left(u^{\mathrm{a}}\right) \frac{1}{N} \sum_{\mathbf{k} \in \bigcirc}|\delta(\mathbf{k})| \tag{21b}
\end{align*}
$$

where $\delta(\mathbf{k}):=\sum_{\mathrm{a}} \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathrm{a}}}, \quad \mathbf{n}_{3}:=\mathbf{0}$ and $\mathbf{n}_{1,2}:=$ $a(\sqrt{3}, \pm 1)^{\mathrm{T}} / 2$ are the lattice translation vectors of the hexagonal lattice, and $\square$ denotes the first Brillouin zone (consult Refs. [15, 32] for details). Eqs. (21) coincide with those found in [15] and upon scaling $K$ by 4 with those in [32]. As discussed by Ref. [15], the discrepancy of the factor of 4 is an artifact of the spin representation used, reflecting the fact that some degrees of freedom are gauge-equivalent upon explicitly enforcing $J^{a}=0$, while the connection between the results is established by the particular mean-field ansatz (assumption (iv)). As noted by Ref. [32], projecting this state onto the physical Hilbert space of isospin singlets yields the exact ground state constructed by Kitaev [12]. Since the choice of spin
representation is qualitatively irrelevant, we will use the Kitaev representation in Eq. (11) henceforth.

Since $u^{\mu}$ are simply $\mathbb{C}$-numbers, it is clear from the mean-field action in Eq. (20) that the $\chi^{0}$ fields will have a graphene-like dispersion

$$
\begin{equation*}
E_{\chi^{0}}(\mathbf{k})=\left|\sum_{\mathrm{a}=1}^{3} u^{\mathrm{a}} \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathrm{a}}}\right| \tag{22}
\end{equation*}
$$

while the $\chi^{\text {a }}$ modes are non-dispersive, with the gap given by $\left|u^{0}\right|$. These dispersions are shown in Fig. 3.

## III. LOW-ENERGY EFFECTIVE THEORY

Based on the fact that the spin-liquid state of the Kitaev model is not destabilized for small $J$ [15, 20], we can approximate the Kitaev model by its mean-field action when working to leading order in $J / K$. In the lowenergy regime, this corresponds to three flavors of massive, non-dispersive fermions and one flavor of massless Dirac fermions, with momenta restricted to lie within a small range around $\mathbf{k}=\mathbf{K}$. The low-energy-projected action of the conduction elections also gives rise to Dirac fermions, with two flavors corresponding to the two Dirac cones at $\mathbf{k}= \pm \mathbf{K}$. The low-energy restriction of the bands corresponds to focusing on the vicinity of the K point in Fig. 3. Regarding the ratio $t / K$, we assume that $K$ originates from a mechanism similar to the one responsible for the usual ferromagnetic Heisenberg interaction, in which case it is natural to take $K<t$.


FIG. 3. Dispersion of the Majorana fermions together with those of the conduction electrons and their chemical potential, similar to Fig. 2 of Ref. [16]. The path traversed in the Brillouin zone is illustrated in the inset as the green-blue line.

Using these simplifications, the low-energy effective action of the Kitaev model reads

$$
\begin{equation*}
\mathcal{S}_{\chi}+\mathcal{S}_{\Phi \chi} \simeq \int_{0}^{\beta} \mathrm{d} \tau \sum_{|\mathbf{k}|<\Lambda}\left\{\chi_{\mathbf{k}}^{0 \dagger}(\tau)\left(\mathbf{1} \partial_{\tau}+c_{\chi} \epsilon^{i j} \sigma_{i} k_{j}\right) \chi_{\mathbf{k}}^{0}(\tau)+\sum_{\mathrm{a}=1}^{3} \chi_{\mathbf{k}}^{\mathrm{a} \dagger}(\tau)\left(\mathbf{1} \partial_{\tau}+\sigma^{3} m c_{\chi}^{2}\right) \chi_{\mathbf{k}}^{\mathrm{a}}(\tau)\right\} \tag{23}
\end{equation*}
$$

where $\epsilon^{i j}$ is the antisymmetric symbol, $\mathbf{1}$ is the $2 \times 2$ unit matrix, $\left\{\sigma^{i}\right\}_{i=1}^{3}$ are the Pauli matrices, and $\Lambda$ is some momentum cutoff appropriate for the projection onto the low-energy sector of the theory. The constants appearing in this action are determined from the meanfield solution and are given by $c_{\chi} \equiv \sqrt{3}\left|u^{\mathrm{a}}\right| a / 2$ and $m c_{\chi}^{2}=$ $\left|u^{0}\right|$ (see Appendix A for details). The low-energy fields appearing in this action are two-component spinor fields constructed from the two sublattice flavors around the Dirac point $\mathbf{k}=\mathbf{K}$ and are to be found in Appendix A.

Eq. (23) implies that the bare Majorana propagators are given by

$$
\begin{align*}
\left(\mathscr{D}^{0}\right)^{-1}(k) & =\mathrm{i} \omega_{n} \mathbf{1}-c_{\chi} \epsilon^{i j} \sigma_{i} k_{j} \\
& \Rightarrow \mathscr{D}^{0}(k)=\frac{\mathrm{i} \omega_{n} \mathbf{1}+c_{\chi} \epsilon^{i j} \sigma_{i} k_{j}}{\left(\mathrm{i} \omega_{n}\right)^{2}-c_{\chi}^{2} \mathbf{k}^{2}}  \tag{24a}\\
\left(\mathscr{D}^{\mathrm{a}}\right)^{-1}(k) & =\mathrm{i} \omega_{n} \mathbf{1}-\sigma^{3} m c_{\chi}^{2} \\
& \Rightarrow \mathscr{D}^{\mathrm{a}}(k)=\frac{\mathrm{i} \omega_{n} \mathbf{1}+\sigma^{3} m c_{\chi}^{2}}{\left(\mathrm{i} \omega_{n}\right)^{2}-\left(m c_{\chi}^{2}\right)^{2}} \tag{24b}
\end{align*}
$$

For the conduction electrons, we find a low-energy action similar to that of $\chi^{0}$, except that there are two flavors $(\alpha=1,2)$ of low-energy fields for the conduction electrons corresponding to excitations around $\mathbf{k}= \pm \mathbf{K}$, and they additionally carry a spin index $(\sigma=\uparrow, \downarrow)$

$$
\begin{align*}
& \mathcal{S}_{\psi} \simeq \\
& \int_{0}^{\beta} \mathrm{d} \tau \sum_{|\mathbf{k}|<\Lambda} \sum_{\alpha \sigma} \psi_{\sigma \mathbf{k}}^{\alpha \dagger}(\tau)\left(\mathbf{1} \partial_{\tau}+c_{\psi} \epsilon^{i j} \sigma_{i} k_{j}\right) \psi_{\sigma \mathbf{k}}^{\alpha}(\tau) \tag{25}
\end{align*}
$$

where $c_{\psi} \equiv \sqrt{3} a t / 2$ is in general a different effective velocity than $c_{\chi}$, and the chemical potential is omitted for brevity.

The remaining part of the low-energy theory is the Kondo interaction. Since our strategy is to eventually integrate out the low-energy modes of the Kitaev spin liquid, it is necessary to express the interaction using these coordinates rather than the original fields. By denoting the composite operator representing the spin of an electron at sublattice $\lambda$ as $\mathbf{s}_{\lambda}:=\psi_{\lambda}^{\dagger} \boldsymbol{\sigma} \psi_{\lambda}$ (suppressing all additional labels and functional dependencies of $\psi$ ) we find that

$$
\begin{align*}
\mathcal{S}_{\chi \psi} & \simeq \frac{J}{N} \int_{0}^{\beta} \mathrm{d} \tau \sum_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right|<\Lambda} \sum_{\lambda=A, B} s_{\lambda, \mathbf{k}_{1}-\mathbf{k}_{2}}^{\mathrm{a}}(\tau) \\
& \times\left[\chi_{\mathbf{k}_{1}}^{0 \dagger}(\tau) \mathrm{i} \mathcal{M}_{\lambda} \chi_{\mathbf{k}_{2}}^{\mathrm{a}}(\tau)-\chi_{\mathbf{k}_{1}}^{\mathrm{a} \dagger}(\tau) \mathrm{i} \mathcal{M}_{\lambda}^{\dagger} \chi_{\mathbf{k}_{2}}^{0}(\tau)\right], \tag{26}
\end{align*}
$$

where $\mathcal{M}_{\lambda}$ are $2 \times 2$ matrices derived in Appendix B.

## IV. EFFECTIVE THEORY OF THE CONDUCTION ELECTRONS

Using the schematic notation $\chi:=\left(\begin{array}{ll}\chi^{0} & \chi^{\mathrm{a}}\end{array}\right)^{\top}$, the noninteracting part of the action can be written as

$$
\begin{align*}
\mathcal{S}_{0} & =\mathcal{S}_{\psi}+\sum_{k} \chi_{k}^{\dagger}\left(-\mathscr{D}^{-1}(k)\right) \chi_{k}, \quad \text { with } \\
\mathscr{D}(k) & :=\left(\begin{array}{ll}
\mathscr{D}_{0}^{-1}(k) & \\
& \mathscr{D}_{\mathrm{a}}^{-1}(k)
\end{array}\right), \tag{27a}
\end{align*}
$$

and the Kondo interaction as

$$
\left.\begin{array}{l}
\mathcal{S}_{\chi \psi}=\sum_{k_{1}, k_{2}} \chi_{k_{1}}^{\dagger} \mathscr{C}\left(k_{1}-k_{2}\right) \chi_{k_{2}} \quad \text { with } \\
\mathscr{C}(q):=\left(\mathscr{C}^{\mathrm{a} \dagger}(-q)\right. \tag{27b}
\end{array} \mathscr{C}^{\mathrm{a}}(q)\right), ~ l
$$

and

$$
\begin{equation*}
\mathscr{C}^{\mathrm{a}}(q) \equiv \frac{J}{\beta N} \sum_{\lambda=A, B} s_{\lambda}^{\mathrm{a}}(q) \mathrm{i} \mathcal{M}_{\lambda} \tag{27c}
\end{equation*}
$$

Integrating out the low-energy fields $\chi$ yields

$$
\begin{equation*}
\mathcal{S}_{\mathrm{eff}}\left[\Psi^{\dagger}, \Psi\right]=\mathcal{S}_{\psi}-\operatorname{tr} \log \left(-\mathscr{D}^{-1}+\mathscr{C}\right) \tag{28}
\end{equation*}
$$

We now expand the tracelog in the formula above to leading order in $J$, i.e., leading order in the interaction $\mathscr{C}$, and neglect the constant term representing the mean-field free energy of the Kitaev model $\operatorname{tr} \log \left(-\mathscr{D}^{-1}\right)$. This yields

$$
\begin{equation*}
\mathcal{S}_{\mathrm{eff}}\left[\Psi^{\dagger}, \Psi\right] \simeq \mathcal{S}_{\psi}+\operatorname{tr}(\mathscr{D} \mathscr{C})+\frac{1}{2} \operatorname{tr}(\mathscr{D} \mathscr{C} \mathscr{D} \mathscr{C}) \tag{29}
\end{equation*}
$$

The first correction $\mathcal{O}(J)$ vanishes exactly since the matrix $\mathscr{D}$ is diagonal while $\mathscr{C}$ is antidiagonal. Since each $\mathscr{C}$ is bilinear in conduction electron fields, the leading correction term represents a perturbatively induced quartic interaction of $\mathcal{O}\left(J^{2}\right)$.

## A. Induced quartic interaction

Let us examine the second-order term in more detail. By resolving the operator trace in momentum space and the trace of the outermost matrix grading we find

$$
\begin{align*}
& \frac{1}{2} \operatorname{tr}(\mathscr{D} \mathscr{C} \mathscr{D} \mathscr{C}) \\
& \quad=\operatorname{tr}_{\mathbb{C}^{2}} \sum_{k, q} \sum_{\text {a=1 }}^{3} \mathscr{D}^{0}(k) \mathscr{C}^{\mathrm{a}}(q) \mathscr{D}^{\mathrm{a}}(k-q) \mathscr{C}^{\mathrm{a} \dagger}(+q) . \tag{30}
\end{align*}
$$

Moreover, using the form of the propagators together with the explicit form of the $\mathcal{M}_{\lambda}$ matrices we can resolve the remaining matrix trace as well (see Appendix C 1 for details) and be left with

$$
\begin{align*}
& \frac{1}{2} \operatorname{tr}(\mathscr{D} \mathscr{C} \mathscr{D} \mathscr{C}) \\
& =\frac{J^{2}}{(\beta N)^{2}} \sum_{k, q} \sum_{\mathrm{a}=1}^{3} \sum_{\lambda=A, B} \mathscr{D}_{0}^{0}(k) s_{\lambda}^{\mathrm{a}}(q) \mathscr{D}_{0}^{\mathrm{a}}(k-q) s_{\lambda}^{\mathrm{a}}(-q) \\
& =\frac{1}{\beta V} \sum_{q} \sum_{\mathrm{a}, \lambda} \Gamma^{\mathrm{a}}(q) s_{\lambda}^{\mathrm{a}}(q) s_{\lambda}^{\mathrm{a}}(-q), \tag{31}
\end{align*}
$$

where

$$
\Gamma^{\mathrm{a}}\left(\mathrm{i} \omega_{m}, \mathbf{q}\right) \equiv \frac{J^{2} a^{2}}{\beta N} \sum_{|\mathbf{k}|<\Lambda} \sum_{n \in \mathbb{Z}} \mathscr{D}_{0}^{0}(\mathbf{k}, n) \mathscr{D}_{0}^{\mathrm{a}}(\mathbf{k}-\mathbf{q}, n-m)
$$

denotes the interaction potential and the 0 subscript on the propagators refer to their Matsubara frequency components. Due to the simple form of the propagators, $\Gamma$ is in fact independent of the spatial transferred momentum q. Moreover, working in the low-temperature and static limits, $\Gamma$ can be approximated by a negative constant value: $\Gamma^{a}\left(\mathrm{i} \omega_{m}\right) \approx-\gamma$.

Let us express the four-fermion interaction in terms of the low-energy excitations of the $\psi$ field. There are two "band"-flavors of these at each $\pm \mathbf{K}$, which have dispersions $\xi_{\mathbf{p} \pm}=\epsilon_{\mathbf{p} \pm}-\mu= \pm c_{\psi}|\mathbf{p}|-\mu$ with $\mathbf{p}$ being a small momentum around $\pm \mathbf{K}$. Denote these fields by $\Psi_{s \sigma}^{\alpha}(\mathbf{p})$, where $s= \pm$ designates whether the dispersion is $\pm c_{\psi}|\mathbf{p}|$, and $\alpha=1,2$ designates whether it refers to the $+\mathbf{K}$ or $-\mathbf{K}$ symmetry point, and $\sigma$ its spin, i.e.,

$$
\begin{equation*}
c_{\psi}\left({ }_{p_{y}-\mathrm{i} p_{x}} p_{y}+\mathrm{i} p_{x}\right) \Psi_{ \pm \sigma}^{\alpha}(\mathbf{p})= \pm c_{\psi}|\mathbf{p}| \Psi_{ \pm \sigma}^{\alpha}(\mathbf{p}) \tag{32}
\end{equation*}
$$

The bases for which the low-energy Hamiltonian of the
conduction electrons take the form (32) are given by

$$
\begin{equation*}
\psi_{\mathbf{p} \sigma}^{1}:=\binom{\psi_{B \mathbf{K}+\mathbf{p} \sigma}}{\psi_{A \mathbf{K}+\mathbf{p} \sigma}} \quad \text { and } \quad \psi_{\mathbf{p} \sigma}^{2}:=\binom{\psi_{A \mathbf{p}-\mathbf{K} \sigma}}{-\psi_{B \mathbf{p}-\mathbf{K} \sigma}} . \tag{33}
\end{equation*}
$$

By diagonalizing the matrix, we find the eigenvectors $F_{s= \pm}$ for the two eigenvalues $\pm c_{\psi}|\mathbf{p}|$. These are given by

$$
\begin{equation*}
F_{ \pm}=\frac{1}{\sqrt{2}}\left( \pm \frac{p_{y}+\mathrm{i} p_{x}}{|\mathbf{p}|} 1\right)^{\top} \tag{34}
\end{equation*}
$$

Defining

$$
\begin{align*}
& F_{ \pm}^{1}:=\frac{1}{\sqrt{2}}\left(1 \pm \frac{p_{y}+\mathrm{i} p_{x}}{|\mathbf{p}|}\right)^{\top} \text { and }  \tag{35a}\\
& F_{ \pm}^{2}:=\frac{1}{\sqrt{2}}\left( \pm \frac{p_{y}+\mathrm{i} p_{x}}{|\mathbf{p}|}-1\right)^{\top} \tag{35b}
\end{align*}
$$

allows us to relate the $\lambda$-sublattice Fourier mode to the low-energy modes by

$$
\begin{align*}
& \psi_{\lambda \mathbf{K}+\mathbf{p} \sigma}=\sum_{s= \pm} \bar{F}_{s \lambda}^{1}(\mathbf{p}) \Psi_{s \sigma}^{1}(\mathbf{p}) \quad \text { and }  \tag{36a}\\
& \psi_{\lambda \mathbf{p}-\mathbf{K} \sigma}=\sum_{s= \pm} \bar{F}_{s \lambda}^{2}(\mathbf{p}) \Psi_{s \sigma}^{2}(\mathbf{p}) \tag{36b}
\end{align*}
$$

In terms of the sublattice fermions, the interaction reads

$$
\mathcal{S}_{\mathrm{int}}=-\frac{\gamma}{\beta V} \sum_{k k^{\prime} q} \sum_{\mathrm{a}, \lambda} \bar{\psi}_{\lambda k+q \alpha} \psi_{\lambda k \beta} \bar{\psi}_{\lambda k^{\prime}-q \gamma} \psi_{\lambda k^{\prime} \delta} \sigma_{\alpha \beta}^{\mathrm{a}} \sigma_{\gamma \delta}^{\mathrm{a}} .
$$

We can express this interaction in terms of the low-energy modes by shifting $k \mapsto k+K$ and $k^{\prime} \mapsto k^{\prime}-K$, where this shift is understood to only act on the spatial momenta. The combination of the transformation defined in Eq. (36) and a positive-signature permutation of the Grassmann fields yields

$$
\begin{gather*}
\mathcal{S}_{\mathrm{int}}=-\frac{\gamma}{\beta V} \sum_{k k^{\prime} q} \sum_{\mathrm{a}, \lambda} \sum_{s_{1} \cdots s_{4}} F_{s_{1} \lambda}^{1}(\mathbf{k}+\mathbf{q}) F_{s_{2} \lambda}^{2}\left(\mathbf{k}^{\prime}-\mathbf{q}\right) \bar{F}_{s_{3} \lambda}^{2}\left(\mathbf{k}^{\prime}\right) \bar{F}_{s_{4} \lambda}^{1}(\mathbf{k}) \sigma_{\alpha \beta}^{\mathrm{a}} \sigma_{\gamma \delta}^{\mathrm{a}}  \tag{37}\\
\times \bar{\Psi}_{s_{1} \alpha}^{1}(k+q) \bar{\Psi}_{s_{2} \gamma}^{2}\left(k^{\prime}-q\right) \Psi_{s_{3} \delta}^{2}\left(k^{\prime}\right) \Psi_{s_{4} \beta}^{1}(k),
\end{gather*}
$$

where the remaining momentum summations are to be understood as the low-energy restricted ones in the vicinity of the Dirac points of Fig. 3. Let us now feed the model with some physically justified assumptions to simplify it. We consider (i) only zero-momentum Cooperpairs, i.e., $(k+q)=-\left(k^{\prime}-q\right)$. This assumption naturally eliminates one momentum summation. Moreover, (ii) we assume only pairing between low-energy modes of one and the same band, i.e., $s_{1}=s_{2}=s_{3}=s_{4}$. Without loss of generality, we may take $\mu>0$, in which case the acces-
sible low-energy modes are in the $s=+$ band [37]. With these simplifications, we can do the summation over $\lambda$ and be left with

$$
\begin{align*}
& \mathcal{S}_{\mathrm{int}} \simeq-\frac{\gamma}{\beta V} \sum_{k k^{\prime}}  \tag{38}\\
& \sum_{\mathrm{a}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}} \sigma_{\alpha \beta}^{\mathrm{a}} \sigma_{\gamma \delta}^{\mathrm{a}} \\
& \times \bar{\Psi}_{+\alpha}^{1}(k) \bar{\Psi}_{+\gamma}^{2}(-k) \Psi_{+\delta}^{2}\left(-k^{\prime}\right) \Psi_{+\beta}^{1}\left(k^{\prime}\right),
\end{align*}
$$

where $g_{\mathbf{k}}:=\left(k_{x}+\mathrm{i} k_{y}\right) /|\mathbf{k}|$, and $\gamma$ has been rescaled by $1 / 2$.

By introducing the composite fermion fields $\mathcal{B}_{s, m}(k)$
representing a Cooper pair with spin quantum number $s$ and $S_{z}$ quantum number $m$ one finds that the interaction can be brought into the form (see Appendix C 2)

$$
\begin{aligned}
\mathcal{S}_{\text {int }}[\bar{\Psi}, \Psi] & \simeq-\frac{\gamma}{\beta V} \sum_{k k^{\prime}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}} \\
& \times\left[\sum_{m=-1,0,1} \mathcal{B}_{1, m}^{\dagger}(k) \mathcal{B}_{1, m}\left(k^{\prime}\right)-3 \mathcal{B}_{0,0}^{\dagger}(k) \mathcal{B}_{0,0}\left(k^{\prime}\right)\right]
\end{aligned}
$$

The interaction is repulsive in the singlet channel $(s=$ $0)$. Moreover, the factors $g_{\mathbf{k}}$ appearing in the potential are odd in $\mathbf{k}$, making them incompatible with a spinsinglet gap. We therefore discard the singlet term in the following and consider

$$
\mathcal{S}_{\mathrm{int}}[\bar{\Psi}, \Psi] \simeq-\frac{\gamma}{\beta V} \sum_{k k^{\prime}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}} \sum_{m=-1,0,1} \mathcal{B}_{1, m}^{\dagger}(k) \mathcal{B}_{1, m}\left(k^{\prime}\right)
$$

In two spatial dimensions or less, long-wavelength phase fluctuations preclude long-range order at $T>0$ [38, 39]. The normal state is restored by a loss of phase stiffness via a mechanism not captured by mean-field theory, at a considerably lower temperature than the mean-field critical temperature we could estimate from the above theory $[40,41]$. We therefore focus on classifying the possible superconducting states arising from this interaction at $T=0$.

## B. BCS mean-field theory

The form of the quartic interaction derived in the preceding section naturally leads to the definition of chiral $p$-wave superconducting order parameters

$$
\begin{align*}
\Delta_{m}(k) & :=g_{\mathbf{k}}\left\langle\mathcal{B}_{1, m}(k)\right\rangle \quad \text { and } \\
\bar{\Delta}_{m}(k) & :=\bar{g}_{\mathbf{k}}\left\langle\mathcal{B}_{1, m}^{\dagger}(k)\right\rangle \tag{39}
\end{align*}
$$

where the objects inside the brackets of Eq. (39) should be interpreted as the operators on Fock space, which until now have been represented by Grassmann-valued fields. We also define the momentum-independent gaps

$$
\begin{equation*}
\Delta_{m}:=\frac{\gamma}{\beta V} \sum_{k} \Delta_{m}(k) \tag{40}
\end{equation*}
$$

Since the propagators for the $\Psi$ fermions are spindegenerate, and the interaction potentials for each of the spin triplets are the same, all the triplet superconducting gap amplitudes will also be degenerate at the mean-field level.

Because the quartic interaction does not mix the different triplet order parameters, any coupling between them in the effective theory will only appear to fourth order in $\Delta$ when integrating out the $\psi$ field. In particular, there will be a "Josephson" term at this order which involves the cosine of twice the phase of the spin-polarized triplet
gaps $\Delta_{ \pm 1}$ relative to the phase of the unpolarized one $\Delta_{0}$. In interpreting the effective field theory of the superconducting order parameters as the free energy, and noticing that the Josephson term multiplies an overall positive coefficient, the relative phases are fixed to take values $\pi / 2$ or $3 \pi / 2$. The $\mathbb{Z}_{2}$-redundancy of the ground state manifold reflects the spontaneous breaking of timereversal symmetry in the chiral $p$-wave superconducting state [42-44].

We define an 8 -component spinor $\Psi$ to set the stage for integrating out the fermions of the theory, and later recast our mean-field decoupled action in the form of a Bogoliubov-de-Gennes (BdG) Hamiltonian

$$
\begin{equation*}
\Psi^{\dagger}(k):=\left(\bar{\Psi}_{\uparrow}(k) \quad \bar{\Psi}_{\downarrow}(k) \quad \Psi_{\downarrow}(-k) \quad \Psi_{\uparrow}(-k)\right), \tag{41}
\end{equation*}
$$

where $\Psi_{\sigma}(k):=\left(\Psi_{+\sigma}^{1}(k) \quad \Psi_{+\sigma}^{2}(k)\right)^{\top}$. The basis has a particle-hole grading generated by the Pauli matrices $\rho^{\mu}$, a spin- $1 / 2$ grading generated by the Pauli matrices $\sigma^{\nu}$ and a "valley" grading generated by the Pauli matrices $\tau^{\lambda}$. The particle-hole grading leads to a doubling of the kinetic terms and requires symmetrizing the terms involving the superconducting gap. Introducing this spinor and symmetrizing the action accordingly yields

$$
\begin{equation*}
\mathcal{S}_{\mathrm{mf}}=\frac{\beta V}{\gamma} \sum_{m} \bar{\Delta}_{m} \Delta_{m}+\frac{1}{2} \sum_{k} \Psi_{k}^{\dagger}\left(-\mathscr{G}^{-1}\right)(k) \Psi_{k} \tag{42a}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathscr{G}^{-1}(k)=\left(\mathrm{i} \omega_{n} \rho^{0}-\xi_{\mathbf{k}} \rho^{3}\right) \otimes \sigma^{0} \otimes \tau^{0} \\
& +\bar{g}_{\mathbf{k}} \rho^{+} \otimes\left[\Delta_{\uparrow \uparrow} \sigma^{+}+\Delta_{\downarrow \downarrow} \sigma^{-}+\Delta_{\uparrow \downarrow} \sigma^{0}\right] \otimes \tau^{1}  \tag{42b}\\
& +g_{\mathbf{k}} \rho^{-} \otimes\left[\bar{\Delta}_{\uparrow \uparrow} \sigma^{+}+\bar{\Delta}_{\downarrow \downarrow} \sigma^{-}+\bar{\Delta}_{\uparrow \downarrow} \sigma^{0}\right] \otimes \tau^{1}
\end{align*}
$$

where we introduced the short-hand notation $2 \sigma^{ \pm}:=$ $\sigma^{1} \pm \mathrm{i} \sigma^{2}$ (analogously for $\rho$ ).

We now suggest to interpret $\mathcal{S}_{\mathrm{mf}}$ as a mean-field Hamiltonian of the low-energy fermions. In doing so, we drop the frequency-dependence and multiply by $\beta$ to get the BdG Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\mathbf{k}} \Psi_{\mathbf{k}}^{\dagger} \mathcal{H}_{\mathbf{k}} \Psi_{\mathbf{k}} \tag{43a}
\end{equation*}
$$

where

$$
\mathcal{H}_{\mathbf{k}} \equiv\left(\begin{array}{cc}
H_{0}(\mathbf{k}) & K_{\mathbf{k}}  \tag{43b}\\
K_{\mathbf{k}}^{\dagger} & -H_{0}^{\top}(-\mathbf{k})
\end{array}\right)
$$

with $H_{0}(\mathbf{k}):=\xi_{\mathbf{k}} \mathbf{1}_{4}=H_{0}(-\mathbf{k})$, and

$$
\begin{equation*}
K_{\mathbf{k}}:=\bar{g}_{\mathbf{k}} \Delta\left[\mathrm{e}^{\mathrm{i} \varphi_{1}} \sigma^{+}+\mathrm{e}^{\mathrm{i} \varphi_{-1}} \sigma^{-}+\mathrm{e}^{\mathrm{i} \varphi_{0}} \sigma^{0}\right] \otimes \tau^{1} \tag{43c}
\end{equation*}
$$

Here, $K_{\mathbf{k}}=-K_{-\mathbf{k}}^{\top}$ and $H_{0}^{\dagger}(\mathbf{k})=H_{0}(\mathbf{k})$.

## C. Symmetry aspects of the mean-field theory

By construction, the BdG Hamiltonian displays an explicit particle-hole symmetry through the fact that

$$
\begin{equation*}
\mathcal{C} \mathcal{H}_{\mathbf{k}} \mathcal{C}^{-1}=-\mathcal{H}_{-\mathbf{k}}, \quad \text { with } \quad \mathcal{C}:=\rho^{1} \otimes \sigma^{0} \otimes \tau^{0} \mathrm{~K} \tag{44}
\end{equation*}
$$

where K is the anti-unitary operator implementing complex conjugation, and the charge-conjugation operator satisfies $\mathcal{C}^{2}=+1$. Exhibiting neither time-reversal nor chiral symmetry, the BdG Hamiltonian places the superconductor in class D of the tenfold classification [45, 46]. In $d=2$, its (strong) topological character is revealed by an integer $(\mathbb{Z})$ topological invariant, the first Chern number, which will be computed in the next section.

## V. TOPOLOGICAL RESPONSE TO A U(1) GAUGE FIELD

The topological invariant characterizing the superconducting state can be extracted as the coefficient controlling the topological response of the system to a $U(1)$ gauge field [47-50]. We minimally couple the low-energy fermions to a $\mathrm{U}(1)$ gauge field $A$ via the substitution $k \rightarrow k-e A(q)$, where $e$ is the charge of the fermions and $q$ is a slowly varying momentum, and subsequently integrate out the fermions. To leading order in $A$

$$
\begin{align*}
\mathscr{G}^{-1}(k-e A(q)) & \simeq \mathscr{G}^{-1}(k)-e A_{\mu}(q) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \\
& =: \mathscr{G}^{-1}(k)-\Sigma(k, q) \tag{45}
\end{align*}
$$

Integrating out the fermions yields an effective action in the form

$$
\begin{equation*}
\mathcal{S}_{\mathrm{eff}}[A]=\mathcal{S}_{0}[A]-\frac{1}{2} \operatorname{tr} \log \left(-\mathscr{G}^{-1}+\Sigma\right) \tag{46}
\end{equation*}
$$

where $\mathcal{S}_{0}[A]$ is the usual Maxwell action of the $\mathrm{U}(1)$ gauge field and the factor of $1 / 2$ multiplying the tracelog comes from the particle-hole doubling of the basis used to formulate the mean-field action [51]. By rescaling the gauge field according to $A \mapsto a:=e A /(\beta V)$, one finds that the effective action contains a Chern-Simons term (see Appendix D for details)

$$
\begin{equation*}
\mathcal{S}_{\text {eff }}[A] \supset \mathrm{i} \frac{\mathrm{k}}{4 \pi} \int \mathrm{~d}^{3} x \epsilon^{\mu \nu \rho} a_{\mu} \partial_{\nu} a_{\rho} \tag{47}
\end{equation*}
$$

The level of the Chern-Simons term, $k$, is the first Chern number of the system [48]. From the computation presented in Appendix D, we find that it is given by $\mathrm{k}=$ $N_{3} / 2$, with

$$
\begin{equation*}
N_{3}=\frac{1}{24 \pi^{2}} \epsilon^{\mu \nu \rho} \int \mathrm{d}^{3} k \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\nu}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\rho}}\right] \tag{48}
\end{equation*}
$$

in accordance with Ref. [52]. Resolving the matrix trace and performing the remaining integral under the usual assumptions of BCS theory yields $\mathrm{k} \simeq 2 \times \operatorname{sgn} \mu$.

Let us briefly interpret the topological invariant for this system. At $T=0$ and chemical potential $\mu>0$, the gap amplitude $\Delta$ is finite and the system enters a chiral topological superconducting phase characterized by Chern number $k=2$. As $\mu$ is lowered to 0 , there is no Fermi surface to support the formation of Cooper pairs, and consequently, the gap amplitude $\Delta$ vanishes. What is more, the Chern number at $\mu=0$ is zero, rendering the state topologically trivial. Lowering $\mu$ even further again gives rise to a topological superconductor, now characterized by $\mathrm{k}=-2$. The $T=0$ transition between states of distinct topological nature is a quantum topological phase transition, directly connected to the closing and reopening of the gap of the low-energy fermionic excitations as $\mu$ is tuned through 0 .

The non-zero value of the Chern number for the superconductor implies the existence of gapless Majorana fermions at the boundary [46]. In particular, since $k=$ $\pm 2$ the system hosts a pair of such fermions, which effectively combine into one massless Dirac fermion [53]. The presence of chiral, complex edge modes and the Chern-Simons response to a $U(1)$ gauge field establishes
a close analogy to the quantum Hall effect [54]. The application of such a system in topologically protected quantum computing, however, relies on having Majorana edge modes displaying non-abelian statistics. There have been multiple efforts to address the problem of producing non-abelian anyons from such spinful superconductors $[53,55,56]$, but we leave these considerations in the current model for future work.

## VI. SUMMARY AND DISCUSSION

We have presented a detailed derivation of the superconducting instability induced in the metal of the KondoKitaev model to leading order in the Kondo coupling. Starting from a low-energy treatment of the Kitaev honeycomb model, we obtained a description of it in terms of Dirac fermions, which we in turn integrated out to establish an effective theory of the conduction electrons. To leading order in the Kondo coupling, we found an induced attractive interaction between pairs of electrons giving rise to a superconducting instability with triplet pairing and chiral $p$-wave symmetry. The limit of vanishing mean-field parameters of the Kitaev model appears innocuous in the sense that it leaves the quartic interac-
tion potential finite. However, the existence of non-zero values of these parameters is what allows us to characterize the excitations out of the ground state and to sensibly integrate them out of the theory, producing such an interaction. The coexisting QSL state is therefore an implicit requirement for the induced interaction.

The attractive interaction in the triplet channel is attributed to the form of the interaction induced by the Kitaev spin liquid, while the chiral $p_{x}+\mathrm{i} p_{y}$ structure comes from the particular wavefunctions describing the low-energy excitations of the conduction electrons on a honeycomb lattice. The $p_{x}+\mathrm{i} p_{y}$ structure has been identified before as a possible symmetry associated with the superconducting state of doped graphene [57]. However, it has been far less trivial to pinpoint a pairing mechanism giving rise to it. In contrast to phonons on the honeycomb lattice [58], the spin fluctuations out of the ground state of the Kondo-Kitaev model have dispersions with a node at the same point in Fourier space as the conduction electrons, making it possible to realize superconductivity at relatively small dopings. Due to the chiral momentum structure of the gap, the superconducting state spontaneously breaks time-reversal symmetry. One could imagine this giving rise to an edge current, which in turn would yield an effective magnetic field and consequently alter the ground state of the Kitaev model. However, the current responsible for this magnetic field will be $\sim|\Delta|^{2}$ so this is a sub-leading effect that can safely be neglected in our perturbative treatment.

By our analysis, the system is found to be a chiral topological superconductor of class D with first Chern number given by $2 \operatorname{sgn} \mu$. At $\mu=0$ we expect no superconducting state to emerge since there is no Fermi surface to support the superconducting instability. It is therefore reassuring to find a vanishing Chern number at $\mu=0$. Although the QSL state responsible for the interaction features topological order, the topological nature of the superconducting state has to be understood rather as a result of the induced attractive interaction in the triplet channel combined with the low-energy structure of the proximate graphene-like metal. Nevertheless, a non-zero value of the Kitaev order parameters was what enabled integrating out the Majoranas in the first place. Together with the particular form of the induced interaction, this is a crucial feature allowing for TSC to form.
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## Appendix A: Details of the low-energy effective theory

In this appendix, we provide some details on the derivation of the low-energy effective theory. Let us first consider the Majorana fields, and assume the orderparameter fields $u^{\mu}$ to take their mean-field values. We introduce Fourier transforms according to

$$
\begin{equation*}
\chi_{\lambda i}^{\mu}=\frac{1}{\sqrt{N}} \sum_{\mathbf{k} \in \bigcirc / 2}\left[\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}_{i}} \chi_{\lambda \mathbf{k}}^{\mu}+\mathrm{e}^{-\mathrm{i} \mathbf{k} \cdot \mathbf{r}_{i}} \bar{\chi}_{\lambda \mathbf{k}}^{\mu}\right] \tag{A1}
\end{equation*}
$$

where we restrict the sum to run over half of the Brillouin zone, permitting us to treat the Fourier components $\chi_{\mathbf{k}}$ and $\bar{\chi}_{\mathbf{k}} \equiv \chi_{-\mathbf{k}}$ as independent degrees of freedom [59]. The two-component field $\chi_{\mathbf{k}}^{0}:=\left(\begin{array}{cc}-\mathrm{i} \chi_{A \mathbf{k}}^{0} & \chi_{B \mathbf{k}}^{0}\end{array}\right)^{\top}$ is governed by the Hamiltonian

$$
\begin{equation*}
H_{\chi^{0}}=-\sum_{\mathbf{k} \in \bigcirc / 2} \chi_{\mathbf{k}}^{0 \dagger}\left(\bar{\gamma}(\mathbf{k}){ }^{\gamma(\mathbf{k})}\right) \chi_{\mathbf{k}}^{0} \tag{A2}
\end{equation*}
$$

where $\gamma(\mathbf{k}) \equiv u^{\mathrm{a}}\left(1+\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{1}}+\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{2}}\right)$, giving rise to the dispersion in Eq. (22). The dispersion has a node at $\mathbf{K}=\frac{4 \pi}{3 a} \hat{y}$. Being concerned with low-energy physics, we expand $\gamma(\mathbf{k})$ around this node to leading order in $|\mathbf{p}| a$

$$
\begin{equation*}
\gamma( \pm \mathbf{K}+\mathbf{p}) \simeq \mp c_{\chi}\left(p_{y} \pm \mathrm{i} p_{x}\right) \tag{A3}
\end{equation*}
$$

where $c_{\chi} \equiv \sqrt{3} a u^{\mathrm{a}} / 2$. Strictly speaking, $u^{\mathrm{a}}$ can take both positive and negative signs, as shown by the saddle-point Eqs. (21). However, an overall sign change of $\gamma$ corresponds to exchanging the role of the $A$ and $B$ sublattice fermions. We may therefore, without loss of generality, take the absolute value of $u^{\mathrm{a}}$ in the definition of $c_{\chi}$, in which case it faithfully represents the effective velocity of the Dirac fermions. The low-energy Hamiltonian reads

$$
\begin{equation*}
H_{\chi^{0}} \simeq \sum_{|\mathbf{p}|<\Lambda} \chi_{\mathbf{K}+\mathbf{p}}^{0 \dagger}\left[c_{\chi}(\boldsymbol{\sigma} \times \mathbf{p}) \cdot \hat{z}\right] \chi_{\mathbf{K}+\mathbf{p}}^{0} \tag{A4}
\end{equation*}
$$

In the following, we will simply drop the reference to the $\mathbf{K}$ momentum and denote these fields by $\chi_{\mathbf{p}}^{0}$.

Likewise, the two-component field $X_{\mathbf{k}}^{\mathrm{a}}:=\left(\begin{array}{ll}\chi_{A \mathbf{k}}^{\mathrm{a}} & \chi_{B \mathbf{k}}^{\mathrm{a}}\end{array}\right)^{\top}$ is governed by the Hamiltonian

$$
H_{\chi^{\mathrm{a}}}=\sum_{\mathbf{k} \in \bigcirc / 2} \sum_{\mathrm{a}} X_{\mathbf{k}}^{\mathrm{a} \dagger}\left(\mathrm{i} u^{0} \mathrm{e}^{-\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathrm{a}}}-\mathrm{i} u^{0} \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathrm{a}}}\right) X_{\mathbf{k}}^{\mathrm{a}}
$$

By diagonalizing this Hamiltonian and again restricting to small momenta around $\mathbf{K}$ we find that the low-energy edition of it is given by

$$
H_{\chi^{\mathrm{a}}} \simeq \sum_{|\mathbf{p}|<\Lambda} \sum_{\mathrm{a}} \chi_{\mathbf{K}+\mathbf{p}}^{\mathrm{a} \dagger}\left(\begin{array}{ll}
m c_{\chi}^{2} &  \tag{A5}\\
& -m c_{\chi}^{2}
\end{array}\right) \chi_{\mathbf{K}+\mathbf{p}}^{\mathrm{a}}
$$

where the two-component fields $\chi^{\text {a }}$ are defined as

$$
\begin{equation*}
\chi_{\mathbf{k}}^{\mathrm{a}}:=\frac{1}{\sqrt{2}}\binom{+\mathrm{ie}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathbf{a}}} \chi_{A \mathbf{k}}+\chi_{B \mathbf{k}}}{-\mathrm{ie}^{\mathrm{i} \mathbf{k} \cdot \mathbf{n}_{\mathrm{a}}} \chi_{A \mathbf{k}}+\chi_{B \mathbf{k}}} \tag{A6}
\end{equation*}
$$

and $m c_{\chi}^{2} \equiv u^{0}$. As before, we restrict to negative $u^{0}$ (corresponding to positive $u^{\text {a }}$ ) and take the absolute value of $u^{0}$ in the definition of $m c_{\chi}^{2}$. In the following, drop the reference to the $\mathbf{K}$ momentum in the fields as above.

Analogous to the low-energy treatment of $\chi^{0}$, the low-energy-projected action of the conduction elections also gives rise to Dirac fermions, but in this case, two flavors corresponding to the two Dirac cones at $\mathbf{k}= \pm \mathbf{K}$ appear. It is straightforward to verify that the two-component
fields

$$
\begin{equation*}
\psi_{\mathbf{p}}^{1}:=\binom{\psi_{B \mathbf{K}+\mathbf{p}}}{\psi_{A \mathbf{K}+\mathbf{p}}} \quad \text { and } \quad \psi_{\mathbf{p}}^{2}:=\binom{\psi_{A \mathbf{p}-\mathbf{K}}}{-\psi_{B \mathbf{p}-\mathbf{K}}} \tag{A7}
\end{equation*}
$$

are governed by the low-energy Hamiltonian

$$
\begin{equation*}
H_{\psi} \simeq \sum_{|\mathbf{p}|<\Lambda} \sum_{\alpha \sigma} \psi_{\sigma \mathbf{p}}^{\alpha \dagger}\left[c_{\psi}(\boldsymbol{\sigma} \times \mathbf{p}) \cdot \hat{z}\right] \psi_{\sigma \mathbf{p}}^{\alpha} \tag{A8}
\end{equation*}
$$

with $c_{\psi} \equiv \sqrt{3} a t / 2$.

## Appendix B: The Kondo interaction in terms of low-energy excitations

Recall that the Kondo interaction is local in real space, and therefore also local in the sublattice indices. We would like to re-express it rather in terms of the components of the low-energy fields $\chi^{0}$ and $\chi^{a}$. In terms of Fourier components, the Kondo interaction reads

$$
H_{J} \simeq \frac{J}{N} \sum_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right|<\Lambda} \sum_{\lambda=A, B}\left[s_{\lambda}^{\mathrm{a}}\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \chi_{\lambda \mathbf{k}_{1}}^{0 \dagger} \chi_{\lambda \mathbf{k}_{2}}^{\mathrm{a}}+\text { h.c. }\right]
$$

Now, note that

$$
\begin{align*}
& \bar{\chi}_{A}^{0} \chi_{A}^{\mathrm{a}}=\chi^{0 \dagger} \mathcal{M}_{A} \chi^{\mathrm{a}} \quad \text { with } \quad M_{A}:=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
-\mathrm{e}^{-\mathrm{i} \varphi_{\mathrm{a}}} & \mathrm{e}^{-\mathrm{i} \varphi_{\mathrm{a}}} \\
0 & 0
\end{array}\right), \quad \text { and }  \tag{B1a}\\
& \bar{\chi}_{B}^{0} \chi_{B}^{\mathrm{a}}=\chi^{0 \dagger} \mathcal{M}_{B} \chi^{\mathrm{a}} \quad \text { with } \quad M_{B}:=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) \tag{B1b}
\end{align*}
$$

where $\varphi_{\mathrm{a}} \simeq \mathbf{K} \cdot \mathbf{n}_{\mathrm{a}}$, and the two-component fields appearing on the right-hand side of the equations above refer to the low-energy fields identified in the previous section. This establishes the form employed in Eq. (26).

## Appendix C: Quartic interaction

In this appendix, we elaborate on the intermediate steps taking us from the induced quartic interaction to the one formulated in terms of composite fermionic fields. We first consider the interaction potential arising from the tracelog and next consider the spin-structure of this interaction.

## 1. Interaction potential

When computing the perturbatively induced quartic interaction, we need to compute the trace over the matrices appearing in the propagators of the low-energy Majorana fields as well as those appearing in $\mathscr{C}$. Specifically, the trace reads

$$
\begin{align*}
\operatorname{tr}_{\mathbb{C}^{2}} \sum_{k q} & \sum_{\mathrm{a}} \mathscr{D}^{0}(k) \mathscr{C}^{\mathrm{a}}(q) \mathscr{D}^{\mathrm{a}}(k-q) \mathscr{C}^{\mathrm{a}}(+q) \\
\quad & =\frac{J^{2}}{(\beta N)^{2}} \sum_{k q} \sum_{\mathrm{a}} \operatorname{tr}_{\mathbb{C}^{2}}\left\{\mathscr{D}^{0}(k)\left[s_{A}^{\mathrm{a}}(q) \mathrm{i} \mathcal{M}_{A}+\mathrm{i} s_{B}^{\mathrm{a}}(q) \mathcal{M}_{B}\right] \mathscr{D}^{\mathrm{a}}(k-q)\left[-s_{A}^{\mathrm{a}}(-q) \mathrm{i} \mathcal{M}_{A}^{\dagger}-s_{B}^{\mathrm{a}}(-q) \mathrm{i} \mathcal{M}_{B}^{\dagger}\right]\right\} . \tag{C1}
\end{align*}
$$

At this point, a key observation to be made is that all terms except those coming from the frequency part of both propagators will yield a vanishing result as they will give rise to either an integral over an odd function or a Matsubara sum of an odd summand. The only relevant matrix trace we have to perform is therefore

$$
\begin{equation*}
\operatorname{tr}_{\mathbb{C}^{2}}\left(\sigma^{\mu} \mathcal{M}_{i} \mathbf{1} \mathcal{M}_{j}^{\dagger}\right)=\delta_{i j} \delta_{\mu 0} \tag{C2}
\end{equation*}
$$

which yields the form of the interaction shown in Eq. (31) with

$$
\begin{align*}
\Gamma^{a}\left(\mathrm{i} \omega_{m}, \mathbf{q}\right) & \equiv+\frac{J^{2} \mathfrak{v}}{\beta N} \sum_{|\mathbf{k}|<\Lambda} \sum_{n \in \mathbb{Z}} \mathscr{D}_{0}^{0}(\mathbf{k}, n) \mathscr{D}_{0}^{\mathrm{a}}(\mathbf{k}-\mathbf{q}, n-m) \\
& =-\frac{\mathcal{J}^{2}}{\beta} \sum_{n \in \mathbb{Z}} \int_{\mathbf{k} \mid<\Lambda} \frac{\mathrm{d}^{2} k}{(2 \pi)^{2}} \frac{\omega_{n}\left(\omega_{n}-\omega_{m}\right)}{\left(\omega_{n}^{2}+c_{\chi}^{2} \mathbf{k}^{2}\right)\left(\left(\omega_{n}-\omega_{m}\right)^{2}+\left(m c_{\chi}^{2}\right)^{2}\right)} \\
& =-\frac{\mathcal{J}^{2}}{4 \pi c_{\chi}^{2}} \frac{1}{\beta} \sum_{n \in \mathbb{Z}} \frac{\omega_{n}\left(\omega_{n}-\omega_{m}\right)}{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(m c_{\chi}^{2}\right)^{2}} \log \left(1+\frac{c_{\chi}^{2} \Lambda^{2}}{\omega_{n}^{2}}\right) \tag{C3}
\end{align*}
$$

where we have absorbed two factors of $a^{2}=V / N=: \mathfrak{v}$ into the new coupling constant $\mathcal{J}$. By the analytic continuation of the argument $\mathrm{i} \omega_{m} \rightarrow \Omega+\mathrm{i} 0$, we can interpret $\Omega$ as the energy transfer of the two-body interaction defined by the quartic term. The computation of the remaining Matsubara sum numerically reveals that $\Gamma(\Omega+\mathrm{i} 0)$ is a negative function, whose absolute value is peaked at $\Omega=0$. Due to the presence of the logarithm, the numerical sum converges rapidly. This justifies working in the static limit and approximating $\Gamma \approx-\gamma=$ const.

## 2. Spin structure

Now, consider the interaction appearing in Eq. (38). By using the identity

$$
\begin{equation*}
\sum_{\mathrm{a}=1}^{3} \sigma_{\alpha \beta}^{\mathrm{a}} \sigma_{\gamma \delta}^{\mathrm{a}}=2 \delta_{\alpha \delta} \delta_{\beta \gamma}-\delta_{\alpha \beta} \delta_{\gamma \delta} \tag{C4}
\end{equation*}
$$

and splitting the remaining spin sums into the terms where the two spins are equal and opposite respectively, we can write the induced interaction in Eq. (38) as

$$
\begin{align*}
\mathcal{S}_{\text {int }}[\bar{\Psi}, \Psi] & =-\frac{\gamma}{\beta V} \sum_{k k^{\prime}} \sum_{\alpha \in\{\uparrow, \downarrow\}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}}\left[\bar{\Psi}_{+\alpha}^{1}(k) \bar{\Psi}_{+\alpha}^{2}(-k) \Psi_{+\alpha}^{2}\left(-k^{\prime}\right) \Psi_{+\alpha}^{1}\left(k^{\prime}\right)+2 \bar{\Psi}_{+\alpha}^{1}(k) \bar{\Psi}_{+\bar{\alpha}}^{2}(-k) \Psi_{+\alpha}^{2}\left(-k^{\prime}\right) \Psi_{+\bar{\alpha}}^{1}\left(k^{\prime}\right)\right. \\
& \equiv-\frac{\gamma}{\beta V} \sum_{k k^{\prime}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}}\left[A\left(k, k^{\prime}\right)+2 B\left(k, k^{\prime}\right)-C\left(k, k^{\prime}\right)\right]
\end{align*}
$$

where the definitions of $A, B$, and $C$ will turn out to be useful in a moment. In the above, we used the notation $\uparrow \equiv \downarrow$ and $\bar{\downarrow} \equiv \uparrow$. Now, let us introduce the following composite fermion fields

$$
\begin{array}{ll}
\mathcal{B}_{1,1}(k):=\Psi_{+\uparrow}^{2}(-k) \Psi_{+\uparrow}^{1}(k) & \mathcal{B}_{1,-1}(k):=\Psi_{+\downarrow}^{2}(-k) \Psi_{+\downarrow}^{1}(k) \\
\mathcal{B}_{1,0}(k):=\frac{1}{\sqrt{2}}\left[\Psi_{+\uparrow}^{2}(-k) \Psi_{+\downarrow}^{1}(k)+\Psi_{+\downarrow}^{2}(-k) \Psi_{+\uparrow}^{1}(k)\right] & \mathcal{B}_{0,0}(k):=\frac{1}{\sqrt{2}}\left[\Psi_{+\uparrow}^{2}(-k) \Psi_{+\downarrow}^{1}(k)-\Psi_{+\downarrow}^{2}(-k) \Psi_{+\uparrow}^{1}(k)\right] . \tag{C6b}
\end{array}
$$

That is, $\mathcal{B}_{s, m}$ is the Cooper pair with spin quantum number $s$ and $S_{z}$ quantum number $m$. Now, notice that (suppressing momentum dependence for brevity)

$$
\begin{equation*}
A=\mathcal{B}_{1,1}^{\dagger} \mathcal{B}_{1,1}+\mathcal{B}_{1,-1}^{\dagger} \mathcal{B}_{1,-1}, \quad \mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0}=\frac{1}{2}(C-B), \quad \text { and } \quad \mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}=\frac{1}{2}(C+B) \tag{C7}
\end{equation*}
$$

so that

$$
\begin{equation*}
C=\mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}+\mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0} \quad \text { and } \quad B=\mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}-\mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0} \tag{C8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
2 B-C=2\left(\mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}-\mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0}\right)-\left(\mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}+\mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0}\right)=\mathcal{B}_{1,0}^{\dagger} \mathcal{B}_{1,0}-3 \mathcal{B}_{0,0}^{\dagger} \mathcal{B}_{0,0} \tag{C9}
\end{equation*}
$$

Using these results, we can write the interaction as

$$
\mathcal{S}_{\mathrm{int}}[\bar{\Psi}, \Psi]=-\frac{\gamma}{\beta V} \sum_{k k^{\prime}} \bar{g}_{\mathbf{k}} g_{\mathbf{k}^{\prime}}\left[\sum_{m=-1,0,1} \mathcal{B}_{1, m}^{\dagger}(k) \mathcal{B}_{1, m}\left(k^{\prime}\right)-3 \mathcal{B}_{0,0}^{\dagger}(k) \mathcal{B}_{0,0}\left(k^{\prime}\right)\right],
$$

as advertised in the main text.

## Appendix D: Topological invariant

In this appendix, we elaborate on the derivation of the topological invariant. Expanding the tracelog of Eq. (46) to second order in the gauge field and resolving the operator trace in momentum space yields

$$
\begin{align*}
\mathcal{S}_{\mathrm{eff}}[A] & \supset+\frac{1}{4} \operatorname{tr}(\mathscr{G} \Sigma \mathscr{G} \Sigma) \\
= & \frac{1}{4} \sum_{k q} \operatorname{tr}_{\mathbb{C}^{8}}[\mathscr{G}(k) \Sigma(k, q) \mathscr{G}(k-q) \Sigma(k,-q)] \\
= & \frac{e^{2}}{4} \sum_{k q} \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G}(k) A_{\mu}(q) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \mathscr{G}(k-q) A_{\nu}(-q) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\nu}}\right] \tag{D1}
\end{align*}
$$

To simplify further, rescale the field according to $A \mapsto a:=e A /(\beta V)$ where $\beta V$ is the "volume" of the system, and expand

$$
\begin{equation*}
\mathscr{G}(k-q) \approx \mathscr{G}(k)-q_{\rho} \frac{\partial \mathscr{G}(k)}{\partial k_{\rho}}=\mathscr{G}(k)+q_{\rho} \mathscr{G}(k) \frac{\partial \mathscr{G}-1(k)}{\partial k_{\rho}} \mathscr{G}(k) \tag{D2}
\end{equation*}
$$

where the last equality follows from the fact that

$$
\begin{equation*}
0=\partial_{k}\left(\mathscr{G} \mathscr{G}^{-1}\right)=\left(\partial_{k} \mathscr{G}\right) \mathscr{G}^{-1}+\mathscr{G}\left(\partial_{k} \mathscr{G}^{-1}\right) \tag{D3}
\end{equation*}
$$

Inserting this into the quadratic term in the $a$ fields, and focusing on the contribution from the term linear in $q$ we find

$$
\begin{equation*}
\mathcal{S}_{\mathrm{eff}}[A] \supset \frac{1}{4 \pi} \int \frac{\mathrm{~d}^{3} q}{(2 \pi)^{3}} a_{\mu}(q) q_{\rho} a_{\nu}(-q) \mathrm{C}^{\mu \rho \nu} \tag{D4}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{C}^{\mu \rho \nu} \equiv \pi \int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\rho}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\nu}}\right] \tag{D5}
\end{equation*}
$$

Now, take notice of the following. The integral of $a_{\mu} q_{\rho} a_{\nu}$ vanishes unless the coefficient C is antisymmetric in $\mu$ and $\nu$, which can be seen easily by going to real-space and doing integration by parts. Moreover, the trace term that multiplies it is cyclic in all indices, meaning that we can extend the antisymmetry to any pair of indices. Hence we can write $\mathrm{C}^{\mu \rho \nu}=\epsilon^{\mu \rho \nu} \mathrm{k}$ and by contracting the expression with the Levi-Civita symbol $\epsilon^{\mu \rho \nu}$ we find

$$
\begin{align*}
3!\mathrm{k} & =\pi \epsilon^{\mu \rho \nu} \int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G}(k) \frac{\partial \mathscr{G} \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \mathscr{G}(k) \frac{\partial \mathscr{G}-1}{\partial k_{\rho}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\nu}}\right] \\
& \Leftrightarrow \mathrm{k}=\frac{1}{2} \frac{1}{24 \pi^{2}} \epsilon^{\mu \rho \nu} \int \mathrm{d}^{3} k \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\mu}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\rho}} \mathscr{G}(k) \frac{\partial \mathscr{G}^{-1}(k)}{\partial k_{\nu}}\right] . \tag{D6}
\end{align*}
$$

Hence, the term we have computed corresponds to a Chern-Simons term

$$
\begin{equation*}
\mathcal{S}_{\text {eff }}[a] \supset \mathrm{i} \frac{\mathrm{k}}{4 \pi} \int \mathrm{~d}^{3} x \epsilon^{\mu \nu \rho} a_{\mu} \partial_{\nu} a_{\rho} \tag{D7}
\end{equation*}
$$

with the level given by $k$ in Eq. (D6).
Due to the antisymmetry of $\mathrm{C}^{\mu \rho \nu}$, it suffices to compute it for $\mu=0, \rho=1$ and $\nu=2$, and multiplying by 3 ! to obtain k. Moreover, since $\partial_{k_{0}} \mathscr{G}^{-1}=\mathrm{i} \mathbf{1}_{8}$, we find

$$
\begin{equation*}
\mathrm{k}=\frac{\mathrm{i}}{8 \pi^{2}} \int \mathrm{~d}^{2} k \mathrm{~d} k_{0} \operatorname{tr}_{\mathbb{C}^{8}}\left[\mathscr{G} \mathscr{G}\left(\partial_{k_{1}} \mathscr{G}^{-1}\right) \mathscr{G}\left(\partial_{k_{2}} \mathscr{G}^{-1}\right)\right] \tag{D8}
\end{equation*}
$$

By expressing the Hamiltonian as $\mathcal{H}_{\mathbf{k}}=\mathbf{m}_{\mathbf{k}} \cdot \mathbf{U}$, where $\mathbf{U}$ is a vector of $8 \times 8$ matrices, we find

$$
\begin{equation*}
\mathrm{k}=\frac{\mathrm{i}}{8 \pi^{2}} \int \mathrm{~d}^{2} k \mathrm{~d} k_{0} \operatorname{tr}_{\mathbb{C}^{8}}\left\{\left[\left(\mathrm{i} k_{0} \mathbf{1}-\mathbf{m} \cdot \mathbf{U}\right)^{-1}\right]^{2} U^{\alpha}\left(\mathrm{i} k_{0} \mathbf{1}-\mathbf{m} \cdot \mathbf{U}\right)^{-1} U^{\beta}\right\} \partial_{k_{1}} m^{\alpha} \partial_{k_{2}} m^{\beta} \tag{D9}
\end{equation*}
$$

Now, we fix a choice of relative phases of the BdG Hamiltonian in Eq. (43c) compatible with the analysis of the free energy of the system: $\mathrm{e}^{\mathrm{i} \varphi_{0}}=1, \mathrm{e}^{\mathrm{i} \varphi_{1}}=\mathrm{i}$ and $\mathrm{e}^{\mathrm{i} \varphi_{-1}}=\mathrm{i}$. Since we are studying topological properties, we are only concerned with $\mathcal{H}_{\mathbf{k}}$ up to an equivalence given by smooth deformations that do not close the gap. To simplify, we therefore perform an adiabatic transformation on the single particle Hamiltonian by continuously shrinking $\Delta_{\uparrow \downarrow}$ to 0 . In doing so, we keep the Hamiltonian gapped but reduce the gap from $\sqrt{2} \Delta$ to $\Delta$ [60]. Hence, this transformation should leave the topological character of the system untouched.

Having performed such a transformation, the $U$ matrices read

$$
\begin{equation*}
U^{1}:=\rho^{1} \otimes \sigma^{1} \otimes \tau^{1}, \quad U^{2}:=\rho^{2} \otimes \sigma^{1} \otimes \tau^{1}, \quad \text { and } \quad U^{3}:=\rho^{3} \otimes \sigma^{0} \otimes \tau^{0} \tag{D10}
\end{equation*}
$$

Importantly, these matrices satisfy the same commutation and anti-commutation relations as the Pauli matrices. It is straightforward to check that the inverse propagator in this case is given by

$$
\begin{equation*}
\left(\mathrm{i} k_{0} \mathbf{1}-\mathbf{m}_{\mathbf{k}} \cdot \mathbf{U}\right)^{-1}=\frac{1}{\left(\mathrm{i} k_{0}\right)^{2}-\mathbf{m}_{\mathbf{k}}^{2}}\left(\mathrm{i} k_{0} \mathbf{1}_{8}+\mathbf{m}_{\mathbf{k}} \cdot \mathbf{U}\right) \tag{D11}
\end{equation*}
$$

Multiplying out the terms and using the trace identity $\operatorname{tr}\left(U^{\alpha} U^{\beta} U^{\gamma}\right)=8 \mathrm{i} \epsilon^{\alpha \beta \gamma}$ yields

$$
\begin{align*}
\mathrm{k} & =\frac{\mathrm{i}}{8 \pi^{2}} \int \mathrm{~d}^{2} k \mathrm{~d} k_{0} \frac{8 \mathrm{i} \epsilon^{\alpha \gamma \beta}}{\left(\left(\mathrm{i} k_{0}\right)^{2}-\mathbf{m}_{\mathbf{k}}^{2}\right)^{3}}\left[-\left(\mathrm{i} k_{0}\right)^{2}+\mathbf{m}_{\mathbf{k}}^{2}\right] m_{\mathbf{k}}^{\gamma} \partial_{k_{1}} m_{\mathbf{k}}^{\alpha} \partial_{k_{2}} m_{\mathbf{k}}^{\beta} \\
& =-\frac{1}{\pi^{2}} \int \mathrm{~d}^{2} k \epsilon^{\alpha \beta \gamma} m_{\mathbf{k}}^{\gamma} \partial_{k_{1}} m_{\mathbf{k}}^{\alpha} \partial_{k_{2}} m_{\mathbf{k}}^{\beta} \times \int \mathrm{d} k_{0} \frac{1}{\left(k_{0}^{2}+\mathbf{m}_{\mathbf{k}}^{2}\right)^{2}} \\
& =-\frac{1}{2 \pi} \int \mathrm{~d}^{2} k \frac{1}{|\mathbf{m}|^{3}} \epsilon^{\alpha \beta \gamma} m_{\mathbf{k}}^{\gamma} \partial_{k_{1}} m_{\mathbf{k}}^{\alpha} \partial_{k_{2}} m_{\mathbf{k}}^{\beta} \tag{D12}
\end{align*}
$$

Writing the inverse Green's function as $\mathscr{G}^{-1}(k)=\mathrm{i} k_{0} \mathbf{1}-\mathbf{m}_{\mathbf{k}} \cdot \mathbf{U}$ with the $U$ matrices as defined in Eq. (D10) implies that

$$
\begin{equation*}
\mathbf{m}_{\mathbf{k}}=\left(-\frac{\Delta}{|\mathbf{k}|} k_{y} \frac{\Delta}{|\mathbf{k}|} k_{x} \quad \xi_{\mathbf{k}}\right)^{\top} \tag{D13}
\end{equation*}
$$

Now, recall that a central assumption of BCS theory is that $|\Delta| \ll \epsilon_{F}$. Hence, away from the Fermi sea but within the BZ, the $\mathbf{m}$ vector essentially points in the $\hat{z}$ direction, and the integral consequently vanishes. We can therefore approximate the integral over BZ by taking only the contributions arising from within the Fermi sea around the two symmetry points $K$ and $K^{\prime}$. Incidentally, we find ourselves in the fortunate position of actually being able to do the remaining integral due to the simple dispersion of the low-energy fermions within the Fermi surface

$$
\begin{align*}
\mathrm{k} & =2 \times \frac{1}{2 \pi} 2 \pi \int_{0}^{k_{\mathrm{F}}} \mathrm{~d} k k \frac{\Delta^{2} c_{\psi}}{k}\left(\left(c_{\psi} k-\mu\right)^{2}+\Delta^{2}\right)^{-3 / 2} \\
& =2 \Delta^{2} c_{\psi} \int_{0}^{k_{\mathrm{F}}} \mathrm{~d} k\left(\left(c_{\psi} k-\mu\right)^{2}+\Delta^{2}\right)^{-3 / 2} \\
& =2 \frac{\mu}{\sqrt{\mu^{2}+\Delta^{2}}} \approx 2 \operatorname{sgn} \mu \tag{D14}
\end{align*}
$$

where we have used $c_{\psi} k_{\mathrm{F}} \equiv \mu$, and $|\Delta| \ll \mu$ in the last transition.
Recall that we at some point in the derivation assumed that $\mu>0$ to restrict to only the + band of the low-energy fermions. If we instead assumed $\mu<0$, the two first components of the $\mathbf{m}$ vector are left untouched due to the appearance of the same $g_{\mathbf{k}}$ factors, but the third would be $\xi_{\mathbf{k}}=-c_{\psi}|\mathbf{k}|-\mu$. However, doing the integral, now from $k=0$ to $k=-\mu / c_{\psi}$, still yields $\mathrm{k}=2 \operatorname{sgn} \mu$, so the result persists even in this case.
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