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Summary

Lithium-ion batteries play a crucial role in the transition from a fossil fuel-based to a

sustainable energy economy. They will be used primarily to electrify transport but also

in stationary energy storage as a buffer for intermittent energy sources such as solar

and wind. Better batteries with higher energy and power density are required for new,

demanding applications like long-distance transport of goods by road, electric aircraft,

and transport by sea. These batteries require new electrode materials that can store

more lithium per weight and volume. New electrode materials must be accompanied

by new electrolytes that are optimized for the electrodes. Additionally, it is desirable

to be able to charge the batteries faster. The chemical energy inside the batteries can-

not be fully converted to electrical energy during use. Charging and discharging of

batteries, like all non-equilibrium processes, result in losses by entropy increase. The

batteries should be designed and operated in such a way that these losses are mini-

mized. Electrolytes with optimized transport properties are essential to meet all these

criteria.

Central in all lithium-ion batteries is the electrolyte which transports electric charge

(Li+) in between the electrodes during charge-discharge cycles. The electrolyte in

current lithium-ion batteries is a complex multi-component mixture composed of

a lithium salt dissolved in several polar solvents. The transport (diffusion) of Li+ is

coupled to the movements of the other species in the mixture. Coupling also exists

between transport of mass, charge and heat, all of which are prevalent in battery elec-

trolytes. These coupling effects have a significant impact on the charge transport in

the electrolyte and ultimately on the battery performance, i.e. the charge-discharge

capabilities. Improving the understanding of coupling effects in battery electrolytes

has been a major part of this work.

Li+ ions face various barriers in their journey through the electrolyte. There is

ohmic resistance due to finite conductivity of the electrolyte, and gradients in com-
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ponent concentrations and temperature caused by mass transfer limitations and the

reactions occurring at the electrode surfaces. These barriers constitute losses in the

battery by reduction of the battery voltage and the resulting energy output. In this work,

we have examined and quantified these losses, enabling a deeper understanding of the

electrolyte transport mechanisms and facilitating a more accurate development and

optimization of new electrolytes. A bottom-up understanding of the macroscopic trans-

port properties of electrolytes due to the microscopic atomic and molecular motions

is advantageous. The main tool for these studies, molecular dynamics simulations,

provides the means for examining electrolytes from both these perspectives.

In this work we have studied several well-known electrolytes, water-NaCl, the poly-

mer electrolyte PEO-LiTFSI, and common liquid carbonate-based electrolytes used in

commercial lithium-ion batteries. All the time, we have focused on the coupling effects

present in mass transport and their role in determining the transport properties. An

example of such coupling is that transport of Li+ leads to solvent segregation and polar-

ization in mixed carbonate solvents. The coupling between transport of mass, charge

and heat was also studied in the carbonate-based electrolytes. The transport in equilib-

rium simulations can be characterized using the Nernst-Einstein method, employing

self-diffusion coefficients which give transport without gradients and coupling, or the

Onsager coefficients which include coupling. The Nernst-Einstein method neglects all

coupling phenomena and should be avoided, unless for comparison to the Onsager

coefficients as a way of examining the ideality of the electrolyte. We find that coupling

effects are important in all these electrolytes and need to be taken into account for a

better understanding of the transport in these electrolytes.
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Populærvitenskapelig sammendrag

Litium-ion-batterier spiller en viktig rolle i overgangen fra dagens fossilbaserte en-

ergiøkonomi til framtidas bærekraftige energiøkonomi. Vi trenger batterier for å elek-

trifisere transport, både til lands, vanns og i lufta og kutte bruken av olje, gass, bensin

og diesel. Elbiler med Li-ion-batterier har blitt veldig populære i Norge og utgjør over

90 % av nye personbiler så langt i 2024 (kilde: OFV). Etter hvert som stadig mer energi

kommer fra fornybare kilder som sol og vind vil det være behov for energilagring når

sola ikke skinner og vinden ikke blåser. Her kan Li-ion-batterier også være et godt al-

ternativ. For å muliggjøre elektriske lastebiler for langdistanse-transport og elektriske

fly trengs det batterier med høyere energitetthet enn i dag. Dette krever utvikling av

nye elektrodematerialer som kan lagre mer litium per vekt og volum. Nye elektrode-

materialer må ledsages av nye elektrolytter som er tilpasset de nye elektrodene. Det

er dessuten ønskelig at man kan lade batteriene raskere enn i dag for å spare tid. Elek-

trolytter med optimaliserte transportegenskaper er nødvendig for å oppnå alle disse

målene.

Utladning og oppladning av batterier er eksempler på ikke-likevektsprosesser. Ikke-

likevektsprosesser kjennetegnes ved at det skjer en endring i systemet. Endringer er

irreversible, man kan aldri få tilbake den opprinnelige tilstanden når en endring først

har skjedd. Dette er et resultat av termodynamikkens andre lov, at entropien øker i

ikke-likevektsprosesser. Transportprosessene som skjer i et batteri under utladning og

oppladning medfører alltid økning i entropien. Vi kan anse dette som tap i prosessen,

vi klarer ikke å omvandle all kjemisk energi i batteriet til elektrisk energi. Om vi kan

forstå hvordan disse tapene skjer kan vi designe og drifte batterier på en slik måte at

tapene minimeres. Teorien for å forstå dette kalles ikke-likevekts termodynamikk og er

mye brukt i dette arbeidet.

Elektrolytten er en essensiell del av et batteri. Den sørger for at elektrisk ladning kan

transporteres (ved transport av Li+ ioner) mellom elektrodene under utladning og op-
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pladning av batteriet. Elektrolytten i dagens Li-ion-batterier er komplekse blandinger

som består av et litium salt som er oppløst i en blanding av polare løsemidler. Ingen av

komponentene i elektrolytten kan bevege seg uavhengig av de andre komponentene i

blandingen — det er koblinger mellom dem. Dette betyr at transporten av en kompo-

nent vil bli påvirket av bevegelsene og transporten av andre komponenter i blandingen.

Disse koblingseffektene kan ha en betydelig innvirkning på transporten av ladninger

og dermed ytelsen til et Li-ion-batteri. I et batteri er det transport av masse, elektrisk

ladning og varme. Det vil også være koblingseffekter mellom disse transport-typene.

En stor del av denne avhandlingen handler om studier av slike koblinger og hvordan

de kan påvirke batteriytelsen.

Vi har studert flere velkjente elektrolytter i dette arbeidet; saltvann (med NaCl-

salt), polymer-elektrolytten PEO-LiTFSI, og vanlige karbonat-baserte flytende elek-

trolytter brukt i kommersielt tilgjengelige Li-ion-batterier. Hele tiden har vi fokusert

på koblingseffektene som er tilstede i massetransport og hvordan de påvirker trans-

portegenskapene. Det viser seg at disse koblingseffektene er signifikante og må tas

hensyn til for å forstå transportegenskapene bedre. Dette har ikke alltid blitt gjort i

tidligere elektrolytt-studier. Vi har beregnet Onsager-koeffisienter for å karakterisere og

kvantifisere disse koblingseffektene. Verktøyet i våre studier har vært såkalte molekyl-

dynamiske simuleringer. Med slike simuleringer kan vi beregne makroskopiske trans-

portkoeffisienter og samtidig se på hvordan de mikroskopiske mekanismene mellom

atomer og molekyler foregår. Å få innsikt i sammenhengen mellom makroskopiske

størrelser og mikroskopiske mekanismer er svært verdifullt for å øke forståelsen av

elektrolytter generelt, og for å forstå deres funksjon i Li-ion-batterier spesielt. Denne

forståelsen kan brukes til å akselerere utviklingen av bedre elektrolytter i framtidige

batterier.
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1 Motivation and aim of work

1.1 Motivation

Sustainable energy use is essential for the continued survival and prosperity of our

civilization. This means that we need to replace fossil fuels, which currently make up

about 85 % of the global primary energy consumption [1], by energy sources which

do not emit greenhouse gases and are renewable. Furthermore, avoiding potentially

catastrophic climate change caused by burning of fossil fuels is one of the gravest and

greatest challenges for humanity in the next decades [2]. The shift away from fossil fuels

must be accelerated to reduce the total amount of greenhouse gases emitted. To enable

sustainable transport without fossil fuels, we need technologies that can store energy

in an effective manner. The lithium-ion battery is currently the rechargeable battery

with highest energy density and has been an enormously successful technology since

it was commercialized by Sony in 1991 [3]. In the coming years, lithium-ion batteries

will likely become even more important to reduce emissions of greenhouse gases and

make transport sustainable.

To accelerate the adoption of lithium-ion batteries for existing applications like

electric vehicles, and new applications such as long-distance transport by trucks and

electric aviation, the rate performance of the batteries must be improved, especially

during charging. The United States Department of Energy has set a target for next-

generation batteries of less than 15 minutes charging time to reach 80 % state of charge

[4]. New electrolytes that can transport lithium ions faster are needed to achieve this

goal. In addition, next-generation batteries with higher energy density using new elec-

trode materials also require new electrolytes [5–7]. A fundamental understanding of

the transport and interface properties of electrolytes is highly beneficial for the devel-

opment of new electrolytes and for optimal operation of current batteries. The ability

to relate the microscopic mechanisms and interactions to macroscopic properties and
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performance could potentially enable molecular level design of new electrolytes to

achieve specific goals with respect to transport and other electrolyte properties. This

could accelerate the development of better Li-ion batteries.

1.2 Aim of work

The aim of this work was to contribute to a more fundamental understanding of the

transport properties of lithium-ion battery electrolytes and how they impact battery

operation and performance. The charge transport in the electrolyte influences the

energy conversion in lithium-ion batteries, both the efficiency and the rate at which

the energy can be converted. As lithium-ion batteries become increasingly important

in today’s society, even small improvements to the batteries in terms of energy den-

sity, charge-discharge capabilities and rate performance can have a significant impor-

tance. A deeper understanding of the transport properties of relevant electrolytes for

lithium-ion batteries can facilitate such improvements. Additionally, a better under-

standing of transport in electrolytes is beneficial when designing new electrolytes for

next-generation batteries. We have used molecular dynamics simulations to study sev-

eral electrolytes which allow us to compute macroscopic transport properties while

examining the microscopic molecular mechanisms that govern them. This connection

is valuable to promote the understanding.

In particular, we have focused on the effects of various forms of coupling in the

electrolytes. Electrolytes for modern lithium-ion batteries are multi-component mix-

tures where transport and motion of one species is inevitably linked to the transport

of other species in the mixture. The coupling can be quantified by Onsager transport

coefficients that are obtained directly from molecular simulations. We have examined

the coupling effects in mass transport, but also the coupling between transport of mass,

charge and heat that occur in the battery electrolyte. From the coefficients that charac-

terize the transport and coupling effects, we have quantified their effect on the battery

performance.

2



2 Lithium-ion batteries

In this chapter we will introduce important concepts and theories for understanding

transport in lithium-ion battery electrolytes. We will start, however, by introducing the

operating mechanisms of lithium-ion batteries and the materials used in them.

2.1 Working principle

The electrochemical cell makes up the core of lithium-ion and other rechargeable bat-

teries. The cell contains two electrodes, an anode and a cathode, separated by an elec-

trolyte which is electronically insulating but conducts electric current by ionic motion.

When the cell supplies energy, chemical energy stored in the cell is converted to elec-

trical energy by means of redox reactions occurring at the anode and cathode. The

oxidation reaction occurs at the anode and the reduction reaction occurs at the cath-

ode.

In a lithium-ion battery, one redox reaction corresponds to one lithium leaving or

entering the anode or cathode, and one electron going from the anode to the cathode

through an outer circuit powering an external device. Upon charging of the battery,

the reactions are reversed and the oxidation and reduction reactions occur at opposite

electrodes in comparison to discharging. The behavior at discharging is the convention

for naming the electrodes anode (negative electrode) and cathode (positive electrode).

The driving force for the discharge process is the electrochemical potential difference

of the lithium ions in the anode and the cathode [8]. The electrochemical potential of

an ion i is defined as the sum of its chemical potential, µi , and electrostatic (Maxwell)

potential ψ multiplied by the Faraday constant F and the charge valency zi [9]:

µ̃Li+ =µLi+ + zLi+Fψ. (2.1)

In short, the lithium ion prefers to be in the cathode due to the stronger chemical bond-
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ing there than in the anode. The journey of a lithium ion consists of diffusion/migration

in the electrode materials, transfer across the electrode/electrolyte interfaces, and dif-

fusion/migration in the electrolyte [10]. Several electrochemical cells are connected to

make a lithium-ion battery. A schematic of the different parts of a Li-ion battery cell is

shown in Figure 2.1.

Anode CathodeElectrolyte/
separator

- +

Load

e-

e-

Li+ Li+

Li+

Li+

Li+

Li+

Li+

Li+

µLi+

µLi+

~

~

Figure 2.1: Schematic of Li-ion battery cell showing direction of electrons and lithium ions
during discharge. The electrochemical potential profile of Li+, µ̃Li+ , through the battery
cell is shown.

The energy density of the battery is given by the specific capacity C of the electrodes

and the voltage difference V :

E =CV. (2.2)

The specific capacity of an electrode is directly related to the number of lithium atoms

which can be reversibly extracted from and inserted into the electrode, and is usually

denoted by mAh per g. The cell voltage is given by the energy difference of the redox

energies of the anode and cathode [11] or the difference in oxidation and reduction po-

tentials of the anode and cathode. This voltage is called the open-circuit potential and

reflects the amount of energy released by the redox reaction (reaction Gibbs energy),

but it depends on the state of charge [12]. Polarization of the battery influences the

voltage during battery operation meaning that the cell voltage will vary with respect to

the state of charge and the rate at which energy is withdrawn. Polarization here refers
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to various gradients occurring in different parts of the battery and the activation en-

ergy for the electrochemical reaction [13]. In the electrolyte, concentration gradients of

components can arise due to mass transfer limitations and coupling effects, and tem-

perature gradients due to differences in heat generation at the anode and cathode [14,

15]. There can be concentration gradients of Li+ in the electrode materials caused by

slow diffusion [16, 17] and different material phases present at different states of charge

which might also influence transport of lithium [18–21]. These distinct phenomena can

interact as well and all can influence the battery voltage and performance.

2.2 Materials in lithium-ion batteries

The electrodes of current lithium-ion batteries are made up of active material particles

held together by a polymer binder that are coated onto a thin metal current collector

foil. Typically, graphite is used as the anode active material. At the cathode there are sev-

eral options, e.g. LiCoO2 [22] which is common in consumer electronics, lithium nickel

manganese cobalt oxides (LiNix Mny Co1 – x – yO2, NMC [23–25]) which is used in long-

range electric vehicles and stationary storage, and lithium iron phosphate (LiFePO4,

LFP [18]), increasingly used in smaller electric vehicles and stationary storage [26, 27].

In order to make batteries with higher energy density, new electrode materials are

required. Graphite has the highest gravimetric capacity of the above materials, so the

focus has been on improving the cathode material. Increasing the nickel content in

NMC materials has been a strategy for enhancing the energy density by increasing the

capacity of the cathode [28]. Further into the future, entirely new cathode materials are

necessary to continue increasing the energy density [29, 30].

On the anode side silicon is a promising material, with ten times higher gravimetric

capacity than graphite [31]. The ultimate anode material, sometimes called the "the

holy grail" of lithium-based batteries, is lithium metal due to having the highest theo-

retical capacity and lowest electrochemical potential [32]. Using pure lithium as anode

in rechargeable batteries is difficult due its high reactivity and uneven lithium deposi-

tion, causing continuous electrolyte decomposition and dendrite formation which can

lead to short-circuiting [33, 34]. Stabilizing lithium and controlling the deposition of

lithium at the anode over many cycles at high charging and discharging rates are major

challenges.

The electrolyte is thermodynamically unstable at the low/high redox potentials

of the cathode/anode, causing electrolyte decomposition [35–38]. The electrolyte de-
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composition products are solid and adhere to the electrode surfaces, and ideally the

resulting interphases passivate the electrode surface and prevent further reaction be-

tween the electrode and electrolyte. The interphases on the anode and cathode are

called the solid electrolyte interphase (SEI) and cathode electrolyte interphase (CEI),

respectively.

The electrolyte electrochemically connects the anode and cathode inside the bat-

tery, enabling transport of lithium ions while blocking electrons. Currently, the majority

of electrolytes used in commercial batteries are composed of the salt LiPF6 dissolved

in a mixture of cyclic and linear carbonates with small amounts of additives to stabilize

the solid electrolyte interphase layers on the electrodes made up of electrolyte decom-

position products [39–41]. The motivation for using a mixture of solvents is two-fold,

the solvent should effectively dissociate the lithium salt (i.e. have a high dielectric con-

stant) and at the same time have low viscosity to ensure rapid transport of ions. The

former property is usually obtained by a cyclic carbonate (e.g. ethylene carbonate, EC)

and the latter by a linear carbonate (e.g. diethyl carbonate, DEC) [39].

Polymer electrolytes are also used in some commercial batteries, often based on

poly(ethylene oxide) (PEO) with lithium bis(trifluoromethanesulfonyl)imide (LiTFSI)

salt. PEO-LiTFSI and other polymer electrolytes have improved interfacial and electro-

chemical stability with lithium metal compared to common liquid electrolytes [42–45].

These electrolytes have rather poor conductivity at room temperature due to the slow

segmental motion of the polymer [44, 46, 47], so they require heating to achieve high

enough conductivity (≥1 mScm−1) for commercial applications [48]. A common way

of improving the conductivity of polymer electrolytes is to add liquid plasticizers, e.g.

organic solvents or low-molecular weight PEO, in so-called gel-polymer electrolytes

[44, 49].

2.3 Transport in lithium-ion battery electrolytes

Lithium-ion battery electrolytes facilitate transport of lithium ions from the anode to

the cathode during discharge of the battery and enable the conversion of chemical to

electrical energy. The transport properties of the electrolyte, together with the transport

processes occurring in other parts of the battery, contribute to determining how quickly

and efficiently energy can be withdrawn from the battery. The transport processes in

liquid and polymer electrolytes lead to the build-up of gradients in concentration and

chemical potential of the electrolyte components, and potentially even temperature
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gradients inside the battery. Such gradients represent thermodynamic forces that may

influence the work required for charge transport (by changing the voltage). The extra

work corresponds to energy loss which is made unavailable for the external source pow-

ered by the battery. The magnitude of the gradients, and consequently the efficiency of

the battery, are determined by the ion-, solvent- and thermal interactions [50]. Exam-

ples of fully developed chemical potential gradients in the stationary state are given in

Figure 5.6b.

2.4 Lithium-ion battery electrolytes

Electrolytes are materials containing mobile charge carriers — ions. Often, electrolytes

are composed of one or more salts dissolved in polar solvents. Strong and long-range

electrostatic interactions are significant in such mixtures and play a big part in deter-

mining the properties of electrolytes. As a result, electrolytes are highly complex and

no theory exists which can fully predict the properties of electrolytes from the elec-

trolyte constituents [51]. Electrolytes can be characterized as dilute or concentrated

depending on the concentration of the ions. There are no strict distinctions between

the two, however electrolytes where the ions are so abundant that they influence each

other can be called concentrated. Electrolytes for batteries are so concentrated that ion

pairing and direct ion-ion contact occurs, in addition to solvent-ion coordination. A

snapshot of the molecular structure of a common liquid electrolyte used in lithium-ion

batteries is shown in Figure 2.2. Two types of transport mechanisms are relevant for

Li+ ions in electrolytes; structural diffusion and vehicular diffusion [52, 53]. The former

involves Li+ changing its coordination environment and the latter is when Li+ is mov-

ing together with its solvation environment. Both types occur in liquid and polymer

electrolytes. Structural diffusion dominates in solid-state electrolytes [54].

Two transport properties are highly important for the performance of a lithium-

ion battery electrolyte: the ionic conductivity and the lithium-ion transport number

(also called transference number [55–57]). The ionic conductivity is the ability of the

electrolyte to carry electric current (by ion motion) in a unit electric field, with unit

Siemens per meter equal to inverse resistance or AV−1 m−1 (Ohm’s law):

κ=−
(

j

∇ϕ
)
∇T=0,∇µi=0

, (2.3)

where j is current density and ∇ϕ is the measurable electric potential gradient. The
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Figure 2.2: Molecular dynamics snapshot showing the electrolyte structure surrounding
a lithium ion in an electrolyte composed of LiPF6 dissolved in ethylene carbonate and
diethyl carbonate. Color legend: lithium is purple, carbon is grey, oxygen is red, hydrogen
is white, phosphorous is blue and fluorine is green.

subscripts indicate requirements for the expression, i.e. no gradients in temperature

or chemical potentials. The lithium-ion transport number is the fraction of the total

electric current carried by the lithium-ion:

t+ = u+
u++u−

, (2.4)

where ui is the electrophoretic mobility of ion i (absolute velocity in unit electric field)

and it is assumed that there is only one type of monovalent cation and anion in the

electrolyte. Both quantities are defined in the absence of gradients in chemical poten-

tials and temperature [55]. The electrodes of a lithium-ion battery are only active to the

lithium ions, i.e. the anion and the solvent of liquid and polymer electrolytes can not

(ideally) enter the electrodes and so they are confined within the electrolyte volume. A

lithium-ion transport number below unity will therefore lead to net anion motion in

the opposite direction during battery operation and a concentration gradient of the

anion in the electrolyte. Due to the strong electrostatic attraction between oppositely

charged cations and anions, charge neutrality must be maintained in the bulk phase of

the electrolyte within a distance where the interaction energy corresponds to the ther-

mal energy, kBT . This distance is called the Bjerrum length [58] and is normally well

below 1 nm. Consequently, a concentration gradient of the anion leads to a similar salt
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concentration gradient. It is clear that the salt concentration gradient inside a lithium-

ion battery electrolyte must be directly linked to the lithium-ion transport number. A

very low lithium-ion transport number (below 0.2) will result in a steep concentration

gradient, and potentially depletion of the cations at the cathode interface during dis-

charge at high rates. The current density and salt diffusion coefficient determine how

quickly the salt concentration gradient develops [56, 59, 60].

A study by Doyle, Fuller and Newman [61] showed that the battery performance will

benefit considerably by increasing the lithium-ion transport number, even at the ex-

pense of lower ionic conductivity. It is perhaps more important to find ways of improv-

ing the lithium-ion transport number than the ionic conductivity in order to enhance

the rate performance of next-generation electrolytes. This is challenging, however, as

the lithium ion is quite small, has a high charge density, and therefore strongly attract

solvent and anions to create a large solvation shell. This significantly reduces its mo-

bility. The effective size of the lithium ion (including the solvation shell) in a battery

electrolyte is larger than for common anions, even though the anions themselves are

bigger than a lithium ion [62]. As a result, the lithium-ion transport number is well

below 0.5 in most liquid and polymer electrolytes. The positive aspect is that even a

minor improvement of the lithium-ion transport number can have a noticeable impact

on the rate performance of a battery. We believe it is key to understand the ion-solvent,

cation-anion, cation-cation, and anion-anion interactions, i.e. the various coupling

effects, in order to realize such improvements.

2.4.1 Experimental determination of electrolyte transport properties

The conductivity of electrolytes is routinely measured by electrochemical impedance

spectroscopy. The determination of transport numbers, however, is much less trivial.

Several experimental methods exist for measuring the transport number in liquid elec-

trolytes, e.g. the Hittorf method, moving boundary method [63], steady-state Bruce-

Vincent method [64] and using self-diffusion coefficients obtained by pulsed-field gra-

dient nuclear magnetic resonance (pfg-NMR) [57]. All the methods have benefits and

disadvantages. In the Hittorf experiment, a known current is passed through a cell of

initially uniform composition with electrodes active to one of the ionic species. Salt

will accumulate on one side during the experiment. After a while, the compartments

of the cell are separated and analyzed to find the amount of salt which has been trans-

ported per mole of electric charge (faraday) that passed through the cell. Sectioning

the cell while avoiding contamination with sticky polymer electrolytes is challenging
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and so the Hittorf method has not been much used to analyze such electrolytes. Also,

the difference in salt concentration in the compartments is normally small which leads

to large uncertainty [65, 66].

In the Bruce-Vincent method, a small voltage is applied to a symmetric cell with

electrodes active to the cation. Initially, the composition is uniform and the cations

and anions migrate only due to the electric field. As the anion is confined within the

electrolyte volume it will accumulate on the anode side, resulting in a concentration

gradient of the anion and salt. At steady-state, the diffusion of the anion due to the

concentration gradient and the migration due to the electric field balance out and

the net anion motion is zero. Only the cation motion contributes to the steady-state

current when the concentration gradient is linear (see Figure 2.3). The Bruce-Vincent

cation transport number is then simply the ratio between the steady-state current, iSS ,

and the initial current, i0:

t+ = iSS

i0
, (2.5)

The changing resistance of the interphases during the experiment with lithium elec-

trodes are accounted for by:

t+ = iSS∆V − i0R0
C T

i0∆V − iSSRSS
C T

, (2.6)

where∆V is the applied voltage, and R0
C T and RSS

C T are interphasial resistances at initial

and steady states, respectively. The Bruce-Vincent cation transport number is only

correct if we assume that the concentration gradient of the salt does not influence the

cation transport, i.e. by assuming no coupling between the anions and cations in the

electrolyte. In the dilute limit, there is no concentration gradient at steady state. Both

the Bruce-Vincent method and using self-diffusion coefficients to determine transport

numbers assume ideal or dilute electrolytes.

Newman and colleagues developed a method to determine the transport number

in concentrated electrolytes [56, 68] but this is rarely used as it involves three separate

experiments, one of which must be repeated for many different concentrations [56].

The uncertainty by combining all the measurement data is significant. In addition, the

transport number by Newman is determined in the solvent-velocity frame of reference,

which might complicate the interpretation.

The observation of negative lithium-ion transport numbers in PEO-LiTFSI polymer

electrolytes [57] triggered several studies trying to explain such behavior [69–71]. Mistry

et al. [72] discovered that the main reason for the negative transport numbers was
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Figure 2.3: Top: Salt concentration profiles of cell during Bruce-Vincent steady-state
experiment. Initial concentration to the left, intermediate concentration in the mid-
dle and concentration profile at steady-state to the right. Reproduced with permission
from ref. [64]. Copyright 1987 Journal of Electroanalytical Chemistry. Bottom: Evolu-
tion of current during Bruce-Vincent steady-state experiment. i0 is initial current and
iSS is the steady-state current. Obtained from ref. [67] by Kang Xu under the CC BY 4.0
(http://creativecommons.org/licenses/by/4.0) license.

the use of the solvent-velocity frame of reference, as the solvent was found to move

significantly in the concentrated electrolytes during passage of current. The lithium-

ion transport number was positive when the electrode/electrolyte interface was used

as the frame of reference instead. We will come back to the importance of the frame of

reference in chapter 4.1.

Electrophoretic NMR (eNMR) allows the direct measurement of electrophoretic

mobilities (u) of species under electric fields for determination of transport numbers

and has become popular [73–76]. eNMR can be readily used to characterize transport

numbers in dilute and concentrated electrolytes. The transport numbers obtained by

eNMR are defined with respect to the laboratory frame of reference. Potential chal-

lenges related to using eNMR are that the mobilities might depend on the electric field
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strength [73] and the presence of convection caused by joule heating due to the rapid

migration in the strong electric field [74]. Finally, transport coefficients and numbers

can be determined from molecular simulations which we will elaborate more on later.

2.4.2 Solid-state electrolytes

Ceramic solid-state electrolytes are promising for next-generation lithium-ion batter-

ies because they are non-flammable and safer than current carbonate-based liquid

electrolytes. The transport mechanisms in solid-state electrolytes are fundamentally

different than in liquid electrolytes. The crystal structure framework is composed of

anions and cations that are believed to be mostly immobile. The lithium sub-lattice is

highly disordered and lithium ions can jump from site to site by solid-state diffusion

mechanisms characterized by migration energy barriers. The lithium-ion transport

number of such electrolytes can be close to unity [77]. As a consequence, the rate

performance of batteries with solid-state electrolytes can be better than with liquid

electrolytes, even if the ionic conductivity of the solid-state electrolyte is lower [54].

A promising ceramic electrolyte is the oxide LLZO (Li7La3Zr2O12) due to its high

ionic conductivity and its stability against Li metal and high voltage cathodes [78, 79].

Monroe and Newman showed that an isotropic solid electrolyte with sufficiently high

shear modulus (twice that of Li metal) should suppress dendrite initiation and growth

[80] which could potentially enable use of Li metal anodes. LLZO has more than 10

times higher shear modulus than Li metal and could thus be able to stop dendrites [81].

In practice, dendrites can still form in ceramic electrolytes (including LLZO) due to the

presence of defects at imperfect solid-solid interfaces causing current focusing, crack

opening and propagation [82]. It has even been shown that dendrites can form inside

the LLZO by reduction of Li+ due to the non-negligible electronic conductivity of the

electrolyte [83].

The interfaces between the solid-state electrolyte and electrodes are critical in solid-

state batteries. It is challenging to maintain stable solid-solid interfaces with high con-

tact area using electrodes that expand and contract during battery operation [84]. A

possible solution is to make a composite where the flexibility and ductility of polymer

electrolytes is combined with the high ionic conductivity of ceramic electrolytes (e.g.

LLZO). The flexible polymer can ensure good contact with e.g. lithium metal over time.

In composite electrolytes, however, new interfaces appear between the polymer and

ceramic that create new challenges. Particularly, it is difficult to ensure efficient trans-

port of lithium ions between the polymer and ceramic electrolytes in order to utilize
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both phases of the composite [85, 86]. A close-contact interface between the cathode

particles and the solid-state electrolyte is usually achieved by high-temperature co-

sintering, resulting in interdiffusion between the cathode and electrolyte and possible

side reactions. The diffusion interlayer normally represents a major interfacial resis-

tance [87–89].
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3 Non-equilibrium thermodynam-

ics and Onsager coefficients

The theory of non-equilibrium thermodynamics (NET) is useful for understanding

transport in lithium-ion battery electrolytes during battery operation and other sys-

tems that are out of global equilibrium. According to the theory, each flux Ji is a linear

combination of all forces X j :

Ji =
∑

j
Li j X j , (3.1)

where the phenomenological Onsager coefficients Li j obey Li j = L j i . The theory of

NET assumes local equilibrium, which means that the Gibbs equation is valid locally

for any small volume element, even if the total system is out of global equilibrium [90]

(see Figure 3.1). The net rate of change for the process is assumed to be small compared

to the two rates in opposite directions in the dynamic equilibrium, i.e. there is micro-

scopic reversibility [91]. Many irreversible processes obey local equilibrium [91, 92],

even shock waves [93]. By knowledge of all relevant Onsager coefficients, we can pre-

cisely determine the flux of cations, anions, solvents, and heat inside an electrolyte for

known thermodynamic forces. Notably, the Li j quantify the coupling of i and j when

they are different. Coupling can occur for diffusion processes in multi-component mix-

tures when the transport of one component causes diffusion of another. There will also

be coupling between different types of transport processes. Examples of such coupling

are the Seebeck effect, when a temperature gradient results in a voltage and electric cur-

rent, and the Dufour effect, when a concentration gradient brings about heat transport,

the reciprocal phenomenon of the Soret effect [94]. All these transport processes follow

equation (3.1). Irreversible processes increase the entropy in the system according to
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the product sum of conjugate fluxes and forces and the second law of thermodynamics:

σ=∑
i

Ji Xi ≥ 0. (3.2)

The values of the fluxes and Onsager coefficients depend on the chosen frame of refer-

ence. The entropy production (σ) is independent of the frame of reference. Importantly,

Li j is assumed to be independent of the magnitude of the force or gradient [94]. The

critical point to understanding the processes occurring during charging or discharging

of batteries is to determine the relevant Onsager coefficients. In this work, we have

utilized the fluctuation-dissipation theorem to determine the Onsager coefficients.
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Figure 3.1: Left: Macroscopic chemical potential gradient in system out of global equi-
librium with a microscopic volume element marked. Right: Zoom-in on the microscopic
volume element assuming local equilibrium inside the volume element.

3.1 Fluctuation-dissipation theorems

The fluctuation-dissipation theorem is an important result in statistical mechanics

based on Onsager’s regression hypothesis. The hypothesis assumes microscopic re-

versibility and states that the relaxation of a macroscopic gradient (dissipation) is gov-

erned by the same mechanisms as the regression of corresponding spontaneous mi-

croscopic fluctuations [94], illustrated in Figure 3.2. Onsager used it to derive his re-

ciprocal relations. Later, Callen and Welton [95], Green [96, 97], Kubo [98] and Helfand

[99] worked out the mathematical expressions which enable us to compute transport

coefficients from microscopic fluctuations that we can probe in equilibrium molecular
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dynamics simulations. The results apply for systems in the linear response regime, i.e.

for systems that obey non-equilibrium thermodynamics and equation (3.1). Diffusion

coefficients are obtained by sampling velocity correlations with the Green-Kubo rela-

tions, or by sampling displacement correlations with the Einstein relations [60]. The

two methods are formally equivalent, however in practice there are some differences.

A linear relation between the mean squared displacement and time will be realized for

sufficiently long times with the Einstein relations, when the system is in the diffusive

regime, corresponding to a slope of 1 in a log-log plot. This criterion is used to identify

the minimum simulation length. With the Green-Kubo method, there is no such clear

indication of a minimum simulation length, as the tail of the velocity-correlation func-

tions slowly decays towards zero [100]. In this work, we have only used the Einstein

relations. When we compute interdiffusion coefficients Li j from equilibrium molecu-

lar dynamics simulations using appropriate force fields to describe atomic and ionic

interactions, we obtain the transport of species i in a chemical potential gradient of

species j .
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Figure 3.2: Left: Macroscopic chemical potential gradient dissipating towards equilibrium.
Right: Microscopic fluctuations of chemical potential at equilibrium.

There are two ways of computing the mass transport properties of electrolytes

by the fluctuation-dissipation theorems; by the Nernst-Einstein (NE) approximation

and the Onsager coefficients. We mention the former because the Nernst-Einstein ap-

proximation has been used in many simulation studies [71, 101–106]. The main differ-

ence between the two is that NE is based on self-diffusion coefficients, which describe

transport in the absence of gradients, and do not take coupling effects into account,

while the Onsager coefficients include coupling. For dilute and ideal electrolytes, both
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methods should give the same result. However, coupling effects are important in con-

centrated electrolytes and we argue that an appropriate way of characterizing such

electrolytes is by using the Onsager coefficients. The equation for the self-diffusion

coefficient of species i is

Di ,self =
1

6Ni
lim

t→∞
d

dt

〈 Ni∑
k=1

(
rk,i (t )− rk,i (0)

)2
〉

, (3.3)

where r is the particle position vector, t is time, Ni is the number of particles of type i

and the 〈· · · 〉 denote the ensemble average. The expression for the Onsager coefficient

Li j , giving transport of species i in a chemical potential gradient of species j is

Li j = 1

6N
lim

t→∞
d

dt

〈( Ni∑
k=1

[
rk,i (t )− rk,i (0)

])( N j∑
l=1

[
rl , j (t )− rl , j (0)

])〉
, (3.4)

in which Ni and N j are the numbers of particles of i and j , respectively.

Onsager coefficients for both charged and neutral species are obtained from equi-

librium simulations. Operationally defined properties are closer related to measurable

quantities and are needed for thermodynamic modelling. These are related to the trans-

port properties of neutral components [107]. The transformation of coefficients for

charged and neutral species (ions and solvents) to just neutral species (salt and sol-

vents) is necessary to perform the modelling [90]. We obtain Onsager coefficients for

mass transfer (interdiffusion) and coupling effects in mass transfer, coupling between

mass transfer and electric potential gradients (related to transference coefficients),

coupling between electric potential and temperature gradients (Seebeck effect, from

experiments), and coupling between mass transfer and temperature gradients (Soret

effect) [90]. These coefficients are useful for battery modeling.

3.1.1 Onsager transport coefficients in electrolytes

The use of Onsager coefficients obtained from equilibrium molecular simulations by

the fluctuation-dissipation theorem to characterize transport properties and transport

numbers in electrolytes has seen a revival recently, for example in several papers by

Fong, Bergstrom, McCloskey, Persson and colleagues [60, 74, 105, 108, 109] focusing

on ion correlations, and in other articles [110]. We will here summarize some of these

important recent works.

Fong and colleagues analyzed the transport in polyelectrolyte solutions, a type
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of electrolyte composed of polymer chains with covalently bonded anions and free

lithium cations dissolved in a non-aqueous solvent [108, 109]. Such electrolytes were

called single-ion conductors, as the anion was believed to be immobilized at the poly-

mer. Early studies based on the self-diffusion coefficients (obtained by pfg-NMR) of

polyelectrolytes suggested they had very high Li+ transport numbers of close to one

[111, 112]. However, deeper investigations of the transport mechanisms by molecular

dynamics simulations revealed that ion correlations played an important role in these

polyelectrolytes, largely invalidating self-diffusion coefficients as useful indicators of

the true transport number. In order to quantify the importance of ion correlations,

they split the expression for Li i (3.4) into a self term, Lself
i i , considering only the dis-

placement of similar particles k = l (equivalent to the self diffusion coefficient), and a

distinct term, Ldistinct
i i , considering only the displacement of different particles k ̸= l of

the same type. They found that the anion distinct term, Ldistinct−− , dominated for longer

polymer chains, not surprising given that all the anions on the same chain must move

in the same direction. L+− also increased with longer chains due to more ion aggrega-

tion, causing decreased conductivity. Upon taking the ion correlations into account,

the cation transport numbers were dramatically reduced for longer chains, even going

to negative values. The different ion correlations are displayed in Figure 3.3.

Figure 3.3: Schematic illustration of the different types of ion correlations in a polyelec-
trolyte. The solvent is present but not shown. Reprinted (adapted) with permission from
ref. [108]. Copyright 2020 American Chemical Society.

Ionic liquids (IL) are liquid salts at close to ambient temperature. They are com-

posed only of cations and anions without any solvent. The research interest in ionic

liquids has been high in the last two decades due to their many interesting and promis-

ing properties for use in electrochemical processes, like batteries [113–115]. An IL made

19



up of one salt has two species. The Onsager transport coefficients L++, L+− and L−− are

then interdependent due to the constraint of momentum conservation,
∑

i Mi Li j = 0.

As a consequence of charge neutrality, the concentration of cations and anions must be

similar everywhere in the electrolyte and the interpretation of the transport numbers

becomes meaningless. Hence, the ionic conductivity is the only independent transport

property in simple ionic liquids [105].

Shao and Gudla et al. studied the ion transport in PEO-LiTFSI polymer electrolytes

[116, 117]. In ref. [116] they investigated the effect of varying the solvent polarity (di-

electric constant) to obtain different degrees of ion pairing in simulations. The lifetime

of ion pairs reached a minimum for a solvent dielectric constant of 3-4, correspond-

ing to maximum ionic conductivity and a positive contribution of the cation-anion

correlation to conductivity. The solvent polarity had a large impact on the ion pair

lifetime, and short lifetimes were necessary for improving the transport properties in

PEO-LiTFSI electrolytes. The combination of Onsager transport coefficients (dynamic

properties), radial distribution functions (static properties) and pair lifetime correla-

tions unravelling the dynamics of the coordination environments of e.g. Li+ ions is

potent for characterizing and understanding of transport in electrolyte mixtures.

Recently, highly concentrated electrolytes have been investigated experimentally

by Bergstrom and McCloskey [74] to determine Onsager coefficients. Such electrolytes

have received increasing attention in the last decade because of their ability to form

stable solid electrolyte interphases on lithium metal anodes among other things. Clear

disadvantages are their lower conductivity caused by high viscosity and the cost of salt

making them expensive. The Li+ transport number was found to increase with higher

concentration, attributed to enhanced cation-cation correlation as Li+ is mostly coor-

dinated by anions, creating anion-Li+-anion coordination paths. Structural (hopping)

diffusion of Li+ becomes more important with increasing salt concentration. Localized

high concentration electrolytes contain non-solvating diluents to reduce the viscos-

ity and increase conductivity while maintaining the beneficial anion-rich solvation of

Li+ which promotes stable SEI formation [118]. The presence of the diluents, however,

apparently disrupt the cation coordination site network, harming the transport of Li+,

and lowering the Li+ ion transport number [74].
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3.2 Relation to other coefficients

Maxwell-Stefan diffusivities have traditionally been used to characterize transport due

to chemical potential gradients in multi-component mixtures. The M-S coefficients are

independent of the frame of reference since they are defined using velocity differences

[94]. While the Onsager coefficients act as a proportionality constant between the flux

and force, the M-S coefficients are inversely proportional to the driving force and can be

interpreted as inverse drag coefficients [119]. This potentially makes the M-S diffusivity

values less intuitive than Onsager coefficients, and they can also diverge to negative or

positive infinity [53, 59, 60, 110]. M-S coefficients and Onsager coefficients are formally

equivalent as both include coupling effects and both can be used to describe transport

in electrolytes.

Fick’s diffusion coefficients are perhaps most common as they describe diffusion

due to concentration gradients which are readily available from experiments. As pre-

viously mentioned, electrolytes are complex and characterized by strong and diverse

interatomic forces. We cannot expect simple concentration gradients to fully capture

the driving forces for the ion- and solvent motion in electrolytes. The electrolyte species

move according to the variations in the electrochemical potential. Concentrations and

chemical potentials are related by the thermodynamic factors which can be used to

convert Onsager coefficients obtained in simulations to Fick’s coefficients in order

to compare to experimental results. The Darken or Vignes equations can be used to

predict M-S diffusivities due to chemical potential gradients from self-diffusivities or

binary diffusion coefficients that are easier to obtain [120]. The generalized Darken

equation to predict M-S diffusivities in multi-component systems is:

Ði j = xi

xi +x j
D j ,self +

x j

xi +x j
Di ,self, (3.5)

where xi is the mole fraction of species i . The equation is an approximation, and exact

only when xi → 1 or x j → 1.

Finally, we note that it is not yet possible to measure the chemical potential of

species experimentally, and so it is not straightforward to obtain Onsager coefficients

directly from experiments. It is however possible to estimate Onsager coefficients from

experimentally measured quantities [60, 74, 110, 121–123], specifically using the varia-

tion of the salt activity coefficient with respect to salt concentration, the salt diffusion

coefficient, the ionic conductivity and the ion transport numbers.

21





4 Molecular Dynamics

Molecular Dynamics (MD) was the primary tool in this work. In classical Molecular

Dynamics, the pairwise interactions between atoms and ions are described using sim-

ple potential energy functions, e.g. harmonic oscillators for covalent bonds and an-

gles, Lennard-Jones functions for repulsion-dispersion interactions, and Coulomb’s

law for electrostatic interactions. These energy functions are efficiently evaluated on

computers which allow us to study large systems containing thousands or millions of

atoms over longer time spans (>50 ns) with femtosecond time resolution. Electrons

are treated implicitly in the energy functions. The total energy of the system is the sum

of the potential and kinetic energy. In the original microcanonical ensemble the total

energy is conserved, i.e. the energy can only change between potential and kinetic.

For every time step, the forces acting on each atom are computed from the potential

energy functions and the particle positions. A time integrator is used to update the

positions and velocities of all particles according to Newton’s laws of motion. The sys-

tem trajectory develops by repeating the above process many times. The temperature

and pressure of the simulation can be controlled using thermostats and barostats, by

adjusting the particle velocities and simulation box volume, respectively.

The accuracy of the potential energy functions and corresponding parameters de-

scribing the system determine the reliability of the results. The parametrization of

any classical potential or force field describing a real system is always done against a

limited number of physical properties. The choice of physical properties used in the

parametrization process influences the transferability of the force field, i.e. the suitabil-

ity of the force field for describing the system (atom, ion, molecule, crystal) in different

chemical environments and under different conditions. As a consequence, there will

always be some uncertainty in the accuracy of the force field and the simulation results.

To minimize the uncertainty and make us more confident in our results, we compare

our simulation results to experimental data when available.
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U =∑
i

bonds+∑
i

bends/angles+∑
i

rotations/dihedrals+∑
i< j

(electrostatics+Lennard-Jones)
(4.1)

U (rN) =
Nbond∑
i=1

1

2
kb,i (ri − r0,i )2 +

Nangle∑
i=1

1

2
kθ,i (θ−θ0,i )2+

Ntorsion∑
i=1

1

2

(
V1,i (1+cos(ϕi ))+V2,i (1−cos(2ϕi ))+V3,i (1+cos(3ϕi ))+V4,i (1−cos(4ϕi ))

)+
∑
i< j

{
qi q j e2

ri j
+4ϵi j

[(
σi j

ri j

)12

−
(
σi j

ri j

)6]}
.

(4.2)

The above equation (4.2) or similar expressions give the potential energy for molec-

ular systems in several common force fields, e.g. the optimized potential for liquid

simulations (OPLS) [124, 125], GROMOS [126], AMBER [127] and CHARMM [128]. The

potential energy is the sum of the intramolecular interactions (bonds, angles, torsions)

and the intermolecular (non-bonded) interactions; Lennard-Jones potential and elec-

trostatics. The parameters describing the system are the bond force constants (kb)

and equilibrium bond lengths (r0), angle force constants (kθ) and equilibrium angles

(θ0), torsion force constants (V ), partial atomic charges (q) and Lennard-Jones param-

eters (ϵ and σ). The potential energy for a specific system depends only on the particle

positions, rN.

A clear simplification in many classical force fields is the use of atomic partial static

point charges positioned in the center of the atoms, called non-polarizable force fields.

Other effects such as charge transfer are also normally neglected. Several studies have

shown that ion-ion interactions in electrolytes and ionic liquids are exaggerated in

non-polarizable force fields [129–132]. As a result, the transport of species is inhibited

and transport properties are underestimated. A simple empirical way of improving the

accuracy of the simulations is to scale the ion charges by a factor of 0.7 to 0.8 [130]

to emulate the softer interactions of polarizable atoms and charge transfer [133–136].

Explicitly including atomic polarizability in the force field would naturally be preferred

but the many-body effect of polarizability potentially makes the simulations much

more computationally expensive [137, 138]. We also find that the availability of po-
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larizable force fields for electrolytes is still quite limited relative to the availability of

non-polarizable force fields. Including polarizability in the force field does not guar-

antee that the model will better represent the real material in all cases. The accuracy

of the model depends both on the energy functions included and the parametrization

process.

Molecular dynamics simulations allow us to compute macroscopic transport prop-

erties while providing a view of the underlying microscopic mechanisms. Transport

properties can be examined either in non-equilibrium MD simulations by creating a

gradient or applying a field and directly measuring the resulting transport, or via the

fluctuation-dissipation theorems in equilibrium simulations. Both methods have pros

and cons. Considerable gradients or fields must be employed to establish species fluxes

during the short time spans of non-equilibrium MD simulations. Large fields or gradi-

ents can give rise to anomalies, for example the transport can depend on the magnitude

of the field [139–141]. Several simulations with varying field strengths are necessary to

ensure that the system response is in the linear regime. Most thermostats are derived

for equilibrium systems and might not work as intended in non-equilibrium simula-

tions [142].

Equilibrium simulations sampled by the fluctuation-dissipation theorems poten-

tially suffer from the stochastic nature of the fluctuations causing significant variance

in the measured properties. The systems must be sufficiently large and the simula-

tions should be long to reduce the uncertainty. Several replicas should be examined to

quantify the uncertainty. Still, we prefer equilibrium simulations due to the reduced

risk of anomalies and the fluctuation-dissipation theorems providing more data on

the underlying correlations governing the transport [138]. In equilibrium simulations

we can compute radial distribution functions and coordination numbers which gives

a picture of the average coordination environments of the ions. Kirkwood-Buff inte-

grals of radial distribution functions are related to many interesting thermodynamic

variables, such as compressibility, partial molar volumes and thermodynamic factors

[143–145]. Pair lifetime correlation functions can be used to determine residence times

which gives us information about the dynamics of the coordination environments [109,

146]. Particle trajectories can be studied visually to facilitate the understanding of the

mentioned properties. This makes molecular dynamics a powerful tool for studying

and understanding transport in electrolytes.

In this work, we used the MD software package LAMMPS [147] to perform the simu-

lations. It is based on a customizable open-source platform and anyone can contribute
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new features, bug fixes and documentation to the associated Github project.

4.1 Frame of reference

Transport must be measured relative to a frame of reference. The importance of the

frame of reference has been a point of discussion in numerous recent articles [72, 117,

138, 148, 149]. This has perhaps become more relevant in recent years due to the rise in

popularity of analyzing transport properties by molecular dynamics. The natural frame

of reference in simulations (barycentric) is different than the natural frame of reference

in experiments (solvent velocity [10, 56] or laboratory). Care must therefore be taken

when comparing simulation results with experimental results, which in practice means

converting data sets to the same frame of reference [94, 117, 138, 150] in order to make

a direct comparison. The significance of the frame of reference was examined by Shao

et al. in [117]. The lithium-ion transport number and Onsager coefficients of PEO-

LiTFSI electrolytes were shown to be highly sensitive to the frame of reference. They

showed that lithium-ion transport numbers obtained in simulations in the barycentric

frame of reference were positive, and became negative upon converting them to the

solvent-velocity frame of reference. The lithium-ion transport number in the solvent-

velocity frame of reference was found to depend on the anion mass and anion-anion

correlation.

The choice of frame of reference should be considered in relation to which prop-

erties you want to investigate. For example, in battery electrolytes we are usually in-

terested in the motion of lithium ions from one electrode to the other. The electrode

surface would perhaps be the optimal choice of frame of reference in this scenario. This

can be challenging to use in practice, particularly because the electrode surface also

can move during charging or discharging of a battery [72]. It is easier to interpret the

results if the motion of the frame of reference is known, i.e. external frames of reference

outside the system might be preferable to internal frames of reference that are part of

the system [149].
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5 Summary of articles

An important aim of this work was to contribute to improved understanding of trans-

port in lithium-ion battery electrolytes, particularly the coupling effects. We have used

molecular dynamics simulations to investigate the transport in a well-studied model

electrolyte (water-NaCl), in polymer electrolytes (PEO-LiTFSI) and in conventional liq-

uid carbonate-based electrolytes (EC:DEC/DMC + LiPF6). We have used the Onsager

theoretical framework as a basis in all the studies to quantify the coupling effects. The

results have been published in four articles in peer-reviewed journals.

5.1 Article I

In the first article we compared several methods to study charge transport in a well-

known electrolyte, water with NaCl. We studied two models, a non-polarizable of SPC/E

water [151] with a NaCl model designed for use in concentrated water solutions [152],

and a polarizable of SWM4-NDP water [153] with polarizable Na+ and Cl – [154] which

had not previously been studied by these methods. The charge transport in equilibrium

simulations was examined by the fluctuation-dissipation theorems. We compared the

Nernst-Einstein method employing self-diffusion coefficients to Onsager coefficients.

Surprisingly, the NE conductivity of the non-polarizable model was closer to exper-

imental values than the Onsager conductivity which was about 30 to 50 % too low.

However, we believe that the Onsager conductivity gave a better representation of the

conductivity of the model. As mentioned in chapter 4, it is generally known that non-

polarizable models underestimate the transport due to excessive interionic interac-

tions.

The transport numbers of the non-polarizable model as a function of salt concen-

tration derived directly from simulations deviated from the experimental data. Here,

we illustrate the importance of considering the frame of reference when comparing
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Figure 5.1: (a) Ionic conductivity and (b) Na-ion transport number as a function of salt
concentration from equilibrium MD simulations of the systems with SPC/E and SWM4-
NDP water molecules compared to experimental data. The results from non-polarizable
(SPC/E water) and polarizable (SWM4-NDP water) simulations are denoted with subscript
n and p, respectively. The computed ionic conductivities are compared to experimental
data by Bešter-Rogač et al. [155] and Della Monica et al. [156]. The computed transport
numbers in the barycentric and solvent velocity reference frames are displayed, the latter
denoted with superscript 0. The computed Na-ion transport numbers are compared to
experimental data by Della Monica et al. [156], Smits and Duyvis [157], Spiro [158] and
Braun [159]. Reproduced from ref. [138].

simulated and experimental data. The simulated data are measured in the barycentric

frame of reference, while most of the experimental data are measured in the solvent-

velocity frame of reference. In order to make proper comparison, we converted the

simulated data to the solvent-velocity frame of reference, and obtained very good agree-

ment with the experimental values. This also shows that non-polarizable models can

reproduce the relative transport of species (e.g. transport numbers) in a precise man-

ner, even though the absolute values (conductivity) are off. The NE transport numbers

are less accurate than the Onsager transport numbers. We also studied a Drude-style

polarizable NaCl-water model, SWM4-NDP with Na+ and Cl – , to compare its trans-

port properties to the non-polarizable model. The polarizable model did not exhibit

more accurate charge transport than the non-polarizable model. We believe the most

important reason is that the polarizable model was not specifically parametrized for

concentrated salt water solutions like the non-polarizable model. The conductivity

and Na-ion transport numbers of the systems are shown in Figure 5.1.

We compared the transport in non-equilibrium simulations with transport in equi-
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Figure 5.2: (a) Ionic conductivity and (b) Na-ion transport number as function of salt
concentration in the system with SPC/E water molecules in non-equilibrium simulations
(NEMD) using an electric field strength of 0.03 VÅ−1. The values are compared to the
equilibrium results (EMD) for the same systems. Reproduced from ref. [138].

librium simulations using the non-polarizable model. Non-equilibrium simulations

were performed by applying a uniform electric field to the simulation box and letting

the ions and water molecules drift through the box. The displacement of the ions as a

function of field strength was used to compute ionic conductivity and transport num-

bers. The conductivity was lower and the transport numbers were higher than in the

equilibrium simulations, as shown in Figure 5.2. Notably, we found that the tempera-

ture of the simulation changed due to the field. We argue that the rigid SPC/E water

molecules are restrained in the field, effectively reducing the number of degrees of

freedom which results in a lower temperature. The effect was not observed for flexi-

ble water models. We believe the main reason for the lower conductivity, however, is

the reduced diffusivity and rotational motion of the polarized water molecule in the

strong field. The equilibrium simulations gave more accurate results than the non-

equilibrium simulations for this system.

5.2 Article II

In the second article, we examine transport and thermodynamic properties of a well-

studied polymer electrolyte, PEO-LiTFSI, as a function of salt concentration and PEO

chain length. We use equilibrium simulations and compare the transport properties

with the NE methodology and with Onsager coefficients. It is clear that PEO-LiTFSI is a
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non-ideal electrolyte even at quite low salt concentrations, and that the Onsager coef-

ficients are necessary for studying transport and coupling effects. The non-polarizable

model gives quite accurate results compared to experimental data.

Figure 5.3: Illustration of the proposed mechanism for how the flexibility of the TFSI –

anion imparts greater mobility of the PEO chains, making the Li+ ions move faster. Repro-
duced from ref. [149].

The most interesting property of these electrolytes is the L+− coupling coefficient

which relates how the cations and anions are moving relative to each other — it is nega-

tive (see Figure 5.4). A negative L+− enhances the ionic conductivity. The negative L+−
combined with a quite high L++ relative to the self diffusion coefficient DLi results in

super-ionicity, meaning ionicity values above one. The ionicity is defined as the ratio of

the Onsager conductivity and the NE conductivity. Super-ionicity is rarely encountered

in electrolytes. The exact cause of super-ionicity in PEO-LiTFSI is not known, but one

hypothesis proposes that the flexibility of the TFSI – anion promotes segmental mo-

bility of the PEO chains which ultimately facilitates Li+ jumping and motion through

the polymer, as illustrated in Figure 5.3. Further, the improved PEO chain mobility

creates more voids for the TFSI – anion to move into. Our analysis of the distribution

of residence times for different Li+ in super-concentrated PEO-LiTFSI indicates that

Li+ that are coordinated by more TFSI – move faster than Li+ that are coordinated by

fewer TFSI – . We also find that the Onsager Li-ion transport number increases with

increasing salt concentration, in contrast to the NE Li-ion transport number which is

non-monotonic. It appears that the Li+ ions to a greater degree than the TFSI – ions
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are moving in the same direction ("marching") in the electrolyte as the self diffusion

coefficient for TFSI – is consistently higher than for Li+.
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Figure 5.4: (a) Self-diffusion coefficients, (b) Onsager coefficients in the barycentric refer-
ence frame, and (c) Onsager coefficients in the volume-fixed reference frame as a function
of salt concentration and chain length. The error in the volume-fixed coefficients was cal-
culated using uncertainty propagation rules. Experimental self-diffusion coefficients by
Timachova [160]. Reproduced from ref. [149].

Several studies have suggested that PEO-LiTFSI electrolytes exhibit negative Li+

transport numbers [56, 57, 59], meaning that Li+ moves in the "wrong direction" inside

a battery. Recent studies have shown that this surprising finding is partly caused by the

use of the solvent-velocity frame of reference [72]. In concentrated electrolytes, it is pos-

sible that motion of charged species can cause net solvent transport [161]. The solvent

is an internal frame of reference and usually used in dilute systems where the solvent is

the major component. We argue that using an external frame of reference might be ben-

eficial in cases where the internal frame of reference is moving significantly compared

to the other species. We convert the Onsager coefficients from the barycentric to the

volume-fixed frame of reference, which is similar to the laboratory frame of reference

(an external frame of reference) for incompressible electrolytes [148, 162, 163]. Analysis

of the partial molar volumes of the components as a function of salt concentration

supports that PEO-LiTFSI is close to incompressible. The trends and absolute values of

the Onsager coefficients are quite similar in the barycentric and volume-fixed frames

of reference. Importantly, super-ionicity and increasing Li-ion transport numbers with

increasing salt concentration are also observed in the volume-fixed frame of reference.

Finally, we compute the thermodynamic factors from Kirkwood-Buff integrals and ob-

serve good agreement with experimental data and clear signs of non-ideality already

at low salt concentrations.
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5.3 Article III

The third and fourth articles are related to the effect of the ion, solvent and thermal

interactions in the electrolyte on the battery voltage. In the third paper, we present the

theory necessary to relate ion, and solvent transport coefficients to parameters rele-

vant for cell modelling. A key ingredient is the transformation of coefficients obtained

from MD simulations, of charged and neutral species, to operationally defined quanti-

ties, involving only neutral components. Operationally defined properties are usually

obtained from experiments and are relevant for thermodynamic modelling. The trans-

formation is called Rules for Coupling of Fluxes [90] and is schematically illustrated

in Figure 5.5. The set of rules is based on entropy production invariance, when the

electrolyte is viewed as a mixture of charged and neutral species (ions and solvents) or

if the electrolyte is considered as a mixture of neutral components (salt and solvents)

only. The procedure is as follows. Onsager coefficients obtained from equilibrium sim-

ulations in the barycentric frame of reference are converted to the solvent frame of

reference using Gibbs-Duhem’s equation, thereby reducing the number of unknown

coefficients. The coefficients for the mixed scenario of charged and neutral species are

then converted to describe a scenario of neutral-only components using the Rules for

Coupling of Fluxes. Expressions for conductivity, transference coefficients, and trans-

port numbers from Onsager coefficients are presented. We show how to relate Onsager

and Fickian diffusion coefficients by thermodynamic factors. We can now model the

electric potential gradient across the electrolyte of the cell using the above values.

5.4 Article IV

In the fourth paper, we use the theory from the third paper and show how to compute

the electrolyte effect on battery voltage for practical lithium-ion battery electrolytes. We

simulate standard ternary liquid electrolytes composed of ethylene carbonate (EC) and

diethyl/dimethyl carbonate (DEC/DMC) with 1 M LiPF6. Using the Rules for Coupling

of Fluxes, we convert the simulated coefficients to operationally defined properties.

Gradients in temperature, and in chemical potentials of components influence the

electric potential gradient. The ohmic loss is always present. Upon starting charging

or discharging of the battery, the electric potential gradient will evolve from an initial

point with no chemical potential or temperature gradients. Intermediate scenarios can

only be numerically solved, but in the stationary state with linear gradients it is possi-
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Figure 5.5: Procedure for calculation of diffusion coefficients, transference coefficients
and conductivities for cell modelling from Onsager coefficients obtained from MD using
the Rules for Coupling of Fluxes. Reproduced with permission from ref. [90]. Copyright
2023 The Journal of Chemical Physics.

ble to calculate the electric potential gradient exactly. We perform the calculation at

stationary state and quantify the various contributions. We find that the salt concentra-

tion gradient contributes the most, followed by the ohmic loss and solvent polarization.

All contributions are relevant. Solvent polarization, caused by the transport of Li+ and

the non-symmetric solvation environment of Li+, has so far not been taken into ac-

count in state-of-the-art cell level models [164, 165]. The isothermal contributions are

all found by MD simulations using the fluctuation-dissipation theorems and they are

shown in Figure 5.6.

Temperature gradients may also form in the electrolyte causing a thermal contribu-

tion to the electric potential gradient via the Seebeck effect. We have determined the

Seebeck coefficient of the electrolyte by placing liquid electrolytes between Li metal

electrodes thermostatted to different temperatures and measuring the resulting voltage

response. After subtracting the electrode contributions to the Peltier heat, we obtain

the Seebeck coefficient for the electrolyte alone. The time evolution of the electric po-

tential difference suggests a small Soret effect, which is confirmed by non-equilibrium

MD simulations. The Soret effect can be neglected without loss of precision. We find

the thermal polarization to be limited, but in the case of an applied interelectrode ther-

mal force it becomes significant. The type of linear carbonate has a significant impact
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Figure 5.6: (a) Isothermal electrolyte contributions to electric potential difference in the
stationary state as a function of distance from the anode during discharge. Contributions
are shown for a current density corresponding to a discharge time of 1 h (1 C rate). The
total polarization for a current density corresponding to a discharge time of 0.5 h (2 C rate)
is also shown. Interface resistances are not taken into account. (b) Chemical potential
gradients of the three components in the stationary state as a function of distance from
the anode during discharge. The chemical potential gradient of LiPF6 is negative and it
is slightly positive for DEC. In the EC frame of reference, the chemical potential of EC
is constant. Only relative differences matter, i.e. the starting point is arbitrary. Interface
resistances are neglected.

on the voltage as the total polarization is reduced by almost 50 % by replacing DEC

with the shorter linear carbonate DMC.
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6 Conclusion and Perspectives

This work is a contribution to the increasing body of electrolyte studies by molecu-

lar dynamics simulations. We have focused on various types of coupling effects in

electrolytes characterized by Onsager coefficients, Li j , i.e. coupling between different

components in the electrolyte in mass transport, the coupling between mass transport

and electric potential (transference), between heat and mass transport (Soret effect),

and between heat transport and electric potential (Seebeck effect). All types of coupling

in mass transport can be examined from equilibrium fluctuations alone. The coupling

effects are shown to be significant, and must be taken into account for an improved

understanding of battery operation and performance.

6.1 Further work

Understanding transport in common electrolytes by molecular dynamics simulations

is interesting and a natural starting point as experimental data is readily available to

support our models and findings. The simulations are complementary to experiments

as we can quantify coupling effects and directly examine microscopic mechanisms

that evades most experimental techniques. The ability to predict transport properties

based on the electrolyte components and structure is highly desirable. Still, this ability

is lacking [51]. It is necessary to continue the studies of liquid and polymer electrolytes

to increase our knowledge base and general understanding. To make better batteries,

new electrolytes need to be designed and a bottom-up type molecular-level design

approach is becoming more relevant, but requires a bottom-up understanding — from

microscopic mechanisms to macroscopic properties. Electrolytes for next-generation

batteries are potentially more complex than the current electrolytes. Up until now,

mostly quite simple electrolytes have been investigated, but we also need to under-

stand the transport in ternary and quaternary electrolytes, containing several solvents
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and salts, and the coupling effects present in these. This should be a focus for future

work.

The method that we present and apply in articles III and IV can be utilized directly

to evaluate any other battery electrolyte and its effect on the voltage, given that ac-

curate molecular models exist. It could be useful for characterization and evaluation

of new electrolytes. We also believe the framework is a better starting point for im-

proved modelling of battery cells than the current state-of-the-art models [164, 165].

The development and optimization of molecular force fields of new electrolytes, in-

cluding effects like polarizability and charge transfer, needs to continue to improve the

models used in simulations. Machine-learned potentials that potentially can combine

ab-initio accuracy with classical MD computational efficiency are promising in this

respect [166–170].

The interface between the electrode and electrolyte is the location of the electro-

chemical reactions and is the most important part of a battery or any electrochemical

process. Understanding these interfaces is challenging, but highly valuable and per-

haps necessary to enable next-generation battery technologies like lithium metal bat-

teries. The properties of the interface can be dramatically different than the adjacent

bulk phases [94]. The nature of the interfaces, e.g. their size, dynamics, and compo-

sition, render them difficult if not impossible to examine experimentally. Computer

simulations can be a useful complementary technique for studying and understand-

ing the interface. Simulating the spontaneously formed electric double layer at the

interface is possible [171–173]. Such simulations can provide important information

about the charge transfer, mass transfer, desolvation and reduction of Li+, formation of

SEI layer [174, 175], and deposition mechanisms of Li which determine the morphol-

ogy of Li metal anodes [176]. Including the interface next to the electrode is a natural

extension to the homogeneous simulations we have performed in this work.
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ABSTRACT: A systematic description of microscopic mechanisms
is necessary to understand mass transport in solid and liquid
electrolytes. From Molecular Dynamics (MD) simulations, transport
properties can be computed and provide a detailed view of the
molecular and ionic motions. In this work, ionic conductivity and
transport numbers in electrolyte systems are computed from
equilibrium and nonequilibrium MD simulations. Results from the
two methods are compared with experimental results, and we discuss
the significance of the frame of reference when determining and
comparing transport numbers. Two ways of computing ionic
conductivity from equilibrium simulations are presented: the
Nernst−Einstein approximation or the Onsager coefficients. The
Onsager coefficients take ionic correlations into account and are found to be more suitable for concentrated electrolytes. Main
features and differences between equilibrium and nonequilibrium simulations are discussed, and some potential anomalies and
critical pitfalls of using nonequilibrium molecular dynamics to determine transport properties are highlighted.

■ INTRODUCTION
Electrolytes have a central place in many disciplines, including
electrochemistry, biology, and biomedical applications.1

Technologies for energy production and storage are required
to solve current challenges with global warming and the
transition to sustainable energy sources.2 The increased use of
renewable and sustainable, but intermittent, energy sources
depends on temporary storage of energy in batteries or
hydrogen for fuel cells. Next-generation rechargeable batteries
with high energy and power density require new electrode
materials and new electrolytes with improved transport
properties and improved electrochemical stability.3−5
Ionic conductivity and transport numbers are important with

respect to charge transport in electrolytes. The ionic
conductivity relates the ability of the electrolyte to carry
electric charge through ionic motion,1 while the ion transport
number is defined as the fraction of the total current carried by
the ionic species in question. Both properties are defined in the
absence of concentration gradients.1 For energy storage
applications, e.g., a Li-ion battery electrolyte, the Li-ion
transport number should preferably be as high as possible,
ideally close to unity to improve the rate performance.6

Equilibrium or nonequilibrium molecular dynamics (MD)
simulations can be used to compute ionic conductivity and
transport numbers in complex mixtures. In nonequilibrium
simulations, a flux of particles, energy, or charge is established
by creating a gradient in the simulation box, or alternatively by
applying an external field.7 Ionic conductivity can be calculated
directly from the particle displacements as a function of the

gradient or field strength. From equilibrium simulations in the
canonical or microcanonical ensemble, transport properties can
be obtained by sampling the particle displacements, current
density, or velocities, using the Einstein8 or Green−Kubo9
relations.
Several experimental methods exist for determining ionic

conductivity and transport numbers of electrolytes. Typically,
ionic conductivity is measured by electrochemical impedance
spectroscopy. Transport numbers in liquid electrolytes can be
measured by the Hittorf,10 moving boundary,11 emf,12 or other
methods. Transport numbers are always determined with
respect to a reference frame. Different methods can employ
different reference frames which requires caution when
comparing values from different sources.
In this work, we have investigated and compared equilibrium

and nonequilibrium MD simulation methods to compute ionic
conductivity and transport numbers in model electrolytes. We
have examined a benchmark electrolyte mixture which has
been extensively studied experimentally: water with different
concentrations of solvated NaCl. We have chosen the SPC/E13

water model due to its computational efficiency and a force
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field for solvated NaCl parametrized to reflect the micro-
structure of sodium chloride solutions.14 Additionally, we have
studied a polarizable water model, SWM4-NDP,15 with
polarizable NaCl.16 A comparison is made to experimental
data. We present potential challenges with using non-
equilibrium MD simulations to obtain these quantities and
discuss the implications.

■ THEORY
Charge transport properties can be obtained directly from
equilibrium molecular dynamics simulations by sampling the
particle displacements, i.e., the mean-squared displacement
(MSD). The general equation for a transport coefficient D in
three dimensions can be written:17

D
t

tr r
1
6

( ( ) (0))2=
(1)

where t is time, r is the particle position vector, and ⟨···⟩
denotes the ensemble average. For a multicomponent system,
this can be generalized to the self-diffusion coefficient of a
component i:8

D
N t

tr r1
6

lim
d
d

( ( ) (0))i
i t

k

N

k i k i,self
1

, ,
2

i

=
= (2)

where Ni is the number of particles of type i. The self-diffusion
coefficient describes the motion of a single molecule of a
specific type, describing the stochastic movements of individual
particles, i.e., the movement of particles in the absence of a
chemical potential gradient.
One way of computing ionic conductivity and transport

numbers in electrolytes from equilibrium MD simulations is by
employing the Nernst−Einstein (NE) approximation. The
ionic conductivity is then related to the self-diffusion
coefficients,18−23 i.e., eq 2. The Nernst−Einstein approxima-
tions of the ionic conductivity and transport numbers are
derived by substituting the expression for ionic mobility in the
Nernst−Einstein equation into the equation for ionic
conductivity. The Nernst−Einstein equation relates the ionic
mobility to the diffusion coefficient:24

D
u RT

z Fi
i

i
=

(3)

where Di is the diffusion coefficient of species i, ui is the
mobility of species i, R is the gas constant, T is the
temperature, zi is the charge valency of species i, and F is
Faraday’s constant. The derivation of the NE approximation of
ionic conductivity is shown in the Supporting Information
(SI). Since the NE approximations assume no correlations
between particles of different species or particles of the same
species in the electrolyte, they are intended for dilute or ideal
systems. The NE approximation of the partial ionic
conductivity of component i is

z e
k TV t

tr r
6

lim
d
d

( ( ) (0))i
i

t
k

N

k i k i
NE

2 2

B 1
, ,

2
i

=
= (4)

in which kB is the Boltzmann constant, V the system volume,
and e is the elementary charge. The total ionic conductivity is
the sum of all the partial conductivity contributions. In a binary
electrolyte, the total ionic conductivity based on the NE
approximation is

NE NE NE= ++ (5)

in which σ+NE and σ−NE denote the partial conductivity
contributions from cations and anions, respectively. The NE
approximation of the ion transport number for species i is

ti
i

i i

iNE
NE

NE

NE

NE= =
(6)

where we sum over all species in the denominator to obtain the
total ionic conductivity, σNE.
In an electrolyte, multiple species are present and attractive,

and repulsive interactions will influence the transport of each
species. Concentrations deviating from the dilute limit will
invalidate some of the assumptions used in the NE
approximations. One way to characterize correlations and
consider transport properties at higher concentrations is to
compute the Onsager coefficients:8
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in which i and j are components, and Ni and Nj are the
numbers of particles of components i and j, respectively. N is
the total number of particles in the system. Note that i and j
might denote the same component or different components,
and Lij = Lji. Lij describes the transport of component i in a
chemical potential gradient of component j. When i and j are
different components, Lij describes the correlations between
the different components. When i and j are the same
component, Lii includes the self-diffusion contribution but
also describes how the motion of other particles of the same
component influences the transport of component i. A system
with n components can be described by n(n − 1)/2
independent Onsager coefficients according to Onsager’s
reciprocal relations.25 To characterize the transport properties
of concentrated electrolytes, the Onsager theoretical frame-
work is more appropriate because it takes into account the
importance of coupling and deviations from infinite dilution.
Onsager transport theory relates the driving forces acting on
the electrolyte species to the flux of the species, with the
Onsager coefficient acting as the proportionality constant. The
derivation of the Onsager ionic conductivity is shown in the SI.
When we take ionic correlations into account, the partial

ionic conductivity contribution from the correlation of species
i and j is

e
k TV t

z z t
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(8)

and the total ionic conductivity is9,26

i j
ij=

(9)

in which we sum over all ionic pairs in the system. In a binary
electrolyte, the total ionic conductivity is
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2= + +++ + (10)

in which σ++, σ−−, and σ+− denote the partial ionic conductivity
contributions from cation−cation correlations, anion−anion
correlations, and cation−anion correlations, respectively. In the
dilute limit, there are no correlations, and σ+− approaches zero,
and σ++ and σ−− approach σ+NE and σ−NE, respectively. We then
obtain the NE approximation of the ionic conductivity, σNE, in
eq 5.
The transport number of an ionic species i is

ti
j ij

=
(11)

where ∑jσij is the sum of all the partial conductivity
contributions of species i computed with eq 8. The cation
transport number in a binary electrolyte is then:

t
2

=
+

+ +
=

+
+

++ +

++ +

++ +

(12)

■ METHOD
We conducted molecular dynamics simulations with the
LAMMPS27 software on a nonpolarizable model system
composed of SPC/E13 water with solvated NaCl14 and a
polarizable water model SWM4-NDP15 with Na+ and Cl−
ions.16 To sample displacement of charged species, we have
implemented the order-n algorithm of Dubbeldam et al.28 as a
fix in LAMMPS. In the SPC/E model, the water molecule is
rigid with point charges at the atomic positions. The bond
length and angle of the water molecule were fixed with the
SHAKE algorithm.29 The interactions of Na+ and Cl− ions
were described using the parameters by Weerasinghe and
Smith,14 which was specifically developed to reproduce the
properties of NaCl in water. Long-range Coulombic
interactions were treated using standard Ewald summation
with relative error in forces of 1 × 10−5. Global cutoffs for the
Lennard-Jones and Coulombic forces were set to 8 and 12 Å,
respectively, and a Lennard-Jones tail correction to the energy
and pressure was added.24 Geometric mixing rules were used
to determine the Lennard-Jones interactions between unlike
atoms, except for a special scaled geometric mean of the
Lennard-Jones energy parameter for water oxygen and Na+.
Periodic boundary conditions were applied in all directions.
We varied salt concentration and system size to evaluate finite-
size effects. Four different salt concentrations were studied, 0.5,
1.0, 2.5, 4.0 mol L−1, and system sizes of 800, 3000, 10000,
20000 water molecules were investigated. Packmol30 and
fftool31 were used to prepare initial configurations of pure
water. Na+ and Cl− ions were placed randomly inside the box
with a subsequent energy minimization employing the
conjugate gradient algorithm to avoid initial overlap of
particles.
Charge transport properties of the nonpolarizable model

systems were calculated using equilibrium and nonequilibrium
simulations. In the equilibrium simulations, the systems were
first equilibrated in the isobaric−isothermal (NPT) ensemble
at a temperature of 293 K and pressure of 1 atm for 3 ns with a
time step of 1 fs. The Nose−́Hoover thermostat and barostat
were used to control the temperature and pressure in the NPT
ensemble.32−34 The box volume was scaled according to the
average volume during the equilibration to obtain correct
density in the canonical (NVT) ensemble. After equilibration

for 2 ns in the NVT ensemble, transport properties were
sampled at a temperature of 293 K during production runs of 1
ns with a time step of 2 fs. The temperature was controlled
with the Nose−́Hoover thermostat utilizing a time constant
resulting in characteristic thermal fluctuations of 100 timesteps.
We used the OCTP module for LAMMPS to compute self-
diffusivities and Onsager coefficients of the solutions.35 Ionic
conductivity and transport numbers were calculated with the
Nernst−Einstein and Onsager frameworks, using eqs 4, 6, 9,
and 11. The Nernst−Einstein values were corrected for finite-
size effects using the Yeh-Hummer correction for self-diffusion
coefficients.36−38 We made five replicas of each system. The
replicas were prepared in the NPT ensemble by heating
equilibrated systems from 293 K to 400 K during 10 ps, mixing
for 20 ps at 400 K, cooling back to 293 K during 10 ps, and
finally mixing at 293 K for 200 ps before saving the final
configuration as a replica system. The velocities of all particles
were reset before each replica run.
A rigid polarizable water model, SWM4-NDP,15 together

with polarizable Na+ and Cl− ions,16 was also investigated to
compare with the nonpolarizable model. The SWM4-NDP
water model and associated ionic model utilize Drude particles
to describe atomic polarizability. A negatively charged Drude
particle is attached to the positively charged core particle by a
harmonic spring. The polarizability of the atom or ion is
adjusted by changing the charge of the Drude (and core)
particle.15 The original Na+ and Cl− ionic model16 was
parametrized against single ion properties, i.e., the hydration
free energy at infinite dilution. Consequently, it did not
describe the properties of concentrated solutions accurately.
Particularly, the Na+ and Cl− interactions were too strong,
favoring the formation of ionic clusters.39 A later study sought
to remedy this by optimizing the ionic parameters.39 Two
methods for optimizing the parameters are presented in ref 39:
by adjusting the RminNad

+Cld

−
distance parameter in the Na+-Cl−

Lennard-Jones potential or by introducing Thole damping of
the Na+-Cl− interaction. We have chosen to use the adjusted
RminNad

+Cld

−
value in this work. Note that the Lennard-Jones

distance parameter σ as used in LAMMPS is equal to Rmin/
2(1/6). The Lennard-Jones ionic parameters are in Table 1.

The Langevin thermostat was used to control the temper-
ature in the polarizable simulations. The center of mass of the
Drude-core particles were set to 293 K and the Drude particles
to 1 K. To minimize the effect on the particle dynamics, weak
Langevin damping coefficients of 10 and 5 ps were used for the
motions of the Drude-core center-of-mass and Drude particle
relative to the core, respectively.40 The Lennard-Jones and
Coulombic forces were cut off at 12 Å and long-range
Coulombic forces were computed by the particle−particle
particle-mesh solver41 with relative error in forces of 1 × 10−6.
A long-range Lennard-Jones tail correction was added to the
energy and pressure. The water molecules were held rigid by a
special fix in LAMMPS.42 Lorentz−Berthelot mixing rules were

Table 1. Lennard-Jones Parameters for the Polarizable Ions
with the SWM4-NDP Water Model As Used in LAMMPS

ion(s) ϵ (kcal/mol) σ (Å)

Na+ 0.0315100 2.6044177
Cl− 0.0719737 4.4208424
Na+-Cl− 0.0476224 3.6437758
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applied for the interaction between the ions and the water
oxygen. The bond between the Cl− core and Drude particle
included an anharmonic restoring force for bond lengths above
0.2 Å, as described in ref 16, to avoid the polarization
catastrophe often encountered in highly polarizable ions. Initial
configurations were prepared similarly to the nonpolarizable
model, but without energy minimization after adding the ions.
A time step of 0.5 fs was used in all the simulations with the
polarizable model. Equilibration was performed in the
isobaric−isothermal (NPT) ensemble at 293 K and 1 atm
pressure. The Nose−́Hoover barostat controlled the pressure
with a relaxation time of 500 time steps. Equilibration was
performed for at least 500 ps, during which the box volume
was sampled, and at the end adjusted to obtain correct density
during sampling with constant volume. It was necessary to
reset the linear momentum of the box during the equilibration
to avoid the flying ice cube effect, but not during the constant
volume simulations.42 Sampling of charge transport properties
was performed similarly to the nonpolarizable model in the
NVT ensemble during simulations of at least 1 ns. Two
polarizable systems were studied, with salt concentrations 1.0
and 2.45 mol L−1, composed of 9000 water molecules and 167
and 417 NaCl, respectively. We made three replicas of both
systems from different initial configurations.
In the nonequilibrium MD simulations (only nonpolarizable

model), the systems were initially equilibrated in the NPT
ensemble as described above. An external uniform electric field
was applied in the x-direction after switching to the NVT
ensemble. The electric field is invoked as a force F = zeE that is
applied to each particle in the box, where E is the electric field
vector. The ions will begin to drift under the influence of the
electric field. To avoid influencing the ionic fluxes caused by
the electric field, the thermostat was applied to the two other
directions than the applied field direction, i.e., the y- and z-
directions, as done in previous studies.43−45 The Nose−́

Hoover thermostat was employed with a similar time constant
as in the equilibrium simulations. After equilibration for 3 ns in
the NVT ensemble, data was sampled over 15 ns with a time
step of 2 fs to determine ionic conductivity and transport
numbers. We applied the method explained by Shen and Hall
in section 2 of the SI in ref 46 to compute the ionic
conductivity and transport numbers in the nonequilibrium MD
simulations. Here, the drift velocities of the ionic species are
determined from the so-called field MSDs. The field MSD is
the MSD due to the electric field. This is calculated by
subtracting the MSD in a simulation without applied field from
the MSD in a simulation with applied field. Alternatively, one
can subtract the average MSD in the directions perpendicular
to the field direction. The ionic drift velocity, vd, is determined
by fitting the field related MSD to a quadratic expression a +
bt2, where vd = √b, as the field MSD has a slope of 2 in a log−
log plot at long times.46 The ionic mobility is

u
v
E
d=

(13)

where E is electric field strength. The total ionic conductivity is

F z c u
i

i i i=
(14)

where ci is the molar concentration of species i.
Several pitfalls of doing nonequilibrium MD simulations are

discussed in the literature.7,47−49 Notably, the transport
properties might depend on the magnitude of the applied
field due to nonlinearities. An example of such nonlinear
behavior is the evolution of high-speed lanes for ionic
species.47 Ions then follow in the wake of other ions with
similar charge where they experience less friction than outside
the lane, and consequently the diffusivities become too large.7

To establish if this influenced results to a large degree, we
studied the effect of the electric field strength on the transport

Figure 1. (a) Ionic conductivity and (b) Na-ion transport number as a function of salt concentration from equilibrium MD simulations on the
systems with 10000 SPC/E and 9000 SWM4-NDP water molecules compared to experimental data. The results from nonpolarizable (SPC/E
water) and polarizable (SWM4-NDP water) simulations are denoted with subscripts n and p, respectively. The computed ionic conductivities are
compared to experimental data by Besťer-Rogac ̌ et al.51 and Della Monica et al.10 The computed transport numbers in the barycentric and solvent
velocity reference frames are displayed, the latter denoted with superscript 0. The computed Na-ion transport numbers are compared to
experimental data by Della Monica et al.,10 Smits and Duyvis,52 Spiro,11 and Braun.12
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properties by varying the field strength from 0.01 to 0.05 V Å−1
in steps of 0.01 V Å−1. The response approaching the zero field
limit was examined by evaluating field strengths of 0.005,
0.003, and 0.001 V Å−1. Five replicas of the system with 3000
SPC/E water molecules and 140 NaCl were studied with
nonequilibrium simulations at each field strength, using the
same replicas as those prepared for the equilibrium MD
simulations. We also performed nonequilibrium simulations of
the systems with 10000 SPC/E water molecules and salt
concentrations of 0.5, 1.0, 2.5, and 4.0 mol L−1 using an
electric field strength of 0.03 V Å−1 to evaluate the effect of salt
concentration. Three replicas were examined for each salt
concentration.
All reported values and uncertainties were estimated by

calculating the mean and standard deviations of the quantities
obtained from the replicas. The standard deviations of the
computed values in the replicas are denoted as error bars in the
plots.

■ RESULTS AND DISCUSSION
Equilibrium Molecular Dynamics. The deviation be-

tween the ionic conductivity of the SPC/E model with NaCl
computed with Onsager’s theory and experimental data clearly
increases with increasing salt concentration. This is not
surprising, considering that SPC/E with NaCl is a non-
polarizable force field. It is well-known that nonpolarizable
models significantly overestimate ion−ion correlations.50 This
is shown in Figure 1, which show the ionic conductivities and
Na-ion transport numbers computed with the Nernst−Einstein
approximation (eqs 4 and 6) and Onsager’s theory (eqs 8, 9,
and 11) as a function of salt concentration. The ionic motion
and resulting ionic conductivity of the model is lower
compared to experimental values, particularly at higher salt
concentrations as seen in Figure 1a. A common way of
reducing the ion−ion correlations in a nonpolarizable model to
obtain more correct transport properties is to scale the ionic
charges by a factor of 0.7 to 0.8.50,53 We scaled the ionic
charges by a factor of 0.8 in the system with 10000 SPC/E
water molecules and 465 NaCl (2.5 mol L−1) to study the
effect on the charge transport properties. There were no
substantial differences compared to the systems without charge
scaling and the results are shown in the SI. Interestingly, the
Nernst−Einstein approximation corresponds better with
experimental data. However, this does not mean that the
Nernst−Einstein approximation necessarily offers a better
description of the ionic conductivity of the SPC/E water +
NaCl model. We expect that the model underestimates the
ionic conductivity at higher salt concentrations. At lower salt
concentrations, both the Onsager and Nernst−Einstein
methods are in better agreement with experimental data, as
expected.
The polarizable model of SWM4-NDP water and Na+ and

Cl− ions displays very similar ionic conductivity to the
nonpolarizable model. This is surprising as we expect improved
description of ion−ion interactions in the polarizable model
would result in better agreement with experimental results. As
mentioned earlier, the ionic parameters were initially para-
metrized against single ion properties and were not able to
describe concentrated solutions correctly. Later, the inter-
actions between Na+ and Cl− in SWM4-NDP water were
adjusted to reproduce the osmotic pressure in concentrated
solutions.39 Obviously, this does not guarantee that transport

properties, such as the ionic conductivity, and ionic
correlations are perfectly described.
The computed ion transport numbers in the nonpolarizable

model in Figure 1b are in good agreement with the
experimental data at all salt concentrations studied. We
observe a similar trend here as with the ionic conductivity,
the discrepancy between the computed values and exper-
imental values increase with increasing salt concentration. The
transport numbers obtained by the Onsager equation agrees
better with experimental data than the Nernst−Einstein
approximation. Notably, the error bars for the Onsager ionic
conductivity and transport numbers are significantly larger
than the Nernst−Einstein approximations. The cause for this is
clear when comparing the corresponding equations for ionic
conductivity, eqs 9 and 4. In the equation for NE ionic
conductivity, eq 4, we average over all ions of each kind, but
the Onsager ionic conductivity, eq 9, is more susceptible to
statistical noise and has less statistical data. The calculations of
ion transport numbers are affected in the same way.
The Na-ion and Cl-ion transport numbers are almost equal,

about 0.5, at both salt concentrations 1.0, 2.45 mol L−1 in the
polarizable model. The polarizable model produces less correct
transport numbers than the nonpolarizable model, compared
to experimental data. The Na+ and Cl− ions apparently move
almost equally fast in the polarizable model. We will not try to
explain the reason for this behavior. Since the nonpolarizable
model gives the most accurate results, we choose to focus on
this model for the remainder of the article.
Determining ion transport numbers depends on the frame of

reference, which will depend on the experimental or simulation
method. The experimental values we compare our results with
are obtained with different methods. For example, Della
Monica et al.10 and Smits and Duyvis52 used the Hittorf and
emf methods, respectively, which both employ the solvent
velocity reference frame;52,54 i.e., the transport numbers are
determined with respect to the solvent. For MD simulations,
the center of mass of all particles in the simulation box is the
frame of reference, i.e., the barycentric reference frame. If the
center of gravity of the electrolyte does not move relative to
the solvent, the solvent velocity and barycentric reference
frames are equivalent. This is likely the situation in dilute
electrolytes, but it might not be the case in highly concentrated
electrolytes where the ions make up a large part of the total
mass. Either way, it is important to understand the significance
of the reference frame when analyzing and comparing transport
numbers. Barycentric transport numbers can be readily
transformed to solvent velocity transport numbers.55 We
transformed the transport numbers from the nonpolarizable
model computed with Onsager coefficients to the solvent
velocity reference frame and obtained very good agreement
with the experimental data which are mostly measured in this
reference frame. The results are shown in Figure 1b. For a
more extensive discussion on reference frames and how to
transform between different reference frames, we refer the
reader to refs 25 and 55.
Figure 2 shows the decomposed and total ionic

conductivities as a function of salt concentration. A larger
σ−− than σ++ means that the Cl− ions will move further in the
electrolyte than the Na+ ions, and the Na-ion transport number
is therefore below 0.5. We can explain this by considering ionic
radii. Na+ is a smaller ion than Cl− and will have a higher
charge density. In water the ions will be surrounded by a
solvation shell of coordinating water molecules. Ions with
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higher charge density will be more strongly coordinated by
more water molecules resulting in a larger effective radii which
will reduce the ionic mobility compared to ions with lower
charge density.56 This is reflected in the respective radial
distribution functions (RDF) of Na/Cl and oxygen from water,
which are displayed in Figures S1 and S2, respectively. The
RDF of Na and O displays a higher peak at a shorter
interatomic distance than the RDF of Cl and O, which means
that there are more water molecules closer to Na than Cl. The
cross-correlation σ+− is slightly negative and reduces the total
ionic conductivity. The reason is that the oppositely charged
Na+ and Cl− ions attract each other and will slow each other
down when passing. The effect is rather small because of the
surrounding water molecules which effectively screen the
electrostatic charges due to the high relative permittivity
(dielectric constant) of water.57 The negative σ+− explains why
the Nernst−Einstein approximations of the cation transport
number are larger than the corresponding Onsager values, as
shown in Figure 1b. Since σ++ is smaller than σ−−, a negative
σ+− will cause a reduction of the cation transport number
compared to the Nernst−Einstein approximation, according to
eq 12.
The Nernst−Einstein approximations of decomposed and

total ionic conductivities as a function of salt concentration are
displayed in Figure 3. These data are based on the self-
diffusion coefficients and describe the ionic conductivity
assuming ideal conditions, but they do not provide any
information about cross-correlations between the ions.
The finite-size effects on ionic conductivity and transport

numbers were small and are shown in Figures S3 and S4.
Example log−log plots of the NE conductivity MSDs; MSD+

NE,
and MSD−NE, and the conductivity MSDs; MSD++, MSD−−, and
MSD+− obtained from equilibrium MD simulations are shown
in Figures S5 and S6, respectively.
Nonequilibrium Molecular Dynamics. Nonequilibrium

MD simulations to study the effect of electric field strength
were conducted on the system with 3000 water molecules and
140 NaCl molecules, corresponding to a salt concentration of
2.5 mol L−1. We confirmed that the simulations were done in

the linear response regime by plotting the ion drift velocity
against electric field strength. The plot verifies a linear relation
and is presented in Figure S7. Ionic conductivity and transport
numbers are strictly defined when the concentration is
uniform. This might not be the case when an external electric
field is applied to the simulation box. However, after a steady-
state ionic drift is established, any concentration gradients will
be small, and thus allow the use of this method with small
electric fields. Figure 4 shows the computed ionic conductivity

and Na-ion transport number as a function of the electric field
strength. The ionic conductivity computed with the non-
equilibrium method is lower than the equilibrium results.
Additionally, the ionic conductivity decreases slightly with
increasing electric field strength for field strenghts above 0.01
V Å−1. The strength of the applied electric field is considerable,
roughly 3 orders of magnitude higher than in for example a

Figure 2. Ionic conductivity contributions as a function of salt
concentration in the nonpolarizable model.

Figure 3. NE ionic conductivity contributions as a function of salt
concentration in the nonpolarizable model.

Figure 4. Ionic conductivity and Na-ion transport number as a
function of electric field strength in the system with 3000 SPC/E
water molecules and 140 NaCl.
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typical battery electrolyte. The water molecule, due to its
dipole moment, will likely be strongly polarized and aligned in
the field, which will limit its self-diffusivity and rotational
motion as shown in several studies.58−62 This could in turn
impede the mobility of the ions and reduce the ionic
conductivity. The effect might be present also with other
small polar solvent molecules in a simulated static electric field.
The Na-ion transport number increases with increasing field
strength but appears to approach the equilibrium value
including uncertainty (Figure S4) upon extrapolation of the
linear part of the curve to 0 V Å−1 field strength. As the Cl− are
heavier and move faster than the Na+, the linear momentum
due to the ionic fluxes will not cancel out. In order to
compensate for this, the water molecules will gain a
momentum in the same direction as the Na+, which will
increase with the magnitude of the field. The influence of water
molecules moving in the same direction as the Na+ could
explain why the Na-ion transport number increases with
increasing field strength. The ionic conductivity decreases
when approaching the zero-field limit. Considerable field
strengths are necessary to establish ionic fluxes at the time
scales of nonequilibrium simulations.7,49 The ionic fluxes will
diminish as the slopes of the field MSDs approach 1 when the
field becomes too weak, and consequently the ionic
conductivity is reduced. The signal-to-noise ratio decreases
and the uncertainty increases upon approaching 0 V Å−1 field
strength. The linear part of the ionic conductivity curve does
not approach the equilibrium value upon extrapolation to the
zero-field limit which suggests that the field strength needed to
establish ionic fluxes is larger than the field strength required to
orient the water molecules.
The average temperature of the box, specifically the

temperature in the direction of the field, went down with
increasing field strength. This effect is displayed in Figure S8.
The temperature drop in the field direction was about 11 K at
the highest field strength (4 K average temperature drop),
which might contribute to the reduced ionic conductivity with
increasing field strength.51 This is likely an anomaly due to the
use of rigid molecules in an applied field. The number of
degrees of freedom is reduced from nine to six in the rigid

SPC/E water molecule, due to the two frozen bonds and
frozen angle. When subjected to a field, we believe the rigidity
or reduced number of degrees of freedom of the SPC/E water
restricts its rotational motion in the direction of the field,
which causes the temperature to decrease. The degrees of
freedom removed by the SHAKE algorithm are accounted for
in the temperature computation in equilibrium simulations.
However, when an external field is applied in the non-
equilibrium simulations, it appears the system is further
constrained in the field direction which results in a
temperature reduction.63 With increasing field strength, the
effective number of degrees of freedom removed increases
causing the temperature to decrease proportionally to the field
intensity, as shown in Figure S8. In order to test this
hypothesis, we conducted similar simulations but used the
flexible three-point SPC/Fw64 and four-point TIP4P/2005f65

water models instead of rigid SPC/E. The bonds and angles
are described using harmonic potentials in SPC/Fw, and
Morse and harmonic potentials, respectively, in TIP4P/2005f.
We did not observe any temperature drop with increasing field
strength using the TIP4P/2005f model and only a very slight
temperature reduction with SPC/Fw of about 1 K in the field
direction at the highest field strength. This strengthens our
hypothesis that the temperature drop was due to the rigidity
and reduced degrees of freedom of the SPC/E water molecule
which artificially restricts its motion in the electric field
direction. The observed temperature drop could be caused by
reduced entropy in the field, a phenomenon also observed in
other classes of materials, such as ferroics.66,67 It is important
to note that the temperature effect is different from the effect
of limited diffusivity and rotational motion of the water
molecules which we believe is the main factor reducing the
ionic conductivity.
The ionic conductivity and Na-ion transport numbers as a

function of salt concentration for the systems with 10000 water
molecules in nonequilibrium simulations are displayed in
Figure 5. Again, the ionic conductivity is lower than in the
equilibrium simulations, due polarized water molecules aligned
to the field that hinder the ionic motion. The relative deviation
between the nonequilibrium and equilibrium results does not

Figure 5. (a) Ionic conductivity and (b) Na-ion transport number as a function of salt concentration in the system with 10000 SPC/E water
molecules in nonequilibrium simulations (NEMD) using an electric field strength of 0.03 V Å−1. The values are compared to the equilibrium results
(EMD) for the same systems.
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change much with increasing salt concentration. The non-
equilibrium Na-ion transport numbers decrease slightly with
increasing salt concentration. As the number of ions increase,
the effect of water molecules moving in the same direction as
the Na+ might be reduced.
It is not possible to obtain data on the main coefficients, σ++

and σ−−, or the ionic cross-correlation, σ+−, directly from single
field-driven nonequilibrium simulations as we have conducted
here. An example log−log plot of MSDs from a nonequilibrium
simulation is shown in Figure S9.

■ CONCLUSION
In this work, we have demonstrated that two methods
employing equilibrium and nonequilibrium molecular dynam-
ics, respectively, can be used to determine ionic conductivity
and transport numbers in a model electrolyte of SPC/E water
with NaCl. From both methods we find results that are
comparable to experimental data. We have presented the
Nernst−Einstein and Onsager frameworks for determining
charge transport properties and discuss their advantages and
disadvantages. We argue that the Onsager framework can be
used to study concentrated electrolytes where ionic correla-
tions are significant. We have shown how the data from these
methods can be used to analyze the charge transport properties
and relate them to molecular interactions. The importance of
the reference frame when determining and comparing
transport numbers is emphasized. To compare with the
nonpolarizable model of SPC/E and NaCl, we performed
equilibrium simulations with a polarizable model of SWM4-
NDP water and polarizable Na+ and Cl− ions. The polarizable
model did not display improved transport properties compared
to the nonpolarizable model. Clearly, correctly modeling the
charge transport properties in concentrated salt water solutions
is challenging. Potential challenges and anomalies related to
using nonequilibrium MD simulations to obtain these
properties are discussed. Notably, in the SPC/E-NaCl system,
the temperature drops with increasing electric field strength
due to reduced degrees of freedom in the rigid water
molecules. We recommend equilibrium simulations to
investigate charge transport properties due to their simplicity
relative to nonequilibrium simulations and the possibility of
obtaining more information about ionic correlations.
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Derivation of the Nernst-Einstein ionic conductivity

The Nernst-Einstein equation for charged particles relates the diffusion coefficient to the

mobilityS1:

Di =
uiRT

ziF
, (1)

in which Di is the diffusion coefficient of species i, R is the gas constant, T is absolute

temperature, F is Faraday’s constant, zi is the charge valency of species i, and ui is the

mobility of species i, defined as:

u =
⟨vd⟩
E

, (2)

where ⟨vd⟩ is the average ionic drift velocity, and E is electric field strength. The partial

ionic conductivity of species i in a material isS2:

σi = ziFciui, (3)

in which ci is the molar concentration of species i. By substituting the expression for ui in

equation (1) into equation (3), we obtain the Nernst-Einstein approximation of the partial

ionic conductivity of species i:

σNE
i =

z2i F
2ciDi

RT
. (4)

By substituting the expression for the self-diffusion coefficient into equation (4), we obtain

the final expression for the NE approximation of partial ionic conductivity of species i:

σNE
i =

z2i e
2

6kBTV
lim
t→∞

d

dt

〈 Ni∑

k=1

(rk,i(t)− rk,i(0))
2

〉
, (5)

in which kB is the Boltzmann constant, V is volume and e is the elementary charge. Here,

we also utilized that F = eNA and ci = Ni/(NAV ), where NA is Avogadro’s constant. It is

not uncommon to express the NE ionic conductivity in terms of the charge of species i, qi,

which is equal to zie. The total ionic conductivity is the sum of all the partial conductivity
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contributions.

Derivation of the Onsager ionic conductivity

The flux of a species i is a linear combination of the forces acting on itS3:

Ji =
∑

j

LijXj, (6)

in which Xj are the forces and Lij are the Onsager coefficients. In an electrochemical cell,

the force acting on the species is the negative gradient of the electrochemical potential,

∇µ̄j = ∇µj + zjF∇ϕ, where µj is chemical potential of species j and ϕ is electric poten-

tialS4. The ionic conductivity is defined in the absence of concentration gradientsS5. Typ-

ically, the ionic conductivity of an electrolyte is measured using electrochemical impedance

spectroscopy where the concentration is assumed to be uniform. We also assume no gradients

in temperature or pressure. Hence, we assume no chemical potential gradient:

∇µ̄j = ∇µj + zjF∇ϕ = zjF∇ϕ. (7)

Substituting for the force Xj in equation (6)S6:

Ji = − 1

RT

∑

j

Lij∇µ̄j = − F

RT

∑

j

Lijzj∇ϕ. (8)

The electric current density can be expressed in terms of the flux of ions:

j = F
∑

i

ciziJi, (9)

in which ci is the molar concentration of species i and we sum over all species. Substituting

for Ji:

j = − F 2

RT

∑

i

∑

j

cizizjLij∇ϕ. (10)
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The ionic conductivity expressed by Ohm’s law isS5:

j = −σ∇ϕ, (11)

where we also assume no concentration gradients. By substituting for j into equation (10):

σ =
F 2

RT

∑

i

∑

j

cizizjLij, (12)

σ =
Ne2

kBTV

∑

i

∑

j

zizjLij, (13)

and we obtain an expression equivalent to equation (9) in the main text. N is the total

number of particles in the system, equal to
∑

i Ni.

Effect of charge scaling

The effect of ionic charge scaling on the transport properties was tested on a system with

10 000 SPC/E water molecules and 465 NaCl (2.5mol L−1) by reducing the ionic charges to

±0.8 in an equilibrium simulation. The resulting ionic conductivity was 10.96 Sm−1 and the

Na-ion transport number was 0.32. The ionic conductivity was the same as without charge

scaling while the Na-ion transport number was a bit lower.

The error bars in the following figures denote the standard deviation of the computed

quantities from five replicates.
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Table S1: Systems studied with equilibrium molecular dynamics simulations.
Concentration effects were evaluated for the system containing 10 000 SPC/E
water molecules.

No of water molecules No of NaCl Salt concentration (mol L−1) Polarizable

800 10 0.5 No
800 50 2.5 No
3000 28 0.5 No
3000 140 2.5 No
10 000 93 0.5 No
10 000 186 1.0 No
10 000 465 2.5 No
10 000 744 4.0 No
20 000 186 0.5 No
20 000 930 2.5 No

9000 167 1.0 Yes
9000 417 2.45 Yes
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Figure S1: (a) Radial distribution functions and (b) coordination numbers of Na and water
oxygen for the different salt concentrations. Data obtained from the systems with 10 000
SPC/E water molecules.

S-5



0.0 2.5 5.0 7.5 10.0 12.5
Distance (Å)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

g(
r) 

- C
l-O

a) c=0.5 M
c=1.0 M
c=2.5 M
c=4.0 M

0 2 4 6 8 10 12
Distance (Å)

0

50

100

150

200

250

Co
or

di
na

tio
n 

nu
m

be
r (

-)

b)

2 3 4 5
0

5

10

Figure S2: (a) Radial distribution functions and (b) coordination numbers of Cl and water
oxygen for the different salt concentrations. Data obtained from the systems with 10 000
SPC/E water molecules.
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Figure S3: Ionic conductivity plotted against inverse of box length (cubic box). The data
points from left to right correspond to the systems with 20 000, 10 000, 3000 and 800 SPC/E
water molecules with salt concentration of 2.5mol L−1. Finite-size corrected values using the
Yeh-Hummer (YH) correction are displayed.
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Figure S5: Example log-log plot of output NE conductivity MSD values from the equilibrium
simulations. Note that ∆t on the x axis denotes time difference, not simulation time. Linear
regression to determine the σNE values is also shown. The data come from the system
containing 10 000 SPC/E water molecules and 465 NaCl, corresponding to a concentration
of 2.5mol L−1. Note the ballistic region with slope ∼2 up to about 60 fs.
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simulations. Linear regression to determine the σ values is also shown. The data come
from the system containing 10 000 SPC/E water molecules and 465 NaCl, corresponding to
a concentration of 2.5mol L−1.
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Coupled ion transport in concentrated PEO–
LiTFSI polymer electrolytes†

Øystein Gullbrekken and Sondre Kvalvåg Schnell *

Understanding how microscopic mechanisms govern macroscopic transport properties is important for

development of improved electrolytes for Li-ion batteries. The archetypal polymer electrolyte PEO–

LiTFSI has been investigated for more than three decades, but the fundamental ion transport mechan-

isms are still elusive. Molecular Dynamics (MD) simulations enable us to determine transport properties

by directly probing particle movements. Both transport properties and microscopic interactions that

govern them can be studied simultaneously. In this work, ionic conductivity and transport numbers of

PEO–LiTFSI electrolytes are computed as a function of salt concentration and PEO chain length. The

values are obtained using the Nernst–Einstein approximation for dilute or ideal systems, in addition we

determine the Onsager coefficients that take into account ionic correlations. We observe significant dif-

ferences between the two methods, indicating non-ideality. The motion of Li and TFSI is anticorrelated,

causing super-ionicity. We discuss the relevance of the frame of reference. The static and dynamic

properties of Li-ion coordination environments are analyzed. The distributions of cation-solvent and

cation–anion residence times are investigated and indicate that the TFSI facilitate Li transport and Li

jumps in the polymer network. Finally, the thermodynamic factors are computed and used to quantify

the non-ideality of the systems.

1 Introduction

Polymer electrolytes was initially introduced by Wright et al.1,2

in the 1970s, where it was shown that poly(ethylene oxide)
(PEO) had the ability of dissolving- and conducting alkali metal
ions at close to ambient temperature. The metal cations are
coordinated by units of Lewis base in the polymer, specifically
by ether oxygen atoms in PEO.3 Armand analyzed the properties
of the new class of materials for electrochemical purposes in
1983,4 and suggested lithium bis(trifluoromethanesulfonyl)-
imide (LiTFSI) as a salt together with PEO5 for use in Li-ion
batteries. PEO–LiTFSI has since been widely investigated as a
polymer electrolyte.6 Li is typically coordinated by 5–6 ether
oxygen atoms in PEO,7 and the TFSI-anion is known for its
plasticizing effect, arising due to the flexibility of the –SO2–N–
SO2– segment, which reduces the crystallinity of the PEO and

thus increases the ionic conductivity. Additionally, LiTFSI dis-
sociates easily due to the large size and low charge density of the
anion.3 However, the ionic conductivity of PEO–LiTFSI electro-
lytes is too low at room temperature for commercial applica-
tions, about 10�6 S cm�1 and the Li-ion transport number is
found to be low in many studies, about 0.2 or lower.3,6,8–10

Li-ion transport in PEO-based electrolytes occurs by three main
mechanisms: the Li-ions can jump from ether oxygen to ether
oxygen along a PEO chain, called intrachain transport, or they can
jump between PEO chains, called interchain transport.11 Both of
these transport mechanisms occur by changing coordination
environment and are called structural diffusion.12 Vehicular
diffusion with the PEO chains, without changing coordination,
is the third transportation mode of Li-ions. Consequently, the
mobility of Li-ions is closely coupled to the motion of the polymer
backbone and occurs in the amorphous phase where the polymer
chains can move freely.3

Molecular dynamics (MD) simulations is a powerful tool to
investigate transport properties in electrolytes and have been used
in various studies.11,13–22 Average charge transport properties,
such as ionic conductivity and transport numbers, can be deter-
mined by studying equilibrium fluctuations in simulations.21,23

Simultaneously, it is possible to analyze the molecular and ionic
correlations that govern the average properties. The distribution
of values beneath the averages can be exposed and examined as
the trajectory of every particle is known. This combination is
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useful for a more complete understanding of the transport proper-
ties in electrolytes. It is common to utilize the Nernst–Einstein (NE)
approximation, based on the self-diffusion coefficients, when
analyzing the charge transport properties.14–17,21,24 Nernst–Einstein
is an approximation for dilute or ideal systems, where ionic
correlations are neglected. Here, we analyze the transport proper-
ties both in terms of the self-diffusion coefficients and NE approxi-
mation, as well as in terms of the Onsager coefficients which takes
ionic and molecular correlations into account.

In this work, we aim to understand the macroscopic ionic
transport properties of PEO–LiTFSI polymer electrolytes from
microscopic interactions. We show how to compute the ionic
conductivity and transport numbers from equilibrium MD
simulations using the NE approximation and the Onsager
coefficients in the Theory section. The differences of the two
methods are emphasized. The ionic conductivity and transport
numbers of the PEO–LiTFSI systems computed with the NE
approximation and Onsager coefficients are presented in the
Results section. We observe significant differences between the two
methods and discuss these. We discuss the significance of refer-
ence frame when analyzing and comparing transport numbers and
transport coefficients. The static and dynamic properties of the Li
coordination environments are characterized to understand the
microscopic transport mechanisms of Li. Finally, we present the
computed thermodynamic factor of the PEO–LiTFSI systems and
relate it to the above findings.

2 Theory

Diffusion is potentially the limiting factor in transport of mass and
charge in polymer electrolytes.25 Transport and diffusion properties
in electrolytes can be studied in equilibrium MD simulations by
sampling the equilibrium fluctuations of particle displacements
or velocities, or using the Einstein or Green–Kubo relations,
respectively.21 Both methods are in principle equivalent.13 We used
the Einstein relations to study the transport properties in this work,
as plots of the mean squared displacement can indicate how well
the system has converged.26

The Nernst–Einstein approximation or the Onsager coefficients
can be used to examine the charge transport properties of electro-
lytes. The NE approximation is based on the Nernst–Einstein
equation which relates the diffusion coefficient directly to the
mobility of a species.13 Hence, it is well suited for dilute and ideal
systems. In MD simulations, the NE approximation is based on
the self-diffusion coefficients,14–17,21,24 which is calculated from
the mean squared displacement or velocities of particles. The self-
diffusion coefficients are defined when there is no chemical
potential gradient influencing the transport, i.e. they describe the
movements of individual particles in the absence of a field. The
self-diffusion coefficient of component i is:

Di;self ¼ lim
t!1

1

6Ni

d

dt

XNi

k¼1
rk;iðtÞ � rk;ið0Þ
� �2* +

; (1)

where t is time, r is the particle position vector, Ni is the number of
particles of component i and the h� � �i brackets denote an ensemble

average. The resulting NE approximation of the partial ionic
conductivity contribution by species i is:

sNE
i ¼ zieNiDi;self

kBTV
; (2)

where kB is the Boltzmann constant, T is absolute temperature,
V is system volume, zi is the charge valency of species i, and e
is the elementary charge. The NE total ionic conductivity is
obtained by summing all partial ionic conductivity contributions:
sNE ¼

P
i

sNE
i . The NE transport number of species i is:

tNE
i ¼ sNE

iP
i

sNE
i

¼ sNE
i

sNE
: (3)

To study the transport properties of concentrated electrolytes,
we need to include deviations from the NE approximation by
evaluating the contributions from molecular and ionic correla-
tions. These are included in the Onsager coefficients:

Lij ¼
1

6N
lim
t!1

d

dt

XNi

k¼1
rk;iðtÞ� rk;ið0Þ
� � ! XNj

l¼1
rl;jðtÞ� rl;jð0Þ
� � !* +

;

(4)

in which Ni and Nj are the numbers of particles of component i
and j, respectively, and N is the total number of particles in the
system. Note that i and j might denote the same or different
components. L is a general transport coefficient which gives the
transport due to a gradient, e.g. an electric field or a thermal
field. Here, Lij describes the transport of species i in a chemical
potential gradient of species j. Lii describes the transport of
species i in a chemical potential gradient of species i, which
includes the self-diffusion contribution. An electrolyte with n
species can be described by n(n + 1)/2 independent Onsager
coefficients according to Onsager’s reciprocal relations.27 Thus,
a binary electrolyte composed of a salt in a solvent has six
independent Onsager coefficients.27 The corresponding expres-
sion for the ionic conductivity contribution of the correlation
between species i and j is:23,28

sij ¼
e2

6kBTV
lim
t!1

d

dt

XNi

k¼1

XNj

l¼1
zizj rk;iðtÞ� rk;ið0Þ
� �

� rl;jðtÞ� rl;jð0Þ
� �* +

:

(5)

The total ionic conductivity is obtained by summing over all
ionic pairs:

s¼
X
i

X
j

sij; (6)

and we call this the Onsager ionic conductivity. The Onsager
transport number of a species i is:

ti ¼

P
j

sij

s
; (7)

where we sum over all the partial conductivity contributions of
species i computed with eqn (5) in the numerator.29
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The effect of ionic correlations in an electrolyte can be
quantified as the ionicity, also called the inverse Haven’s ratio.30

The ionicity is defined as the Onsager ionic conductivity divided
by the Nernst–Einstein ionic conductivity. If ionic correlations
decrease the ionic conductivity, the ionicity will be below one.

Residence time

The average residence time of two species pairs i and j is calculated
using the normalized lifetime correlation function, Pij(t):

28,31

PijðtÞ ¼
HijðtÞHijð0Þ
� �
Hijð0ÞHijð0Þ
� �; (8)

and Hij(t) which denotes whether the species are together or not:

HijðtÞ ¼
1; dijðtÞ � rc

0; dijðtÞ4 rc

(
(9)

where dij(t) is the distance between species i and j at time t and
rc is the specified cutoff distance. The h� � �i brackets denote an
ensemble average. The cutoff distance was chosen as the first
minimum after the first peak in the radial distribution function
(RDF) of i and j. The actual cutoffs for the different systems are
given in Table S6 (ESI†). The lifetime correlation function in
eqn (8) is computed using the total time that the species pairs i
and j are closer than the specified cutoff distance. This means
that if the pair separates and later joins back together, Pij(t) will
continue to increase. Hence, we are computing the so-called
intermittent residence time. The lifetime correlation function
was fitted to the following equation:32

PijðtÞ ¼
X
i

ai exp
�t
bi

� 	
; (10)

where ai and bi are fitting parameters and the number of terms
in the summation was adjusted to optimize the fit such that the
standard deviation of the parameters was below 6% of the
values. The fitted function was integrated to determine the
average residence time of species i and j:32

tij ¼
ð1
0

PijðtÞdt: (11)

Thermodynamic factor

The thermodynamic factor, G, is a way of quantifying the ideality
of a mixture. In a binary electrolyte, it can be defined as:9,33

G ¼ 1þ d ln g�
d lnx

; (12)

where g� is the molar activity coefficient of the salt and x is the
mole fraction of the salt. For an ideal mixture, g� = 1 and G = 1.
Negative G indicates thermodynamically unstable mixtures of
binary systems. Thermodynamic factors can be computed from
MD simulations using Kirkwood–Buff integrals (KBI). Kirkwood–
Buff theory relates the microscopic structure of isotropic liquids
described by RDFs to their thermodynamic properties. We used
the pseudo-binary approach to compute KBIs of the electrolyte
systems where the anions and cations are treated as similar
molecules, i.e. one component.34–36 The ether oxygens were

considered as the solvent. For a binary mixture consisting of
species i and j, the Kirkwood–Buff integral of a finite spherical
volume L is:35

GV
ij ¼

ðL
0

gijðrÞ � 1
� �

4pr2 1� 3x

2
þ x3

2

� 	
dr; (13)

where r is the radius, x = r/L and the radial distribution functions,
gij, of the pseudo-binary system are obtained from the RDFs of the
ternary system.35 Finally, the thermodynamic factor is computed
by:26,37,38

G ¼ 1�
xirj Gii þ Gjj � 2Gij

� �
1þ rjxi Gii þ Gjj � 2Gij

� �; (14)

where xi is the mole fraction of species i and rj is the average
number density of species j. In an ideal mixture, the interactions
between like and unlike components are equal, the expression
Gii + Gjj � 2Gij becomes zero and G becomes one.

3 Method

The transport properties were characterized by running MD
simulations using the LAMMPS39 software on all-atom PEO–
LiTFSI polymer electrolyte systems with varying salt concentra-
tions and PEO chain lengths. We used the OPLS-AA potential40 to
describe intra- and intermolecular interactions. The parameters
for PEO were obtained from the Ligpargen web server,41–43 the
Li cation parameters from Jensen and Jorgensen,44 and we used
the parameters developed by Canongia Lopes and Pádua for the
TFSI anion.45 We used Moltemplate46 to build longer polymer
chains from the templates supplied by Ligpargen. Shorter tem-
plate chains were joined together to create chains of the desired
length. The assigned electric charges of the atoms near the
template chain ends will differ from the more central atoms
due to different chemical environments. The electric charge of
the atoms near the interconnected chain sites were manually
adjusted to obtain consistent charges of similar atom types and to
achieve overall electroneutrality. The C–H bonds of the polymer
were fixed at the equilibrium bond length using the SHAKE
algorithm47 with an accuracy tolerance of 1 � 10�6. Intra-
molecular Lennard-Jones and coulombic forces between nearest
and next-nearest neighbors were switched off while interactions
between atoms separated by two atoms were halved, as is stan-
dard in OPLS.40,41 Global cutoffs for the Lennard-Jones and
coulombic forces were set to 11 Å. Geometric mixing rules were
used to determine the Lennard-Jones interactions between unlike
atoms. Long-range coulombic forces were solved using a particle–
particle particle–mesh solver48 with a relative error in forces of
1 � 10�6. The ionic charges were scaled by a factor of 0.75 to
account for the typical overestimation of coulombic interactions
between ions in non-polarizable force fields.49 Periodic boundary
conditions were applied in all directions. Initial configurations of
the most dilute systems were prepared by placing PEO chains, and
Li and TFSI ions in a simulation box with the Packmol software.50

The equilibration and simulation details are described in the
following. Firstly, the energy of the simulation box was minimized
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to avoid particle overlap. Then, the systems were equilibrated to
obtain probable local energy minimum structures of the polymer
electrolytes. We adopted an equilibration routine composed of a
series of annealing and compression/decompression steps, devel-
oped by Molinari et al.20 In order for the density and potential
energy of the systems to converge, additional equilibration at
temperatures of 390 K and 400 K was performed in the isother-
mal–isobaric (NPT) ensemble with a pressure of 1 atm and a
timestep of 1 fs. The final equilibration was done at 423 K and
1 atm with a timestep of 1.25 fs. The Nosé–Hoover thermostat and
barostat51–53 were used to control the temperature and pressure in
the NPT ensemble with time constants resulting in characteristic
thermal and pressure fluctuations of 100 and 1000 timesteps,
respectively. The lengths of the box sides were relaxed to facilitate
the equilibration procedure. When the density and potential
energy of the systems were stabilized, we switched to the canoni-
cal (NVT) ensemble to conduct production simulation runs. The
volume of the simulation box was scaled according to the average
volume during the final equilibration at 423 K to obtain correct
density in the NVT ensemble. The Nosé–Hoover thermostat with
thermal fluctuations of 100 timesteps was used to control the
temperature in the NVT ensemble. Production runs lasted for at
least 100 ns, which was sufficient to reach the diffusive regime of
most diffusion coefficients. It is noted in the text which coeffi-
cients are not computed from the diffusive regime. In order to
achieve sufficiently fast dynamics and reduced simulation times,
we ran simulations at a temperature of 423 K with a timestep of
1.25 fs. Simulating at this temperature should not dramatically
influence the trends of the dynamic properties compared to the
normal operating temperatures of these electrolytes of around
350 K. The systems with lowest salt concentration were prepared
and sampled first. Then, the systems with higher salt concentra-
tions were made consecutively by randomly placing more Li and
TFSI to the configuration at the end of the production runs,
followed by energy minimization and equilibration. The equili-
bration following salt addition was conducted by firstly running
5 million time steps of 1 fs at 390 K and 1 atm with a soft
potential54 utilizing a softness parameter of 0.5 to facilitate rapid
mixing of polymer chains and ions. Next, the full potential was
turned back on for 55 million time steps at 390 K and 1 atm,
followed by at least 30 million time steps of 1.25 fs at 400 K and
finally at least 20 million time steps of 1.25 fs at 423 K. The
average box volume was sampled during the run at 423 K to adjust
the box volume to the correct size before the production run in the
NVT ensemble. The total energy of every system was sampled in
the microcanonical (NVE) ensemble before the production run to
check the stability of the systems. The change of total energy in
the NVE ensemble was normally below 1 kcal mol�1 ns�1, and
always below 2 kcal mol�1 ns�1, corresponding to less than 1%
change of the total energy during 100 ns. The transport properties
were sampled in the NVT ensemble.

The salt concentrations studied corresponded to ethylene
oxide (EO) : Li ratios of 50, 20, 10, 6, 3, 2, or equivalently Li : EO
ratios of 0.02, 0.05, 0.10, 0.17, 0.33, 0.50. We investigated the
effect of PEO chain length on the ion dynamics. Two PEO chain
lengths were investigated, 23, 100 monomers (EO) long. 172

chains of length 23 monomers or 40 chains of length 100
monomers were placed in the simulation box, giving about
4000 monomers of each. All PEO chains in each simulation box
had the same length. The PEO chains were methoxy-/ethoxy-
terminated with –O–CH3 termination on one end and –O–CH2–
CH3 on the other. We used the OCTP module55 to calculate self-
diffusivities and Onsager coefficients. The KBIs Gij in the
thermodynamic limit were estimated by plotting GV

ij against
1/L where L is the radius of the volume and determining the
intercept by extrapolating the linear range of the curve.56 The
nitrogen atom and the middle oxygen atom were chosen as
tracer particles to compute transport properties of the TFSI
anion and PEO chains, respectively. An in-house code was used
to compute ionic conductivity and transport numbers based on the
Nernst–Einstein approximation and the Onsager coefficients.29 The
configurations of the systems were stored every 125 ps for analyzing
the coordination environments. We made three replicas of each
system to analyze the statistical variation of the transport proper-
ties. The replica systems were prepared from different initial
configurations with Packmol. Finite-size effects were evaluated by
studying two systems with concentration r = 0.17 and PEO chain
length of 100 monomers of double size.

The glass transition temperature in some selected systems
was determined by cooling the systems with 5 K temperature
intervals from 288 to 208 K at atmospheric pressure in the NPT
ensemble. Each cooling was performed during 2 million time
steps, and the temperature was then held constant at each
temperature interval for 6 million time steps. The average
density was calculated during the final 2 million time steps of
each isothermal step. The glass transition temperature was
determined from the change of the density as a function of
temperature.57,58 Three replica simulations were performed to
determine averages and standard deviations for each system.

The reported values and uncertainties were estimated by
calculating the mean and standard deviations of the quantities
obtained from the simulations.

4 Results and discussion

The ionic conductivities and ionicities of all systems are pre-
sented in Fig. 1. The Nernst–Einstein approximations are
denoted with superscript NE. n denotes the length of the PEO
chains in number of ethylene oxide units. r denotes the salt
concentration as defined by the number of Li divided by the
number of EO units.

The ionic conductivities of all the systems increase with increas-
ing salt concentration until reaching a maximum around a salt
concentration of r = 0.17, corresponding to a fully saturated system
(EO : Li = 6) where all ether oxygen atoms coordinate Li. Upon
further increasing the salt concentration, the conductivities go
down. The systems with shorter PEO chains, n = 23, display higher
conductivities due to faster chain dynamics, as expected.61–63

The glass transition temperatures of the short-chained systems
appear to be slightly lower than in the long-chained systems,
shown in Table S5 (ESI†), which could partially explain the higher
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conductivity of the short-chained systems, even though the
variation in some systems is substantial. Surprisingly, the ionic
conductivities computed from the Onsager coefficients taking
ion–ion correlations into account are generally higher than the
Nernst–Einstein approximations. This corresponds to ionicities
above one, displayed in Fig. 1b, meaning that ionic correlations
contribute to increasing the conductivity. This is an unexpected
observation which we will discuss later.

Experimental ionic conductivities measured by Lascaud
et al.59 and Pesko et al.10 are shown in Fig. 1a as comparison
with the simulated values. Lascaud et al. used a PEO polymer
with molecular weight Mn, of 3900–4500 g mol�1, which is
closest to the n = 100 system, which contains PEO chains with a
molecular weight of 4420 g mol�1. The experimental values
measured at a temperature of 100 1C are expected to be lower
than the simulated values obtained at 150 1C. However, the
experimental conductivities are higher than the corresponding
simulated values at salt concentrations below r = 0.1. Furthermore,
the experimental values by Lascaud et al. reach a maximum and
start to drop at a lower salt concentration of r = 0.09. At higher salt
concentrations, above r = 0.17, the simulated conductivities are
higher than the experimental values, as expected. The experimental
ionic conductivity measured by Pesko et al. follow the same trend
as the simulated data, except for a local minimum between r = 0.10
and r = 0.18. Despite these discrepancies, there is relatively good
agreement between experimental and computed conductivities,
and it seems that the model captures the overall trend of the ionic
conductivity.

Fig. 2a shows the Li-ion transport numbers computed with
the Nernst–Einstein approximation. The NE Li-ion transport
numbers are quite low, below 0.3 for all salt concentrations
except the highest, and decrease with increasing concentration
until reaching a minimum of around 0.1/0.2 in the saturated

system (r = 0.17). Apparently, the NE Li-ion transport number
increases from r = 0.02 to r = 0.10 for the systems with chain
length n = 100 but the error bars are too large in this range to
conclude that this is the case. There are few ions in the
simulated systems at the lowest concentrations, e.g. only 80
salt pairs at r = 0.02, and this increases the uncertainty due to
limited data. In the super-saturated salt concentration region
above r = 0.17, the NE Li-ion transport numbers increase again
for both chain lengths. The polymer electrolytes composed of
shorter chains display higher Li-ion transport numbers at all
salt concentrations. The simulated NE values in Fig. 2a are
compared to experimental values from a study by Pesko et al.,9

which measured the Li-ion transport number in PEO–LiTFSI
electrolytes using pulsed-field gradient nuclear magnetic reso-
nance (pfg-NMR) probing the self-diffusion coefficients of the
ions. The simulated values for the systems with chain length
n = 100 are converted to steady-state Bruce-Vincent transport
numbers using a recent method by Shao and Zhang,65 and they
are denoted as tSSLiþ in Fig. 2a. These are comparable to experi-
mental values obtained using the steady-state current method
developed by Bruce and Vincent66 from Pesko et al.10 and
Pożyczka et al.8 on PEO–LiTFSI electrolytes. Hence, Fig. 2a
compares data from methods for dilute or ideal electrolytes.
We do not expect the pfg-NMR and steady-state methods to give
equal results, but they are reasonably similar. We observe
relatively good agreement between experimental and simulated
data in Fig. 2a. The overall trend of a low and decreasing Li-ion
transport number reaching a minimum at a salt concentration
of r = 0.17, after which it increases again for higher salt
concentrations, is present in both the experimental and simulated
data. For the highest salt concentration, however, there is a
significant deviation between the simulated data and experimental
data by Pożyczka et al. Also, the steady-state converted simulated

Fig. 1 (a) Ionic conductivity and (b) ionicity of PEO–LiTFSI systems as function of salt concentration and chain length. Experimental ionic conductivities
by Lascaud et al.59 measured at 100 1C and Pesko et al.10 measured at 90 1C are shown for comparison. Ionicity =s/sNE. The experimental ionicity values
are calculated by dividing experimental ionic conductivities measured by electrochemical impedance spectroscopy10,59 by conductivity values calculated
using self-diffusion coefficients (NE approximation) from pulsed-field gradient nuclear magnetic resonance (pfg-NMR) data.9,60
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transport number for the most dilute system deviates from the
experimental data which can be explained by limited data as
mentioned above.

Li-ion transport numbers computed using the Onsager coef-
ficients, taking ion–ion correlations into account, are presented
in Fig. 2b. The Onsager Li-ion transport numbers are quite high,
above 0.3 for all salt concentrations, and increase with increas-
ing salt concentration until a maximum value of above 0.6 in the
most concentrated systems. There is negligible difference
between the systems with short and longer PEO chains. Experi-
mental data for the Li-ion transport numbers using methods for
concentrated electrolytes are shown for comparison in Fig. 2b.
Pesko et al.9 and Edman et al.64 measured the Li-ion transport
number in PEO–LiTFSI electrolytes using two slightly different
methods based on concentrated solution theory, both developed by
Newman and colleagues.10 The experimental data by Edman et al.
deviates significantly when compared to the data by Pesko et al. for
salt concentrations above r = 0.05. The main difference of the
experimental work of Pesko and Edman was the length of the PEO
chains used to prepare electrolytes. In the work by Pesko et al., they
used rather short PEO chains of molecular weight 5 kg mol�1,
while Edman and colleagues used high-molecular weight PEO
with Mw= 5000 kg mol�1. It is not clear why there are such large
differences in the data of Edman and Pesko. The Newman
method gives transport numbers in the solvent velocity refer-
ence frame while the MD simulations produce transport
numbers in the barycentric reference frame. In order to prop-
erly compare the simulated and experimental transport num-
bers in similar reference frames, we converted the computed
barycentric transport numbers to the solvent velocity reference
frame67,68 and these are also displayed in Fig. 2b. Notably,
negative Li-ion transport numbers are observed both in the

experimental data by Pesko et al. and in the simulated data in
the solvent velocity reference frame.

There are significant differences between the rigorously
computed transport numbers, obtained with Onsager coefficients,
and the Nernst–Einstein approximations. This is a strong indica-
tion that ion–ion correlations are important in this system and
that the system behaves far from ideally, particularly at higher salt
concentrations, when r Z 0.1. Both experimental and simulated
data suggest that the Nernst–Einstein approximation is not valid
at higher salt concentrations in this electrolyte system.

Frame of reference

Calculation of transport properties, such as diffusion coeffi-
cients and transport numbers, depends on the frame of refer-
ence. In our simulations, the center of mass of the particles in
the simulation box is used as the frame of reference, i.e. the
barycentric reference frame. All transport numbers and coeffi-
cients in this work are reported in the barycentric frame of
reference unless otherwise specified. The computed Onsager
transport numbers are compared to experimental data by Pesko
et al.10 and Edman et al.64 in Fig. 2b. Both of these studies use
the Newman method for determining transport numbers,
which employ the solvent velocity as the frame of reference.69

A recent study by Mistry et al.70 reported that the solvent is not
static in PEO–LiTFSI polymer electrolytes when a current is
passed through, particularly not at higher salt concentrations.
The driving force for the solvent motion was indicated to be the
diffusion of charged species. By taking the moving electrode/
electrolyte interface as the reference frame instead of the
solvent velocity, they showed that the cations move in the same
direction as the electric current, corresponding to a positive
Li-ion transport number, in contrast to previous studies.9,10

Fig. 2 Computed and experimental transport numbers of PEO–LiTFSI systems as function of salt concentration and PEO chain length. (a) Nernst–
Einstein (NE) and steady-state (SS) converted transport numbers compared to pfg-NMR derived transport numbers9 and experimental steady-state
current transport numbers.8,10 (b) Onsager transport numbers compared to experimental transport numbers from two studies using the Newman
methods.10,64 Onsager transport numbers converted to the solvent velocity reference frame are denoted with superscript 0.
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This shows the importance of the choice of reference frame.
When the solvent is the major component of a mixture, it is
convenient to use it as the reference, but for highly concen-
trated systems it might not be the proper choice. Considering
electrolytes for Li-ion batteries, we are normally interested in
the motion of ions relative to the surface of the electrodes. If
the center of gravity of the electrolyte is shifting relative to the
electrodes during an experiment or practical use, our results
might not be directly applicable to describing the transport
properties of the electrolyte for use in Li-ion batteries.71

Recently, Shao et al.68 investigated the importance of reference
frame in PEO–LiTFSI polymer electrolytes and also presented a
method for transforming transport numbers and Onsager
coefficients between the barycentric and solvent velocity reference
frames. The authors found a reasonable correlation between
experimental and simulated transport numbers after transform-
ing the values to the same reference frame. Our results agree well
with the results of Shao et al.

The analysis and understanding of transport coefficients
and transport of species in multi-component mixtures becomes
difficult if the motion of the reference frame is unknown. This
can be the case for ‘‘internal’’ frames of reference which are
part of the system, such as the barycentric or solvent velocity
reference frames.71 The laboratory frame of reference can be
viewed as an ‘‘external’’ frame of reference which is outside the
system and does not move with respect to an experimental
apparatus containing an electrolyte. Therefore, it is convenient
for analyzing transport during diffusion experiments.72,73 The
volume-fixed frame of reference is equivalent to the laboratory
reference frame when the electrolyte mixture is incompressible,
i.e. when the partial molar volumes are constant as a function of
salt concentration.72,74,75 Hence, we have converted the barycentric
ionic Onsager transport coefficients to the volume-fixed reference
frame to support our barycentric data and these will be presented
in the next section. Various frames of reference and the transfor-
mations between them are further discussed in ref. 27 and 76.

To gain a deeper understanding of the ionic conductivities and
transport numbers, we computed the Onsager coefficients
and self-diffusion coefficients of the components in the systems
and they are presented in Fig. 3. The self-diffusion coefficients are
used to calculate the Nernst–Einstein values, while the Onsager
coefficients are related to the Onsager ionic conductivity and
transport numbers. The self-diffusion coefficients of all compo-
nents in Fig. 3a decrease with increasing salt concentration. This
is in good agreement with several studies11,62,77 which suggest
that the binding of Li-ions to the polymer decreases the polymer
flexibility and increases the viscosity, which decreases the self-
diffusivity of all components. The self-diffusion coefficients of
Li and PEO follow each other quite closely, which is logical
given that Li is coordinated by ether oxygen in PEO. The TFSI
self-diffusion coefficients are significantly higher than the self-
diffusion coefficients of Li and PEO. The simulated self-
diffusion coefficients are compared to experimental data by
Timachova60 measured at 90 1C using pfg-NMR. DLi was mea-
sured on lithium-containing species and DF was measured on
fluorine-containing species. These should be comparable to the
self-diffusion coefficients of Li and TFSI obtained from the
systems with chain length n = 100. The experimental DF is lower
than the simulated DTFSI which is expected considering the
lower temperature in the experiment, but both decrease with
higher salt concentrations. The experimental DLi is a bit higher
than the simulated DLi in the most dilute system, while at the
higher concentrations the simulated values are higher, as
expected. As mentioned, the limited number of ions in the
simulated systems at the lowest concentrations increases the
statistical uncertainty. Additionally, the simulated DLi at r =
0.02 was calculated from the sub-diffusive regime. This could
explain the unexpectedly low value at the lowest concentration.
Apart from the data of the most dilute system, the trend of the
simulated data is in good agreement with the experimental
values. The trend of the simulated DLi in the sub-saturated
region is reflected in the NE Li-ion transport number in Fig. 2a.

Fig. 3 (a) Self-diffusion coefficients, (b) Onsager coefficients in the barycentric reference frame, and (c) Onsager coefficients in the volume-fixed
reference frame as function of salt concentration and chain length. The error in the volume-fixed coefficients was calculated using uncertainty
propagation rules. Experimental self-diffusion coefficients by Timachova.60 The self-diffusion coefficient of Li in the n = 100 system did not fully reach
the diffusive regime at salt concentrations of r = 0.02, 0.05, 0.10. The self-diffusion coefficient of PEO in the n = 100 system did not fully reach the
diffusive regime at salt concentrations of r = 0.02, 0.05, 0.10, 0.33, 0.50. L++ and L+� for the n = 100 and r = 0.02 system were obtained in just one
simulation and therefore have no error bars.
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The barycentric Onsager coefficients in Fig. 3b provide
information on the ionic correlations in the electrolyte systems.
As an example, L�� describes the transport of anions in a chemical
potential gradient of anions. L�� decreases with increasing salt
concentration for the systems with chain length n = 100. The
corresponding trend for the shorter chain systems is not so clear,
particularly for low salt concentrations below r = 0.1 due to the large
error bars. L++ seems to increase until a maximum at the salt
concentration of r = 0.17 and then decrease at higher salt concen-
trations. This means that the Li-ions move more efficiently in a
chemical potential gradient of Li-ions below the super-saturated
concentrations than they do in the absence of such a gradient, as
described by the self-diffusion coefficient. In the super-saturated
region, L++ is higher than L�� which explains why the Onsager Li-
ion transport numbers are above 0.5 in this region. The decreasing
L�� with higher salt concentrations can be explained by consider-
ing the microscopic free volume in the electrolyte. The TFSI anion
is believed to move in the free volume between the polymer chains,
not directly coordinated by the polymer.78 As the density of the
electrolytes increase with increasing salt concentration, the free
volume decreases which results in a reduction of the anion
mobility.64 The density of the systems as function of salt concen-
tration is shown in Fig. S1 (ESI†). Interestingly, L+� is negative at
all concentrations and reaches a minimum at a salt concentration
of r = 0.1–0.2. L++ reaching a maximum and L+� reaching a
negative minimum at the salt concentration r = 0.17 results in
a maximum in the ionic conductivity and ionicity shown in
Fig. 1a and b, respectively. The magnitude of the coupling coeffi-
cient L+� is considerable relative to the main coefficients, L++

and L��, when compared to common carbonate-based battery
electrolytes.33 However, the relation LiiLjj Z Lij

2 holds for all
systems.27 The trend of the ionic conductivity is a consequence
of the balance between the number of free charge carriers
and their mobility, which is tightly coupled to the polymer
segmental motion, as shown in several studies.25,79–81 Shao and
Gudla et al. also found negative L+� values in PEO–LiTFSI
electrolytes in the barycentric frame of reference.68,82 Negative
L+� values mean that the cation–anion correlation contributes
to increasing the ionic conductivity of the system,83 resulting in
ionicities above 1. This is a counter-intuitive result. Firstly, it
indicates that in this model, the TFSI anions bond weakly to the
Li-ions, which we can justify given the bulky size of the TFSI
anion and its highly delocalized charge.3,81 Secondly, the TFSI
anion is known to plasticize the polymer, i.e. increase polymer
flexibility.3 Hartree–Fock calculations have shown that the
energy barrier for rotation about the S–N bonds in TFSI is
comparable to the barriers for rotations of the C–C and C–O
bonds in diglyme.84,85 The corresponding dihedral interactions
describing rotations in TFSI and PEO in the model we used are
of similar magnitude. The plasticizing nature of the TFSI could
thus facilitate and increase the Li-ion diffusion. In addition,
it could increase diffusion of TFSI itself because enhanced
polymer chain flexibility will create more voids for the anion
to move into. The TFSI anion is illustrated in Fig. S2 (ESI†).
Notably, the L+� reaches a negative minimum at a quite high
salt concentration (r = 0.1–0.2). The plasticization effect

apparently increases with increasing salt concentration up to
the saturated system due to the higher number of anions. At
even higher concentrations, the effect is diminished which again
reduces the ionicity. Ionicity values above one are rarely encoun-
tered in the literature, but they are not impossible.79,86,87 The
ionicity as a function of salt concentration calculated from
experimental data for PEO–LiTFSI electrolytes is displayed in
Fig. 1b and Fig. S3 (ESI†), and ionicities above one are evident for
some salt concentrations, see also ref. 87. In electrolyte systems
with shorter chains, e.g. triglyme or tetraglyme and LiTFSI salt,
ionicity values below one have been found.88,89 This suggests a
change of the microscopic transport mechanisms and the sig-
nificance of the cation–anion correlation upon increasing the
chain length from glymes to PEO. It is also worth noting that in
coarse-grained MD simulations of polymer electrolytes with
monomers and ions described as spherical beads, ionicity values
above one have not been observed,80,81 which suggests that
atomic resolution is necessary to detect this phenomenon.

The barycentric Onsager coefficients for the systems with
long PEO chains were converted to the volume-fixed reference
frame using the method explained in ref. 68, 73, 74 and 76, and
these are shown in Fig. 3c. The partial molar volumes of the
components are required to perform the conversion and these
were obtained using Kirkwood–Buff integrals and the expres-
sions of Ruckenstein and Shulgin.90 The trends and values of
the volume-fixed Onsager coefficients are mostly similar as the
barycentric coefficients. Notably, the L+� values are negative
also in the volume-fixed reference frame. The partial molecular
volumes of the neutral components, shown in Fig. S7 (ESI†), do
not change dramatically with concentration which indicates
that the assumption of incompressibility is acceptable. The
volume-fixed Onsager coefficients are thus relevant also in an
external frame of reference which supports our above argument
concerning the barycentric Onsager coefficients. We note that
the Li-ion transport number in the volume-fixed frame of
reference display the same trend as in the barycentric frame
of reference, shown in Fig. 2b.

We cannot avoid mentioning that the above findings contra-
dict much of the literature published on this system which
indicate that Li and TFSI tend to form mobile negatively
charged clusters, e.g. two TFSI connected to one Li.9,10,20,69,91

The two anions then drag the Li-ion away from the cathode
towards the anode during discharge which causes negative Li-
ion transport numbers. The remaining Li-ions not present in
anion-dominated clusters are believed to be rather immobile
compared to the clusters. This behavior does not seem to occur
in our models. The Onsager coefficients involving the solvent
(PEO) are presented in Fig. S4 (ESI†). We calculated the
Maxwell–Stefan coefficients from the Onsager coefficients
using the method developed by Krishna et al.92 and they are
displayed in Fig. S5 (ESI†). Transport properties for some
selected systems were simulated at a reduced temperature of
353 K and these are shown in Table S4 (ESI†). The trends of the
transport coefficients did not change dramatically compared
to the simulations at 423 K, only their magnitudes due to
slower dynamics.
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We analyzed the average static coordination environments
around Li by computing the radial distribution functions and
coordination numbers of Li and ether oxygen and Li and the
central nitrogen of TFSI anions. The resulting plots for the Li-
ether oxygen and Li–TFSI nitrogen coordination are presented in
Fig. S6 (ESI†) and Fig. 4, respectively. More coordination data are
presented in Table S3 (ESI†). Li is coordinated by 5–6 ether oxygen
at salt concentrations up to r = 0.17. The RDFs for Li–TFSI show
little sign of ion pairing closer than 5 Å for the concentrations
lower than r = 0.17. This observation is in line with several
spectroscopic and diffraction studies.7,93–95 At the saturated
concentration, r = 0.17, there is some indication of ion pairing
and at higher concentrations there are clear signs of ion associa-
tion. At the concentration r = 0.50, every Li is coordinated by more
than two TFSI anions on average, meaning that ion clusters form
throughout the material. Consequently, the average coordination
number of ether oxygen is reduced to less than 2.5, as shown in
Fig. S6b (ESI†). The total coordination number of oxygen is
maintained at 5–6 but fluorine contacts are also observed in the

super-saturated systems. Examples of Li coordination environ-
ments during the simulations are displayed in Fig. 5.

To obtain a better understanding of the significance of the
coordination environment, it is necessary to examine the dynamic
nature of the coordination.82 We evaluated the dynamic proper-
ties of the coordination environments of Li by calculating the
residence times of Li-ether oxygen, Li–PEO chain, and Li–TFSI
nitrogen for the different salt concentrations and PEO chain
lengths. The residence time is an estimate of the time that a pair
of two species stay within a certain cutoff distance, as neighbors,
before parting ways. Fig. 6 displays the average residence times.

The residence times of Li-ether oxygen and Li–PEO chain
obviously follow the same trend. The Li-ether oxygen residence
times are generally shorter than the Li–PEO chain residence
times because Li normally moves a distance along a chain before
jumping to the next chain. There is little dependence of chain
length on the Li–ether oxygen residence times but the Li-ions sit
slightly longer with the ether oxygen in the shorter chains than
in the longer chains. The residence times of Li–ether oxygen are
between 30 and 600 ns, indicating strong ion-solvent coordination.
The residence times increase dramatically with increasing salt
concentration until reaching a maximum in the saturated systems
at concentration of r = 0.17. At higher salt concentrations, the
residence times decrease again. As the Li concentration increases
from the most dilute system, more ether oxygen atoms become
coordinated to Li and fewer ether oxygen are uncoordinated/free.
This increases the residence time as it becomes less likely for Li to
find and jump to a free ether oxygen site. In the saturated system,
at r = 0.17, all ether oxygen are in principle occupied and the
residence time reaches a maximum. Li jumps must then occur by
nearly all the Li jumping simultaneously in a collective manner
which is a low-probability event. In the super-saturated systems,
some Li are partly coordinated to anions and they can possibly
move more freely between ether oxygens and PEO chains. This
decreases the average residence time. The Li that only are coordi-
nated to ether oxygen should still exhibit long residence times,
leading us to believe there could be a distribution of residence
times in these systems.

Fig. 4 (a) Radial distribution functions and (b) coordination numbers
of Li and TFSI nitrogen for the different salt concentrations with chain
length n = 100.

Fig. 5 Snapshots of Li coordination environments obtained with Ovito.96

(a) Li coordinated by six ether oxygen, r = 0.17. (b) Li coordinated by five
ether oxygen, r = 0.17. (c) Li coordinated by three ether oxygen and three
oxygen from two TFSI anions, r = 0.33. (d) Li coordinated by oxygen from
three TFSI anions, r = 0.50. Colors: carbon is grey, oxygen is red, hydrogen
is white, sulphur is yellow, nitrogen is blue, fluorine is green and lithium
is purple.

Fig. 6 Estimated average residence times for (a) Li-ether oxygen and Li–
PEO chain and (b) Li–TFSI as function of salt concentration and chain
length. Note logarithmic scale on the y axis. Note that some of the
calculated residence times, particularly of Li–PEO chain, are much longer
than the total simulation time. They might be more uncertain than
reflected in the standard deviations (error bars), but we believe that the
main trend of the data should hold.
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To investigate this, we calculated the distribution of the pair
lifetime correlation function for some selected systems at
selected time intervals. The results for the system with longer
PEO chains and the highest salt concentration are presented as
violin plots in Fig. 7. Mean and extreme values are indicated in
the violin plots. The mean values correspond to the pair
lifetime correlation used to calculate average residence times
in Fig. 6. The maximum and minimum values correspond to the
individual pairs of Li–ether oxygen, Li–PEO chain, or Li–TFSI
that exhibit the longest and shortest neighbor times, respec-
tively. Wide pair lifetime correlation function distributions are
observed for Li–ether oxygen and Li–PEO chain in the super-
saturated system r = 0.50, supporting our hypothesis that some
Li move quickly between ether oxygen atoms and PEO chains
while others stay at the same site for much longer times. The
bimodal distributions of Li–PEO chain indicates that some Li are
coordinated to the same chain during the entire simulation time
while others jump between chains more frequently. We also
observe wide distributions in the other systems, particularly
those close to the saturated concentration of r = 0.17, presented
in Fig. S8 and S9 (ESI†). Even if the average Li–ether oxygen and
Li–PEO chain residence time at the salt concentrations r = 0.05
and r = 0.33/0.50 are quite similar, the distributions are wider in
the super-saturated systems than the sub-saturated system. This
is an indication that the Li are changing coordination by
different mechanisms in the different systems. We calculated
the average number of anions coordinated to the Li exhibiting
the longest and shortest Li–ether oxygen and Li–PEO chain
residence times in Fig. 7. Details of the calculation are given in
the ESI.† The Li displaying weaker correlation to ether oxygen
and PEO chain, i.e. shorter residence times, were on average
coordinated to more anions than the Li displaying stronger
correlation to ether oxygen and PEO chain, i.e. longer residence
times. Furthermore, the Li with shorter residence times (coordi-
nated by more anions) moved faster and further than the Li with
longer residence times (coordinated by fewer anions) in the most
concentrated systems, see Table S8 (ESI†). This observation
suggests that the Li–TFSI interaction facilitates Li jumps

between ether oxygen and between PEO chains, which is in line
with the negative L+� in Fig. 3, meaning that the Li–TFSI
correlation contributes to enhancing the Li transport and hence
the ionic conductivity. Shen and Hall also hypothesized that the
cation–anion interactions could increase diffusion in polymer
electrolytes in specific situations.80 The finding is however in
contrast to the study by Molinari et al.20 in which Li coordinated
to more anions exhibited lower mobility. The systems with
concentrations lower than r = 0.33 exhibit smaller differences
with respect to anion coordination of the Li that are stronger and
weaker correlated to ether oxygens and PEO chains, likely due to
the generally low anion coordination numbers in these systems.
The results are summarized in Tables S7–S9 (ESI†). The above
analysis shows that the average residence time can hide inter-
esting information about the distribution of pair lifetimes and
generally about the dynamics of a system.

Notably, the systems with the longest residence time of Li to
ether oxygen and PEO chain, at concentration r = 0.17, are also
the systems with the highest ionic conductivity, see Fig. 1.
A substantial contribution of the Li transport must then come
from vehicular diffusion with the PEO chains. In fact, vehicular
diffusion represents a significant part of the Li transport in all
the systems, in agreement with previous studies.61,81 The root-
mean-square diffusion length of Li between each change of
ether oxygen coordination can be estimated using the Einstein–
Smoluchowski equation:12

lLi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6DLitLi�etherO

p
; (15)

where DLi is the self-diffusion coefficient of Li and tLi–etherO is
the average residence time of Li and ether oxygen. The mean
diffusion length of Li between changing ether oxygen coordina-
tion is presented in Fig. S11 (ESI†). Longer mean diffusion
lengths indicate that vehicular diffusion dominates the trans-
port. As shown in Fig. S11 (ESI†), vehicular diffusion becomes
more important with increasing salt concentration from the
dilute systems to the saturated system. The drastic reduction of
mean diffusion length in the super-saturated systems is due to
significantly slower dynamics and a shift from vehicular to

Fig. 7 Distribution of pair lifetime correlation functions at selected time intervals for (a) Li–ether oxygen, (b) Li–PEO chain, and (c) Li–TFSI for the system
with chain length n = 100 and salt concentration r = 0.5. Mean and extreme values are marked in the violin plots.
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structural diffusion. The Einstein–Smoluchowski equation is
based on the three-dimensional random walk which might not
be correct at all concentrations in these systems. However, the
trend of the data appears plausible.

The residence times of Li and TFSI as function of salt
concentration and PEO chain length are shown in Fig. 6b. For
the most dilute systems, the residence times are very short, below
20 ps, indicative of very limited ion pairing. Upon increasing the
concentration from r = 0.10 to 0.33, the residence time increases
by about two orders of magnitude. At the highest concentrations,
r = 0.33 and 0.50, Li–TFSI pairs are present and relatively long-
lived, with a residence time on the order of 10 ns. During this time
period, Li and TFSI acts as an electroneutral unit which does not
carry electric charge. Combined with the decline of absolute
values of the Onsager coefficients at the highest concentrations,
this results in a decrease of ionic conductivity in the super-
saturated regime, seen in Fig. 1a. From Fig. 7c we observe that
some Li–TFSI pairs are stronger correlated, i.e. longer-lived, than
the average and they will contribute more to reducing the ionic
conductivity. The residence time at the concentration r = 0.17 is
about 0.1–0.2 ns, too short to significantly influence the ionic
conductivity.

The thermodynamic factor of the systems with chain length
n = 100 calculated according to eqn (14) are presented in Fig. 8.
A thermodynamic factor of one indicates an ideal mixture, and
values away from one indicate non-ideality. Upon extrapolation to
the dilute limit, r = 0, the thermodynamic factor approaches one
as expected. The system becomes more non-ideal with increasing
concentration, reaching a maximum in the saturated system, at
r = 0.17. The thermodynamic factor is reduced to below one in the
super-saturated systems indicating a change of the structure and
interactions between the species, which corresponds to our pre-
vious discussions on the super-saturated systems. The data sup-
port our previous statement that PEO–LiTFSI electrolytes are

generally non-ideal systems, even at quite low salt concentrations,
most likely due to strong ion–ion correlations. The thermody-
namic factor has been measured experimentally and calculated
previously using simulations.25,91,97 Our results agree reasonably
well with the experimental data, also presented in Fig. 8, except
for the highest concentrations where experimental data is lacking.

Deviations between experimental and simulated data

The deviation between the simulated ionic conductivity and
experimental values warrants some discussion. In the simula-
tions, the system with concentration r = 0.17 exhibits the
highest ionic conductivity, while the experimental data suggest
that the ionic conductivity is lower at this concentration than at
r = 0.1. Obviously, there are substantial differences between
simulations and experiments. Measuring ionic conductivity
experimentally is usually done by performing electrochemical
impedance spectroscopy on a sample of the electrolyte sand-
wiched between two blocking electrodes. Hence, interface
effects might play a role. In our simulations, the systems are
infinite with no interfaces. Furthermore, impurities and defects
present in all real materials can influence experimental results,
but are non-existent in the simulated systems. The fully satu-
rated system where all ether oxygen are coordinated to Li is
possibly a fragile system where local super-saturation and ion
clustering might easily occur to create inhomogeneities, for
example at interfaces.98 This could explain the discrepancy
between the simulated and experimental values. Additionally,
it is possible that our charge-scaled non-polarizable model
underestimates the degree of Li–TFSI ion pairing at the satu-
rated concentration,93 r = 0.17, which could result in too high
ionic conductivity. Another possible explanation is finite-size
effects, as the ionic conductivity at r = 0.17 was lower in a
system of double size. The finite-size effects are presented in
Table S2 (ESI†).

Li-ions acting as transient crosslinks between different PEO
chains can reduce the polymer flexibility and decrease ionic
conductivity.62,77 The majority of Li-ions in our models are
coordinated to just one PEO chain (Table S3, ESI†), limiting this
effect. Several studies indicate that Li-ions prefer to coordinate to
two PEO chains if possible.11,18,99 Any lack of transient cross-
linking in our systems compared to real-world electrolyte might
cause the ionic conductivity to be artificially high. However, we
believe this should not influence the main findings of the work.

Even though much work has been done to develop polymer
electrolytes with improved transport properties, PEO–LiTFSI still
exhibits some of the highest total and Li+ partial conductivities of
all polymer electrolytes.100 We have proposed that the molecular
character of the TFSI anion is important in PEO-based electrolytes
and facilitates the transport of Li+ by improving polymer seg-
mental mobility. The LiTFSI salt reduces the crystallinity of neat
PEO, making it more amorphous and increasing the chain flex-
ibility. Electronic structure calculations suggest that the rotational
flexibility around the S–N bonds is the main cause for this special
behavior.84,85 However, the size, shape and chemical character of
TFSI could also contribute to breaking the crystalline domains of
PEO and enhancing its flexibility. Compared to many anions, TFSI

Fig. 8 Thermodynamic factor, G, of PEO–LiTFSI as function of salt
concentration in the systems with chain length n = 100. Experimental
values by Villaluenga et al.25,91
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clearly has unique properties and interact with PEO in a
favorable way.3 Nonetheless, other anions could potentially
improve the transport properties of PEO-based electrolytes even
further. Alternative polymer host materials with different
chemical character than PEO could also potentially benefit
from using salts with other anions than TFSI.100 The cation–
polymer interaction and coordination has been thoroughly
studied in many polymer electrolytes.101,102 We believe that a
deeper understanding of the cation–anion and anion–polymer
interactions are also useful for the development of next-
generation polymer electrolytes and more effort should be
directed towards engineering and developing new anions.

5 Conclusion

In this work, we have computed charge transport properties
of PEO–LiTFSI polymer electrolytes, i.e. ionic conductivity and
transport numbers, by equilibrium MD simulations. The
results are comparable to experimental data, indicating that
our models describe the real systems well. The values obtained
using the NE approximation and Onsager coefficients and the
significant differences between the results from the two methods
suggest that the systems are non-ideal, which is further sup-
ported by our computation of thermodynamic factors. Therefore,
we believe that determination of Onsager coefficients is neces-
sary to understand the transport properties of these systems.
Notably, negative L+� values mean that Li and TFSI are antic-
orrelated, i.e. that their correlation contributes to increasing the
ionic conductivity. This results in ionicity values above one, so-
called superionicity. We attribute this effect to the rotational
flexibility of the TFSI anion which plasticizes the PEO chains,
facilitating Li transport. We observe that the Onsager coefficients
L+� and L++ reach absolute maxima at salt concentrations
between r = 0.10 and r = 0.17, corresponding to maximum ionic
conductivity and ionicity. The self-diffusivities, on the other
hand, decrease monotonically with increasing salt concen-
tration. Onsager coefficients converted to the volume-fixed refer-
ence frame agree well with the barycentric values obtained
from simulations. The sum of the partial molar volumes of
the components does not change much with increasing salt
concentration, meaning that the volume-fixed frame of reference
can be related to an external reference frame; the laboratory
frame of reference. Both the volume-fixed and the barycentric
frames of reference apparently move little relative to an external
reference frame which simplifies the analysis of the Onsager
transport coefficients. The absolute value of the coupling coeffi-
cient L+� is remarkably large compared to the main coefficients,
meaning that the cation–anion coupling is important in these
electrolytes. The static and dynamic properties of the Li coordi-
nation environments were studied to understand the transport
mechanisms of Li-ions. Very limited Li–TFSI ion pairing is
observed for salt concentrations lower than r = 0.17. At the
saturated concentration, r = 0.17, some Li–TFSI ion-pairing is
observed but the residence time is too short to significantly
influence the ionic conductivity. In the super-saturated systems,

relatively long-lived ion-clusters are present throughout the
material. The residence times of Li–ether oxygen and Li–PEO
chains vary considerably with salt concentration, and are indeed
very long at the saturated concentration, indicating that vehicular
diffusion dominates the transport of Li. We observe a dramatic
reduction of these residence times in the super-saturated systems,
suggesting a change from vehicular to structural diffusion. The
distribution of residence times provides more information on the
variation of the dynamic properties of the Li environments.
Bimodal distributions suggest that some Li quickly change coor-
dination while others stay at the same site for longer times. The
Li that display faster intrachain (Li–ether oxygen) and interchain
(Li–PEO chain) jumps in the super-saturated systems are coordi-
nated to more anions than the Li that are more strongly correlated
to the coordination sites. This finding agrees well with the
observation of negative L+� values. We believe this implies that
the TFSI anions facilitate Li jumps and Li transport, enhancing
Li-ion conduction and the Li-ion transport number. Generally, we
believe the anion is important for the transport properties of
polymer electrolytes and a better understanding of its role in the
charge transport is necessary.

The discrepancies that we observe between simulated and
experimental data are discussed. Simulations and experiments
are unavoidably fundamentally different and direct comparison
between their results warrants caution and understanding of
the inherent differences. One example is the frame of reference
used to determine transport numbers, which is often different
in experiments and in simulations. Nonetheless, we do believe
our results are representative of real PEO–LiTFSI polymer
electrolytes for use in Li-ion batteries and that the results will
contribute to improved understanding of this fascinating class
of materials.
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Table S1: Number of salt molecules and salt concentration of simulated systems

n r = Li:EO No of salt molecules Molar concentration (mol L−1)

23 0.02 80 0.42
23 0.05 200 0.95
23 0.10 400 1.66
23 0.17 666 2.36
23 0.33 1332 3.51
23 0.50 1998 4.17

100 0.02 80 0.43
100 0.05 200 0.98
100 0.10 400 1.70
100 0.17 666 2.40
100 0.33 1332 3.56
100 0.50 1998 4.23

Finite-size effects

Finite-size effects were evaluated by studying two systems with concentration r = 0.17 and

PEO chain length of 100 monomers of double size. The ionic conductivity and ionicity

S1
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are lower in the bigger system compared to the normal system size. The Li-ion transport

numbers are similar. The results are summarized in Table S2.

Table S2: Finite-size effects of transport properties in system with concentration r = 0.17
and PEO chain length of n = 100

System size σ (mScm−1) σNE (mScm−1) tLi+ tNE
Li+

Ionicity

Normal size 3.49 2.21 0.52 0.078 1.58
Double size 2.73 2.10 0.52 0.063 1.30

Coordination data

Table S3: Fraction of free Li-ions (not coordinated by anions). Fraction of Li-ions coordinated
to number of anions. Fraction of Li-ions coordinated to number of PEO chains

n r = Li:EO Free-Li ions 1 anion 2 anions ≥3 anions 0 chains 1 chain 2 chains

23 0.02 0.99 0.01 0 0 0 0.96 0.04
23 0.05 0.99 0.01 0 0 0 0.97 0.03
23 0.10 0.98 0.02 0 0 0 0.98 0.02
23 0.17 0.91 0.09 0 0 0 0.99 0.01
23 0.33 0.25 0.27 0.22 0.26 0.23 0.77 0
23 0.50 0.14 0.17 0.20 0.49 0.44 0.56 0

100 0.02 0.99 0.01 0 0 0 0.96 0.04
100 0.05 0.99 0.01 0 0 0 0.98 0.02
100 0.10 0.98 0.02 0 0 0 0.99 0.01
100 0.17 0.91 0.09 0 0 0 0.99 0.01
100 0.33 0.25 0.24 0.24 0.27 0.22 0.78 0
100 0.50 0.14 0.16 0.21 0.49 0.43 0.57 0
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Transport properties at 353 K

Table S4: Transport properties of systems with chain length n = 100 at 353K. Average
values from two simulations are provided.

r L++ L−− L+− σ σNE tLi+ tNE
Li+

Ionicity
(m2 s−1) (m2 s−1) (m2 s−1) (mScm−1) (mScm−1) (-) (-) (-)

0.10 1.5× 10−13 2.2× 10−13 −1.5× 10−13 0.25 0.25 0.47 0.38 1.00
0.17 2.5× 10−13 2.5× 10−13 −2.3× 10−13 0.37 0.24 0.51 0.15 1.53
0.33 8.4× 10−14 3.0× 10−14 −3.6× 10−14 0.056 0.029 0.73 0.32 1.95

Glass transition temperature

Table S5: Glass transition temperatures (Tg) of selected polymer electrolyte systems de-
termined from simulations. Average values and standard deviation from three parallels are
provided.

n r = Li:EO Tg (°C)

23 0.10 −26.6± 0.8
23 0.17 −22.0± 12.1
23 0.33 −21.1± 11.7
100 0.10 −17.7± 3.9
100 0.17 −24.0± 5.1
100 0.33 −10.2± 7.7
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Table S6: Cutoff distances used to compute residence times for the different systems

n r = Li:EO Li-ether O cutoff (Å) Li-TFSI N cutoff (Å)

23 0.02 3.68 5.00
23 0.05 3.66 5.00
23 0.10 3.71 5.00
23 0.17 3.71 5.00
23 0.33 3.60 5.42
23 0.50 3.62 5.47

100 0.02 3.66 5.00
100 0.05 3.66 5.00
100 0.10 3.69 5.00
100 0.17 3.71 5.00
100 0.33 3.60 5.42
100 0.50 3.62 5.47
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Figure S1: Density of systems as function of salt concentration.
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Figure S2: MD snapshot of TFSI anion. Fluorine is green, carbon is grey, sulphur is yellow,
oxygen is red, nitrogen is blue.
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Figure S3: (a) Experimental ionic conductivity and (b) ionicity calculated from the data in
(a) as function of salt concentration. The data labelled Pesko (90 °C), NE was calculated
using the Nernst-Einstein approximation for ionic conductivity and the self-diffusion coef-
ficients of Li and F species measured by Pesko and Timachova et al. using pfg-NMR1,2.
The other experimental data was measured using electrochemical impedance spectroscopy
(EIS)3,4. The ionicities in (b) were calculated by dividing the EIS data by the NE data. The
ionicity of the Lascaud data was calculated by fitting a polynomial function to the data and
dividing by the NE values of the same concentrations.
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Figure S4: Onsager coefficients involving the solvent (PEO) as a function of salt concentra-
tion, denoted as 0 in the plot. These coefficients are dependent on the coefficients presented
in the main part. Note that several of the L00 values did not reach the diffusive regime.
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Figure S5: Maxwell-Stefan coefficients as a function of salt concentration. The solvent (PEO)
is denoted as 0 in the plot.
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Figure S8: Distribution of the pair lifetime correlation functions at selected time intervals
for (a) Li-ether oxygen, (b) Li-PEO chain, and (c) Li-TFSI for the systems with chain length
n = 100. Salt concentrations are written in the rightmost plots. Mean and extreme values
are marked in the violin plots.
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Figure S9: Distribution of the pair lifetime correlation functions at selected time intervals
for (a) Li-ether oxygen, (b) Li-PEO chain, and (c) Li-TFSI for the systems with chain length
n = 100. Salt concentrations are written in the rightmost plots. Mean and extreme values
are marked in the violin plots.
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Average number of anions coordinated to Li

The Li displaying strongest and weakest correlation to ether oxygen was determined from

the distribution plots of the residence time in Figure S8 and S9. The upper and lower parts

of the distributions, corresponding to the Li with stronger and weaker correlations, were

determined manually to obtain enough data points.

Table S7: Average number of anions coordinated to Li strongly and weakly correlated to
ether oxygen. Upper/lower fractions indicate the part of the distribution used to calculate
anion coordination. 0 denotes the minimum and 1 denotes the maximum of the distribution

n r = Li:EO Upper fraction Lower fraction Average no of anions coordinated

100 0.02 0.6 to 1 - <0.01
100 0.02 - 0 to 0.1 0.01
100 0.05 0.7 to 1 - 0.01
100 0.05 - 0 to 0.1 0.01
100 0.10 0.8 to 1 - 0.02
100 0.10 - 0 to 0.1 0.02
100 0.17 0.9 to 1 - 0.10
100 0.17 - 0 to 0.2 0.11
100 0.33 0.6 to 1 - 0.91
100 0.33 - 0 to 0.03 2.10
100 0.50 0.6 to 1 - 0.96
100 0.50 - 0 to 0.03 3.05

Examples of the parts of the distributions used to calculate the average anion coordination

number are shown in Figure S10. We used the distribution at the longest time interval to

calculate the anion coordination above, and mean squared displacement (MSD) and self-

diffusion coefficients below.

Table S8: Mean squared displacement (MSD) and estimated self-diffusion coefficients of Li
strongly and weakly correlated to ether oxygen in the two most concentrated systems

n r = Li:EO Fraction MSD (Å2) Self-diffusion coefficient (10−11m2 s−1)

100 0.33 0.6 to 1 135 0.382 (not diffusive)
100 0.33 0 to 0.03 242 0.573 (not diffusive)
100 0.50 0.6 to 1 88 0.142 (not diffusive)
100 0.50 0 to 0.03 213 0.438 (not diffusive)
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Table S9: Average number of anions coordinated to Li strongly and weakly correlated to
PEO chains. Upper/lower fractions indicate the part of the distribution used to calculate
anion coordination. 0 denotes the minimum and 1 denotes the maximum of the distribution

n r = Li:EO Upper fraction Lower fraction Average no of anions coordinated

100 0.02 0.8 to 1 - <0.01
100 0.02 - 0 to 0.2 <0.01
100 0.05 0.8 to 1 - 0.01
100 0.05 - 0 to 0.3 0.01
100 0.10 0.8 to 1 - 0.02
100 0.10 - 0 to 0.4 0.02
100 0.17 0.55 to 1 - <0.01
100 0.17 - 0 to 0.4 0.11
100 0.33 0.7 to 1 - 1.11
100 0.33 - 0 to 0.3 2.35
100 0.50 0.6 to 1 - 1.27
100 0.50 - 0 to 0.3 3.29
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Figure S10: Example distribution plots showing the parts used to calculate average anion
coordination number. The upper and lower fractions are marked. Salt concentrations are
indicated in the plots.
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ABSTRACT

Transport properties are essential for the understanding and modeling of electrochemical cells, in particular complex systems like lithium-
ion batteries. In this study, we demonstrate how a certain degree of freedom in the choice of variables allows us to efficiently determine
a complete set of transport properties. We apply the entropy production invariance condition to different sets of electrolyte variables and
obtain a general set of formulas. We demonstrate the application of these formulas to an electrolyte typical for lithium-ion batteries, 1M
lithium hexafluoro-phosphate in a 1:1 wt. % mixture of ethylene and diethyl carbonates. While simplifications can be introduced, they provide
inadequate predictions of conductivity and transport numbers, and we argue that a full matrix of Onsager coefficients is needed for adequate
property predictions. Our findings highlight the importance of a complete set of transport coefficients for accurate modeling of complex
electrochemical systems and the need for careful consideration of the choice of variables used to determine these properties.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0158623

I. INTRODUCTION

Many central books in electrochemistry, e.g., Ref. 1, contain
models for the transport of ions in an electrolyte. Models can also
be found in books on irreversible thermodynamics,2–4 and they are
listed in Handbooks (cf. Ref. 5). In this work, we present a prac-
tical procedure, based on existing methods, to find general models
for the transport of ions and solvents. Our goal is to provide useful
procedures for modeling ion and solvent transport in different elec-
trolyte systems for researchers and practitioners in electrochemistry.
To demonstrate the procedures, we shall create a general transport
model for the lithium-ion battery electrolyte.

Let us first recapitulate the main idea of the simplest model
used to describe electrolyte transport with the example of a monova-
lent electrolyte. It is assumed that the two ions move independently
of each other. The assumption means that the conductivity, κ, is a
sum of the single contributions of the positive and negative ions.

The mobility u+ (u−) of the cation (anion) is defined as the absolute
velocity of the ion in a unit electric field (dimension m2 V−1 s−1).
For a fully dissociated monovalent electrolyte in water, the
conductivity is

κ = Fc(u+ + u−). (1)

Here F is Faraday’s constant, and c is the electrolyte concentra-
tion (dimension mol m−3). The conductivity, κ, has a dimension
Ω−1 m−1. The dimensionless ion transport numbers are accordingly

τ+ = u+
u+ + u− ,

τ− = u−
u+ + u− ,

(2)
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where τi is the transport number of ion i, defined as the fraction
of the electric current carried by i. These expressions result in the
diffusion coefficient, D, of the salt in a dilute (ideal) solution,2,6

D = 2RT
F

u+u−
u+ + u− . (3)

The dimension of D is m2/s. Here, R is the gas constant, and T is the
temperature in Kelvin. These equations have been used in numerous
applications.

Cation–anion and ion–solvent coupling may, however, be
significant, especially when the electrolyte solution is concen-
trated. The fluctuation-dissipation theorems (FDT), or Green–Kubo
relations,7–11 are then helpful. These relations take component-self
as well as component-component interactions into account. The
FDT constitute an essential part of nonequilibrium thermodynamics
(NET)—they can be viewed as expressions of Onsager’s regres-
sion hypothesis.12 The expressions reflect the underlying symmetry
implied by the time-reversal invariance of the processes at the par-
ticle level. The FDT offers a direct way to systematically extend the
simple model of Eqs. (1)–(3), as ion–ion as well as solvent–ion inter-
actions are included. Much work has thus been performed using
FDT, particularly on diffusion in isothermal multi-component mix-
tures (see, e.g., Ref. 13). Work on thermal coupling effects is still
scarce, however.

In an extended model,2,6,14 the electric conductivity in Eq. (1)
changes into

κ = F2(L++ − L+− − L−+ + L−−), (4)

where Lij is an Onsager coefficient (to be defined below). Superscript
ij refers to the interaction of ions i and j, and Eq. (4) includes cou-
pling between the two ions. The model of independent movement of
cations and anions in Eq. (1) is recovered by neglecting cation–anion
interactions, L+− = L−+ = 0, and setting Lii = cui/F. Introducing
self-diffusion coefficients, Di,self = uiRT/F, while still neglecting
cation–anion interactions, the electric conductivity becomes

κ = F2(c+D+,self + c−D−,self)/RT. (5)

The different formulas for κ have been shown to give very dif-
ferent results when compared to experimental results.15,16 More
sophisticated models are, therefore, of interest.11

In this work, we shall use the fact that the entropy produc-
tion of the electrolyte is invariant to changes in the variable sets
used to describe it and to the choice of frame of reference for the
fluxes.17 We shall find a set of rules that derive from this, connect-
ing in a systematic way the transport properties of different variable
sets. The purpose is to present practical procedures for the deter-
mination of two coefficient sets: The first set relates better to the
electrolyte structure, while the second set addresses the measure-
ment situation better. It is well known that a change in the frame
of reference of fluxes creates a link between coefficient sets (see, e.g.,
Ref. 6). Here, we shall see that certain links also appear between dif-
ferent sets of electrolyte variables. These links can be combined with
FDT to find transport properties in a systematic manner. By exploit-
ing these links, or rules, as we shall call them, we hope to add deeper
insight into the processes in a typical electrolyte and set the stage for
modeling profiles in intensive and other variables across the elec-

FIG. 1. Snapshot of the lithium battery electrolyte mixture consisting of the
components shown in Fig. 2. The lithium-ions are colored yellow, the hexaflu-
orophosphate ions are blue/green, the carbon atoms are gray, and the oxygen
atoms are red. Hydrogen atoms are not shown. The carbonates shield lithium-ions,
but a tendency to cluster positive and negative ions can also be seen.

trolyte. As an example to illustrate the theoretical elaborations, we
have chosen an important lithium-ion battery electrolyte.

The typical electrolyte consists of 1M of a lithium salt, here
lithium hexafluorophosphate, and two solvent molecules, here ethy-
lene carbonate and diethyl carbonate, in a weight ratio of 1:1%18 in
most cases. We will later in this paper present results from molecular
dynamics simulations of this electrolyte, but a simulation snapshot
of the complicated mixture is shown already in Fig. 1. As others
have also observed, there is a tendency toward solvent-separated
ion pairing.19,20 Clearly, there are interactions of several sorts in the
electrolyte.

Common acronyms for the carbonates are EC (ethylene car-
bonate) and DEC (diethyl carbonate) respectively, and we shall also
use these. When used in subscripts, however, we shall shorten their
names further to E and D. The salt as a component is denoted by
L only to be distinguished from the single ions Li+ and PF−6 . The
components of the electrolyte are illustrated in Fig. 2. We see that
DEC is larger than EC. Both molecules have polar carbonate groups

FIG. 2. Constituents of a typical lithium-ion battery electrolyte. The yellow lithium-
ion to the left has the blue–green hexafluorophosphate ion as a counterion. The
solvents are ethylene carbonate (EC) and diethyl carbonate (DEC). The carbonate
group occupies the center of DEC. It is more exposed in the EC.
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with one oxygen pointing out. The carbonates play different roles in
the shielding of the lithium-ion. It is shielded by about three DEC
molecules in this snapshot, and a relatively large distance between
the cation and the anion is noticeable. At the same time, we also see
tendencies toward clustering of the two ions.

There is a certain degree of freedom in the choice of variables
that can be used to describe the electrolyte, and we consider two
different variable sets for our purpose. The first set uses ions and
neutral molecules mixed together. The components are Li+, PF−6 ,
EC, and DEC. The other set has only electroneutral components,
namely components L, EC, and DEC.17 The first set is more com-
mon. It connects more directly to the structure of the electrolyte and
is suitable for use with FDT. The second set contains the indepen-
dent components according to the phase rule.21 This set is better
connected to possible measurements, as their operational definitions
demonstrate. We refer to the formulas derived for these two sets as
the mixed component scenario and the neutral component scenario,
respectively.

It is well known that mass transfer limitations and subsequent
polarization can occur in the battery electrolyte.16,22–25 Therefore,
precise knowledge of coefficients for the transport of mass, charge,
and heat is central to battery modeling. This work aims to demon-
strate how we can find useful transport coefficients in a practical
way using specific invariance criteria (rules). The procedure will be
illustrated with data for the isothermal electrolyte. The principles are
general in that the procedures should apply to other electrochemical
systems, such as batteries or electrolysis cells. Nonisothermal results
are presently unavailable from FDT; however,26 we shall indicate
how they can be included.

II. THEORETICAL BASIS
A. Entropy production in mixed and neutral
component scenarios

We assume some familiarity with the theory of NET, the basis
of our derivations. For more explanations, see Refs. 6 and 12. We
repeat only the basic assumptions as follows:

● The theory of NET assumes that the system obeys local
equilibrium, meaning that the Gibbs equation (the internal
energy written as a total differential of the relevant exten-
sive variables) applies locally to any volume element, even
though the total system is not in global equilibrium.● The balance laws for mass, energy, and momentum are writ-
ten for the independent variables of interest and included in
Gibbs’ equation.● The entropy production and the entropy flux are identified
by comparing the result to the entropy balance.● The linear laws of transport follow from the entropy
production for any volume element in the system.● The fluxes are related to the forces by a set of Onsager coef-
ficients. The linear laws can be used to find the transport
coefficients, but they can equally well be found from FDT,
which is an integral part of NET.● The entropy production is absolute, but there is a degree
of freedom in the choice of variables used to describe it. In
addition, the chosen set of fluxes depends on the frame of
reference used in their determination.

● The NET theory, which originates from Onsager, assumes
that particle fluctuations obey the regression hypothesis or,
in essence, FDT. Onsager used microscopic reversibility to
show that the matrix of coefficients, relating the fluxes to all
forces, was symmetric.6,12

These premises have been shown to hold up exceptionally well.
The assumption of local equilibrium was recently proven valid for
shock waves.27 The assumption can be formulated for reactions
using mesoscopic variables.28,29

Electrochemical cells are heterogeneous, so a full system anal-
ysis starts by finding the entropy production of three bulk systems
and two electrode interfaces. The bulk systems are the bulk of the
electrodes and the bulk electrolyte. Kjelstrup and her co-workers
showed how to integrate across the system.6,17 Flux-force relations
are obtained for each part. Electrolyte boundary conditions were
given by the processes at the electrode surfaces.

Consider the electrolyte of a lithium battery in a cell with metal
lithium electrodes. The electrolyte was pictured in Fig. 1. In the
mixed component scenario (properties have a superscript C), there
are four component fluxes in addition to the heat flux. The electric
current is a dependent variable. In the neutral component scenario
(properties have a superscript N), there are three component fluxes
and one variable electric current. Its value is measured (and con-
trolled) in the external circuit.21 In addition, there is a heat flux. In
both cases, there are five contributions to the entropy production of
the electrolyte. These descriptions are equivalent in the sense that
they give the same entropy production.

Here, we shall take advantage of this invariance of entropy
production and examine the rules that bind the particular sets of
coefficients together. We apply the condition to the two scenarios
mentioned because one is practical for computational reasons (the
mixed component scenario) and the other is suited to decompose
experimental data (the neutral component scenario). There are rules
connecting the sets of coefficients, which can help create models for
transport coefficients.

In the mixed component scenario, the entropy production,
σ, is6

σ = J′Cq ∇ 1
T
− JB

Li+
1
T
∇μ̃Li+ ,T − JB

PF−6
1
T
∇μ̃PF−6 ,T

− JB
D

1
T
∇μD,T − JB

E
1
T
∇μE,T. (6)

Table VI in Appendix A contains an overview of the quantities used,
their symbols and their dimensions. The heat flux in this scenario
is J′Cq (dimension J m−2 s−1), with conjugate force ∇(1/T). Com-
ponent fluxes, indicated with subscripts Li+ and PF−6 , have as a
driving force the negative electrochemical potential gradient divided
by the temperature, i.e., −∇μ̃Li+ ,T/T and −∇μ̃PF−6 ,T/T,2,3,21 where the
electrochemical potential for ion i is defined by30

μ̃i ≡ μi + ziFψ. (7)

Here, zi is the charge number of ion i, μi its chemical potential, and
ψ is the Maxwell or electrostatic potential. The electrochemical
potential gradients in Eq. (6) are all evaluated at a constant tempera-
ture. Superscript B indicates from now on that the barycentric frame
of reference is used for the mixed component scenario. This choice
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is natural when we want to use molecular dynamics simulations to
provide the set of Onsager coefficients that belong to Eq. (6). Fong
et al.11 derived the same entropy production using a different set of
premises.

In the neutral component scenario,3,21 the five independent
contributions to σ are

σ = J′Nq ∇ 1
T
− JB

L
1
T
∇μL,T − JB

D
1
T
∇μD,T − JB

E
1
T
∇μE,T − j

1
T
∇φ. (8)

The electric current density, j, (in A/m2) is the flux conjugate to−∇φ/T, where∇φ is the electric potential gradient that we can mea-
sure with lithium-reversible electrodes (not to be confused with the
Maxwell potential gradient). The heat flux in the neutral component
scenario, J′Nq , is measurable and has, as the conjugate driving force,
the gradient of the inverse temperature 1/T. The driving force for
components L, DEC, and EC, respectively, is the negative chemical
potential gradient divided by the temperature, evaluated at constant
temperature.

The measurable heat flux J′Nq is defined as the energy flux Jq
minus the latent heat, Hi (partial molar enthalpy), carried by the
three components: J′Nq = Jq −∑3

j=1 J jH j .12 The heat fluxes in the two
scenarios were shown to be related.17 When lithium electrodes are
used, we obtain J′Cq = J′Nq + TSLi+( j/F). The mass fluxes depend on
the frame of reference.

Coefficients are generated with the barycentric frame of refer-
ence in simulation programs like the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS).31 The FDT is well-defined
in the mixed component scenario, where all component positions
and velocities are uniquely defined. The FDT technique is well-
established, but at present, only for isothermal systems. The system
used in this work to give numerical insight is thus isothermal. In
Appendix B and below, we explain how to find the Onsager coeffi-
cients Λij that belong to the fluxes and forces of Eq. (6) by tracking
particle positions and velocities. The coefficients have the dimen-
sion m2 s−1, typical for Fick’s diffusion coefficients. This dimension
can be converted to a dimension proper for the flux-force relations
(see Appendix A) by multiplying with the factor c/R, as explained
by Krishna and van Baten.9 The data reduction procedure starts by
computing the average component velocity ui (in m/s) of all species
i from the particle velocities vk,i. We have Niui(t) = ∑Ni

k=1 vk,i(t). In
the barycentric frame of reference, the isothermal flux of i obeys

xiui = − 1
RT

n=4∑
j=1

Λij∇μ̃ j , (9)

where the summation is carried out over n = 4 components, and
Λij is an element in the matrix of Onsager coefficients. The molar
flux of a component is found by multiplying Eq. (9) with c, the total
concentration,

Ji = xicui = ciui = − c
RT

n=4∑
j=1

Λij∇μ̃ j = − 1
T

n=4∑
j=1

Λij∇μ̃ j. (10)

The coefficientsΛij have dimension m2 s−1, while the corresponding
Λij obtains the dimension needed in the thermodynamic flux-force
relations of Appendix A when we multiply with the factor c/R,

Λij = c
R
Λij. (11)

In this manner, we find the 4 × 4 = 16 coefficients in the matrix
that derive from Eq. (6) for a constant temperature. Six of them
are dependent through the Onsager relations, leaving ten unknown
coefficients to describe the isothermal system. Fortunately, the num-
ber of independent coefficients can be further reduced because the
driving forces are dependent through Gibbs–Duhem’s equation. We
will reduce the coefficients from ten to six by choosing another frame
of reference, and this reduction is our next step.

B. Reducing the number of variables: From
the barycentric to the solvent frame of reference

Gibbs–Duhem’s equation relates the chemical driving forces
and offers the possibility of reducing the number of unknown coef-
ficients from ten to six.6 We want to study solvent segregation and
choose one of the solvent components as the frame of reference: the
EC component. We replace the chemical potential gradient of EC in
both scenario formulations. In mixed as well as neutral component
scenarios, Gibbs–Duhem’s equation takes the form

∇μE,T = − xL

xE
∇μ̃Li+ ,T − xL

xE
∇μ̃PF−6 ,T − xD

xE
∇μD,T , (12)

or

∇μE,T = − xL

xE
∇μL,T − xD

xE
∇μD,T , (13)

where xi is the mole fraction of L or D. We introduce the respec-
tive expression in the corresponding expressions for the entropy
production and obtain

σ = J′Cq ∇ 1
T
− JLi+

1
T
∇μ̃Li+ ,T − JPF−6

1
T
∇μ̃PF−6 ,T − JD

1
T
∇μD,T , (14)

or

σ = J′Nq ∇ 1
T
− JL

1
T
∇μL,T − JD

1
T
∇μD,T − j

1
T
∇φ. (15)

All component fluxes are now in the E frame of reference (not
indicated by a superscript). The number of flux-force products is
reduced by one, and the flux-force relations have six independent
coefficients. The entropy production is still the same, so a rela-
tion must exist between the Onsager coefficients in the E frame of
reference and those in the B frame of reference.

The FDT is well defined in the mixed component scenario
(see Sec. IV). Therefore, our primary target is this set of coefficients.
The set is next transformed to the E frame of reference and to the
operationally defined set. After some algebra, we find

Lij = c
R
(Λij − x j

xn
Λin − xi

xn
Λnj + xix j

x2
n
Λnn). (16)

The matrix of any set of Onsager coefficients is symmetric because
we have used independent variables in each set. The first coefficient
set obtained with the help of FDT, Λij, has the B-frame of reference.
The set of Lij-coefficients with the E frame of reference is computed
from these.

C. Flux-force relations for mixed and neutral
component scenarios

The Onsager coefficients are characteristic of the particular
choice of variables. We proceed with the formulation that includes
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the heat flux to provide a start for thermal transport modeling. The
ionic variable set obtains flux equations in the E frame of reference
defined by the entropy production in Eq. (14),

J′Cq = Lqq∇ 1
T
− Lq+ 1

T
∇μ̃Li+ ,T − Lq− 1

T
∇μ̃PF−6 ,T − LqD 1

T
∇μD,T ,

JLi+ = L+q∇ 1
T
− L++ 1

T
∇μ̃Li+ ,T − L+− 1

T
∇μ̃PF−6 ,T − L+D 1

T
∇μD,T ,

JPF−6 = L−q∇ 1
T
− L−+ 1

T
∇μ̃Li+ ,T − L−− 1

T
∇μ̃PF−6 ,T − L−D 1

T
∇μD,T ,

JD = LDq∇ 1
T
− LD+ 1

T
∇μ̃Li+ ,T − LD− 1

T
∇μ̃PF−6 ,T − LDD 1

T
∇μD,T.

(17)

A coefficient superscript indicates the interactions among the fluxes
in question; cf. Lij. The following dimensions apply to the Onsager
coefficients in the mixed component scenario:

● Lqq has dimension K J m−1 s−1, while the cou-
pling coefficients Lq+, Lq−, and LqD have dimension
K mol m−1 s−1.● L++, L+−, L+D, L−−, L−D, and LDD have dimensions
K mol2 J−1 m−1 s−1.

Double superscripts indicate interacting phenomena. The matrix
of coefficients is symmetric, according to Onsager. For isothermal
systems, it is common to adsorb the constant 1/T into the coefficient.

In the neutral component scenario, the entropy production of
an electrolyte in a cell with lithium electrodes [Eq. (15)] prescribes
the following flux-force matrix:

J′Nq = Lqq∇ 1
T
− LqL

1
T
∇μL,T − LqD

1
T
∇μD,T − Lqφ

1
T
∇φ,

JL = LLq∇ 1
T
− LLL

1
T
∇μL,T − LLD

1
T
∇μD,T − LLφ

1
T
∇φ,

JD = LDq∇ 1
T
− LDL

1
T
∇μL,T − LDD

1
T
∇μD,T − LDφ

1
T
∇φ,

j = Lφq∇ 1
T
− LφL

1
T
∇μL,T − LφD

1
T
∇μD,T − Lφφ

1
T
∇φ.

(18)

The dimensions are

● Lqq has dimension K J m−1 s−1.● LqL and LqD have dimensions K mol s−1 m−1.● Lqφ has dimension K C m−1 s−1.

The coefficient Lqq differs from Lqq because it refers to a
different heat flux. The coefficients of the second and third rows
have pairwise the same dimensions. The first pair LLq and LDq has
dimension K mol m−1 s−1. The second and third pairs, LLL, LLD,
and LLD, LDD, have dimensions K mol2 J−1 m−1 s−1. The last coef-
ficients, LLφ and LDφ, have dimensions K C mol J−1 m−1 s−1. The
dimension of Lφq is K C m−1 s−1, the dimension of LφL and LφD is
K C mol J−1 m−1 s−1, and the dimension of Lφφ is K C V−1 m−1 s−1

(see Appendix A). We include the common factor 1/T into the
coefficients when the temperature is constant.

In order to distinguish the coefficients of the two scenarios,
we have used subscripts for the interacting phenomena in the neu-
tral component scenario rather than superscripts as in the mixed
component scenario.

D. Operationally defined properties
The properties relevant for thermodynamic modeling of elec-

trochemical systems are mostly obtained from experiments, i.e., they
are operationally defined. The properties include diffusion coeffi-
cients, transference coefficients, electric conductivity, heats of trans-
fer, Peltier coefficients, and the chemical potential. The operational
definitions are, therefore, briefly recapitulated.

A basis for a definition of diffusion coefficients is obtained
when we express∇φ in terms of j with Eq. (18) and find

J′Nq = ℓqq∇( 1
T
) − ℓqL

1
T
∇μL,T − ℓqD

1
T
∇μD,T + Lqφ

Lφφ
j,

JL = ℓLq∇( 1
T
) − ℓLL

1
T
∇μL,T − ℓLD

1
T
∇μD,T + LLφ

Lφφ
j,

JD = ℓDq∇( 1
T
) − ℓDL

1
T
∇μL,T − ℓDD

1
T
∇μD,T + LDφ

Lφφ
j.

(19)

The uppercase coefficient symbols of Eq. (18) and the lowercase
coefficient symbols of Eq. (19) are related by

ℓij = Lij − LiφL jφ

Lφφ
. (20)

We use this relation in Sec. V C to obtain the diffusion coefficients
ℓij. The coefficients are measured in the absence of j and ∇φ21 and
with the E frame of reference.

The conductivity of the electrolyte is defined for a homoge-
neous, isothermal electrolyte and is obtained from the last row of
Eq. (18) (Ohm’s law),

κ = −( j∇φ)∇T=0,∇μL=0,∇μD=0
= Lφφ

T
. (21)

The transference coefficients, ti, are defined by Hittorf experiments
from Eq. (18),

ti = ( Ji

j/F)∇T=0,∇μL=0,∇μD=0
= F

Liφ

Lφφ
. (22)

The transference coefficient expresses the movement of the com-
ponent due to electric current, measured in the limit of zero
concentration gradients.21 It must not be confused with the trans-
port number, cf. Eq. (2), the fraction of the electric current carried
by one ion. For the co-solvent DEC, the transference coefficient
describes the electro-osmosis of DEC and, therefore, solvent segre-
gation. This coefficient is also accessible via Onsager relations and
emf -measurements.21

The Peltier coefficient, πN, is defined as the ratio of the heat flux
and the electric current density,

πN ≡ ( J′Nq

j/F)∇μi,T=0,∇T=0
= Lφq

Lφφ
. (23)
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The single Peltier coefficient cannot be measured in isolation. It is
accessible from the combination of coefficients, the Peltier heat of
the junction, which constitutes the electrode interface.32 The Peltier
heat is accessible via the Onsager relation and the Seebeck coefficient
of the cell. The symmetry relation gives

(πN

T
)∇T=0

= −(Δφ
ΔT
)

j=0
.

The heat of transfer of components L and DEC, q∗i , is best
accessible via Onsager relations and the Soret coefficient of the cell;
see the equation below. The heat of transfer can be computed from
the gradient in chemical potential,

q∗L = ( J′Nq

JL
)

JD=0, j=0,∇T=0
= −T(∇μL,T∇T

)
JL=JD=0, j=0

. (24)

An equivalent expression is obtained for component DEC. The tem-
perature gradient, ∇T, can be determined in, for instance, nonequi-
librium molecular dynamics simulations. The gradient in chemical
potential, ∇μi,T for i = L or DEC, can be found from knowledge of
the composition ci and the corresponding thermodynamic factor,
cf. Eq. (27).

With knowledge of the above-mentioned quantities, we can
model or measure the electric potential gradient across the elec-
trolyte of the cell,

∇φ = − π
T
∇T − tL∇μL,T − tD∇μD,T − j/κ. (25)

The flux-force relations in Eq. (18) can be used to find the profiles
of the variables that enter and the single contributions to the cell
potential.

We have seen how the coefficients in the equations earlier are
often determined. There are two major routes. In Subsection II B,
we referred to the fluctuation-dissipation theorems (FDT) (available
for isothermal systems; however, see Ref. 26). In this section, we have
outlined how the coefficients can be obtained from their operational
definitions. Both methods should give the same results, providing us
with a useful check for consistency.

E. Fick’s law’s coefficients and the chemical potential
The symmetry of the Onsager coefficients on the macroscopic

scale reflects the underlying symmetry on the molecular level and is
an example of the many symmetry laws in physics.8 Therefore, the
Onsager coefficients are of primary interest, not only for the present
case but for electrochemical systems in general. The diffusion coeffi-
cients of Fick are, however, more frequently used in practice,13 and
we will here comment on their relation to the Onsager coefficients.

The symmetric coefficient matrix can be related to Fick’s diffu-
sion matrix by using the invariance of the entropy production again.
We apply the conditions∇T = 0, j = 0 to Eq. (19) and obtain

JL = −ℓLL
1
T
∇μL,T − ℓLD

1
T
∇μD,T ,

JD = −ℓDL
1
T
∇μL,T − ℓDD

1
T
∇μD,T.

(26)

Next, we express the gradients in the chemical potential with the
gradients in concentration using12

∇μi,T = 2∑
j=1

Γ ji
RT
c j
∇c j , (27)

where cj is the concentration of the (independent) components
j = L and DEC. The non-ideality is expressed here using the
thermodynamic factors Γij,33–35

Γij = ci

RT
(∂μ j

∂ci
)

T,V ,ci

, (28)

where the subscript ci indicates that the derivative is taken while
holding the concentrations of all components, except i, constant.
The assumption of an ideal solution corresponds to Γij = δij, where
δij is the Kronecker delta. Introducing the chemical potentials from
Eq. (27) into Eq. (26) gives

JL = − R
cL
∇cL(ℓLLΓLL + ℓLDΓLD) − R

cD
∇cD(ℓLDΓDD + ℓLLΓDL),

JD = − R
cL
∇cL(ℓDLΓLL + ℓDDΓLD) − R

cD
∇cD(ℓDLΓDL + ℓDDΓDD).

(29)

The factor 1/T from the force disappears from the coefficients of
Eq. (22) when the concentration gradient is introduced. However,
the introduction of the gradients in ci and cj and the correspond-
ing thermodynamic factor Γij means that the matrix of coefficients
is no longer symmetric.35 We obtain expressions for Fick’s diffusion
coefficients Dij,

DLL = R(ℓLLΓLL + ℓLDΓLD)/cL,
DLD = R(ℓLLΓDL + ℓLDΓDD)/cD,
DDL = R(ℓDLΓLL + ℓDDΓLD)/cL,

DDD = R(ℓDLΓDL + ℓDDΓDD)/cD.

(30)

The equations can be used to compute Fick’s law’s diffusion coef-
ficients. The coefficients follow when the concentration gradients
are used as driving forces. They need not obey the conditions
for the determinant and the main coefficients: that liiljj − lijlji ≥ 0,
lii > 0. Knowledge of Γij/ci and ℓij gives the matrix elements Dij.
In Appendix C, we describe how we calculate the thermodynamic
factors Γij from molecular dynamics simulations.

In the present case, it is practical to use FDT [Appendix B,
Eq. (B1)] for the mixed component scenario (because all particle
positions are well-definable). The target is the Onsager coefficients
of the neutral component scenario. We shall next see how these can
be obtained without the knowledge of Fick’s coefficients.

III. IMPOSING ENTROPY PRODUCTION INVARIANCE

As pointed out earlier, the descriptions of the mixed and neu-
tral component scenarios are equivalent, and relations exist due to
entropy production invariance.6,17,21 The supporting electrodes of
the cell in question are both reversible to lithium. The relations
follow from the expression for the electric current density:

j/F = JLi+ − JPF−6 . (31)
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For lithium reversible electrodes, the observable salt flux is identified
by the movement of the anion,

JL = JPF−6 , (32)

and the gradient in the measured electric potential is identified by
the electrochemical potential gradient of the lithium-ion,

F∇φ = ∇μ̃Li+. (33)

The gradient in the chemical potential of the salt is, furthermore, the
sum of the electrochemical potential gradients of the ions,

∇μL = ∇μ̃Li+ +∇μ̃PF−6 . (34)

The last identity follows from the definition in Eq. (7).

A. Rules for coupling of fluxes
We introduce the expressions for the ionic fluxes, Eq. (17), into

the right-hand side of the equation for the electric current density.
Equation (31) gives

j/F = (L+q − L−q)∇ 1
T
− (L++ − L−+) 1

T
∇μ̃Li+ ,T

− (L+− − L−−) 1
T
∇μ̃PF−6 ,T − (L+D − L−D) 1

T
∇μD,T. (35)

We introduce the expressions for forces in Eqs. (33) and (34) and
compare the outcome to the bottom line of Eq. (18). The follow-
ing relations are then obtained between the coefficients in the mixed
(left-hand side) and neutral (right-hand side) component scenarios:

Lφφ = (L++ − L+− − L−+ + L−−)F2, (36)

LφL = (L+− − L−−)F = LLφ (37)

LφD = (L+D − L−D)F = LDφ, (38)

Lφq = (L+q − L−q)F = Lqφ. (39)

Equations (36)–(39) describe coupling to charge transport, indi-
cated by the subscript φ. For mixtures of multivalent electrolytes,
the valency of the respective ion enters. For mass transport, the
corresponding coefficient relations are

LLL = L−−, (40)

LLD = L−D = LDL, (41)

LDD = LDD. (42)

Onsager relations have been used. The coefficient relations do not
depend on the value of the driving forces. The relations follow from
constant entropy production only and appear without assumptions.
Approximations can be introduced, but not for one coefficient alone;
the whole set must be considered. We have, therefore, given the set
of equations the name “Rules for Coupling of Fluxes.” They were
derived here for a lithium battery-related case, but similar forms can
be found for similar systems. However, they are rules that apply in
the solvent E frame of reference.

B. Implications of the rules for coupling of fluxes
We can now use the Rules to generalize the formulas for

the transport properties that appeared in Eqs. (1)–(3). The electric
conductivity, κ, prescribed by the rules is the same. We repeat

κ = Lφφ
T
= F2(L++ − 2L+− + L−−). (43)

The coupling coefficient L+− can be positive or negative in sign.
Coupling may, therefore, enhance or reduce κ.

Component transference coefficients follow. For the salt L,

tL = F
LφL

Lφφ
= L+− − L−−

L++ − 2L+− + L−− . (44)

The transference coefficient is not equal to the transport number,
and the transport number of ion i in Eq. (2) is the fraction of the
electric current carried by the ion in question. In the presence of
lithium-reversible electrodes, the transference coefficient of L can be
understood as the negative transport number of the anion, PF−6 . This
expresses that salt accumulates on the left-hand side of the cell when
a positive electric current is passing from left to right in the cell.
Coupling can reduce or increase the transference coefficient. The
transference coefficient applies to neutral components. For the DEC
component, it becomes

tD = F
LφD

Lφφ
= L+D − L−D

L++ − 2L+− + L−− . (45)

The coefficient describes the transport of DEC that accompanies
charge transport through the electrolyte. Depending on the sign of
the coupling coefficients, it will lead to an accumulation of DEC
to the right or left of the system. We see that it is zero when the
co-solvent interacts equally with the cation and with the anion. In
the present electrolyte, these coefficients are unknown. We know
from ion-exchange membranes that the number of water molecules
transported by cations or anions is high.21 Therefore, coupling coef-
ficients are likely to be significant in strong electrolyte solutions. The
case of the independent movement of ions was referred to in the
Introduction.1,2,6 It is a limiting case, obtained by setting L+− = 0,
L−D = 0, and L+D = 0.

The first contribution to the main diffusion coefficient for the
salt in Eq. (30) can be found in terms of Onsager coefficients,6

DL = R
c
ΓLLℓLL = (LLL − L2

φL

Lφφ
) 1

T
∂μL

∂cL

= (L−− − (L−+ − L−−)2

L++ − 2L+− + L−− ) 1
T
∂μL

∂cL
. (46)

This is a common expression, but for binary mixtures. More general
expressions can be developed using Eq. (30).

C. The nonisothermal case. An approximation
Consider again the coefficients that relate to heat transport.

While the thermal conductivity of a system can be found with well-
established techniques, experimental as well as computational, the
procedure to find coupling coefficients for heat and mass and charge,
heat, and mass is less well established. A complicating factor is the
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definition of the heat flux. The heat flux J′Nq is measurable in the
neutral component scenario. From the discussion below Eq. (8), we
understand that J′Cq in the mixed component scenario is not mea-
surable. Both scenarios are now discussed in view of the Rules for
Coupling of Fluxes to gain more insight into the conditions for their
determinations.

The heat of transfer is defined in the mixed component
scenario,

q∗Li+ = ( J′Cq

JLi+
)

JD=0,JPF−6 =0,∇T=0
= −T(∇μ̃Li+ ,T∇T

)
JD=0,JPF−6 =0,JLi+=0

, (47)

q∗PF−6 = ( J′Cq

JPF−6
)

JD=0,JLi+=0,∇T=0

= −T(∇μ̃PF−6 ,T∇T
)

JD=0,JPF−6 =0,JLi+=0
. (48)

From Eqs. (34) and (24), we obtain

q∗L = q∗Li+ + q∗PF−6 . (49)

In the mixed component scenario, the conditions for measure-
ment are JD = 0 and JPF−6 = 0. These stationary state conditions can
be used to eliminate two driving forces from the flux equations. The
heat flux of the mixed component description becomes

J′Cq = −(Lq+ − Lq−K + LqDM) 1
T
∇μ̃Li+. (50)

The cation flux that corresponds to these conditions is

JLi+ = −(L++ − L+−K + L+DM) 1
T
∇μ̃Li+. (51)

It is then possible to define the ratio of these fluxes as the heat of
transfer of the lithium-ion in the mixed component scenario,

q∗Li+ = ( J′Cq

JLi+
)

JD=0,JPF−6 =0,∇T=0
= (Lq+ − Lq−K + LqDM)(L++ − L+−K + L+DM) . (52)

Symbols K and M are lumped coefficients, which are functions
of the Onsager coefficients,

K = L−+ − L−DLD+/LDD

L−− − L−DLD−/LDD
, (53)

M = −LD+
LDD
+ LD−

LDD
K. (54)

When the assumption of independent movement of ions
applies, the complicated expressions reduce. We introduce L+− = 0,
L−D = 0, and L+D = 0, and obtain K = 0 and M = 0. The expressions
for the heats of transfer simplify to

q∗Li+ = ( J′Cq

JLi+
)

JD=0,JPF−6 =0,∇T=0
= Lq+

L++ , (55)

and

q∗PF−6 = ( J′Cq

JPF−6
)

JD=0,JLi+=0,∇T=0

= Lq−
L−− . (56)

The transport numbers simplify accordingly. One of the Rules for
Coupling of Fluxes, Lφq = Lq+ − Lq−, can now be applied. We divide
both sides by Lφφ (L++ + L−−) and obtain

πN = Lφq

Lφφ
= Lq+

L++ + L−− − Lq−
L++ + L−− = τLi+q∗Li+ − τPF−6 q∗PF−6 . (57)

The measurable Peltier heat may obtain a simplified contribu-
tion through this.

D. Summary of procedures for coefficient
determinations

We have described the electrolyte in a concentration cell in two
equivalent ways: as a set of mixed components and as a set of neutral
components only. A procedure for determining practical transport
properties has been outlined. A schematic illustration of the proce-
dure is given in Fig. 3, and the procedure consists of four steps, as
follows:

1. Determine the coefficients of the mixed component scenario
with FDT in the barycentric frame of reference.

2. Reduce the number of coefficients by replacing the barycentric
frame of reference with the (co-)solvent frame of reference.

3. Apply the Rules for Coupling of Fluxes to find the coefficients
of the neutral component scenario from the coefficients of the
mixed component scenario.

4. Finally, determine the set of practical transport properties
by applying the operational definitions to the coefficients
obtained in the previous step.

FIG. 3. Procedure for calculation of diffusion coefficients and electric- and ther-
mal conductivities. Arrows show the sequence of steps. The procedure starts with
the calculation of Onsager coefficients for the mixed component scenario using
the fluctuation dissipation theorems (FDTs orange block). The coefficients for the
mixed component scenario (gray block) are next obtained for the appropriate frame
of reference. Using the Rules for Coupling of Fluxes, we next find properties that
describe coupled transport of heat, mass, and charge (central block and left bot-
tom corner). These steps will enable us to eventually model electrochemical cells
in terms of nonequilibrium thermodynamics (NET).
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In the following, we shall apply these theoretical steps and demon-
strate how they apply to an example. As of yet, the set of Rules can
only be used for isothermal systems. FDT for nonisothermal systems
is still lacking in the practical literature.

IV. SIMULATION METHODS

To apply the theoretical framework, we have calculated trans-
port coefficients with equilibrium molecular dynamics simulations,
and we provide an overview of our simulation methodology in the
following.

A. Electrolyte model and simulation set-up
The equilibrium MD simulations were performed using the

LAMMPS31 software. Atomic and molecular interactions were
described by the OPLS-AA36 potential. The parameters for the sol-
vent molecules were obtained from the LigParGen web service,37–39

and the parameters for Li+ and PF−6 were taken from Jensen and
Jorgensen40 and Acevedo et al.,41,42 respectively. The real-space cut-
off for the Lennard-Jones and Coulombic forces was set to 13 Å.
A Lennard-Jones tail correction was added to the energy and pres-
sure.43 Electrostatic forces beyond the cutoff were computed using
a particle–particle particle-mesh solver44 with a maximum relative
error in forces of 1 × 10−6. The ionic charges were scaled by a factor
of 0.75 to account for the overestimation of electrostatic interactions
between ions in non-polarizable force fields.45 Periodic boundary
conditions were applied in all directions. Initial configurations of
the systems were prepared by randomly placing solvent molecules,
Li+ and PF−6 , in a simulation box with the Packmol software.46

The composition of the electrolyte corresponded to the weight ratio
EC:DEC = 1:1, which is a particle ratio of 5520:4116, and 920
particles of salt were added to reach a concentration of 1M.

The energies of the systems were minimized to avoid parti-
cle overlap. We used the routine developed by Molinari et al.47

for initial equilibration. The systems were further equilibrated at
a temperature of 350 K or higher and a pressure of 1 bar in the
isobaric-isothermal (NPT) ensemble using a time-step of 1.25 fs in
order for the potential energy and density of the systems to stabilize.
The Nosé–Hoover thermostat and barostat48–50 were used to control
the temperature and pressure using time constants of 100 and 1000
time-steps, respectively. The final equilibration in the NPT ensem-
ble was conducted at a temperature of 300 K while sampling the box
volume. The simulation box size was adjusted (to the average vol-
ume) after equilibrium to obtain the correct density. The simulation
boxes were cubic with sides of 115 Å.

B. Calculation of transport properties
We sampled the radial distribution functions (RDFs) and

transport properties in the canonical ensemble (NVT) using a
time-step of 1.25 fs during simulations lasting at least 80 ns. The
Nosé–Hoover thermostat maintained the temperature, which was
set to 300 K. Sampling transport properties in the NVT ensem-
ble with the Nosé–Hoover thermostat produces transport properties
that are statistically indistinguishable from those obtained using the
NVE ensemble.51 The average pressure was 0.4 bar for these sim-
ulations. All RDFs and coefficients were obtained from the OCTP

code52 by tracking the motion of the central atom of the various
components.

We computed the coefficients Lij of Eq. (17) in the mixed
component scenario and the matrix of ℓij-coefficients of Eq. (19)
in the neutral component scenario. We have assumed monovalent
ions in our theoretical framework, where the cation (anion) has a
valency of +1 (−1). As described earlier, the ion charges are scaled to
z+ = z = 0.75 and z− = −z = −0.75, respectively, in our simulations.
This will modify the equations presented in Sec. III via the inclu-
sion of the valency in Eqs. (31)–(34), as well as in the equations that
follow. In particular, each term in the expression for Lφφ in Eq. (36)
must be multiplied by z2, while the terms in Eqs. (37)–(39) are multi-
plied by z. This also implies that the transference number in Eq. (44)
should be divided by z. Finally, we calculate the transport numbers
according to the derivation of Gullbrekken et al.,53 which takes the
charge into account.

To determine the thermodynamic factors, we evaluated the
Kirkwood–Buff integrals33 from the RDFs. The relations between
the Kirkwood–Buff integrals and the thermodynamic factors are
given in Appendix C. We used the finite-size correction of Ganguly
and van der Vegt54 for the RDFs and the integration procedure of
Krüger et al.55 in our computations. We refer to Milzetti et al. for
further details on this procedure.56

V. RESULTS AND DISCUSSION
A. Equilibrium properties

The thermodynamic factors give information on attractive and
repulsive forces in the electrolyte. Thermodynamic factors (based on
mole fractions) of the example electrolyte are presented in Table I
(see also Appendix C for a description of the calculation and the
concentration-based thermodynamic factors). The thermodynamic
factors for the salt and DEC indicate that there are repulsive forces
between the components themselves. The conditions are far from
ideal, with values for ΓLL and ΓDD of 1.5 and 1.2, respectively
(see the two first rows of Table I). The cross terms ΓLD and ΓDL indi-
cate that there are attractive forces between L and DEC embedded
in co-solvent EC. It is known that DEC arranges itself around the
lithium-ion,19,20 as we noted in connection with Fig. 1. A clustering
of ion pairs has also been observed. The results in Table I support
this.

B. A comprehensive set of Onsager coefficients
Tables II–V present our comprehensive set of Onsager coef-

ficients for the ternary lithium battery electrolyte that we have

TABLE I. Thermodynamic factors (based on mole fractions) of the lithium battery
electrolyte from molecular dynamics simulations (at 300 K and an average pressure
of 0.4 bar). The thermodynamic factors are calculated from the radial distribution
functions, averaged over three independent simulations. The error estimates were
obtained as the standard deviation of the thermodynamic factors calculated directly
from the radial distribution functions (without averaging them).

ΓLL ΓDD ΓLD ΓDL

1.50 ± 0.02 1.20 ± 0.04 −0.29 ± 0.02 −0.98 ± 0.03
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TABLE II. Onsager diffusion coefficients for the mixed component scenario of the
isothermal electrolyte obtained by molecular dynamics simulations (at 300 K and an
average pressure of 0.4 bar). The coefficients are calculated using Eq. (B1) in the
barycentric (B) frame of reference and converted to the solvent (E) frame of reference.
Coefficients refer to Eq. (17) and are given in two sets of units for the E frame of
reference (the total molar concentration, c, is used to convert the units). The values
are averaged over three independent simulations, and the standard deviations are
taken as the error estimate here.

Frame of reference

Coefficient B × 10−11 m2/s E × 10−11 m2/s
E ×c/RT 10−11

mol2/(J m s)

L++ 0.4 ± 0.04 0.8 ± 0.1 4.0 ± 0.3
L−− 0.7 ± 0.2 1.3 ± 0.2 6.2 ± 1.0
L+− 0.1 ± 0.02 0.6 ± 0.05 2.8 ± 0.2
LD+ 0.5 ± 0.1 2.4 ± 0.2 12.1 ± 1.1
LD− −0.3 ± 0.1 1.8 ± 0.2 9.2 ± 0.9
LDD 2.8 ± 0.2 11.3 ± 1.3 55.9 ± 6.2
LE+ −0.9 ± 0.1
LE− −1.0 ± 0.1
LEE 6.1 ± 0.9
LED −3.4 ± 0.4

TABLE III. Onsager diffusion coefficients for the neutral component scenario of the
isothermal electrolyte. The top six coefficients are computed from the Rules for Cou-
pling of Fluxes using the indicated equation and values in Table II. The bottom three
values are obtained from Eq. (20). Conditions are otherwise the same as for Table II.

Coefficient Equation Value Unit

Lφφ (36) 0.23 ± 0.03 Ω−1 m−1

LφL (37) −2.5 ± 0.8 10−6 mol C/(J m s)
LφD (38) 2.1 ± 0.8 10−6 mol C/(J m s)
LLL (40) 6.2 ± 1.0 10−11 mol2/(J m s)
LDL (41) 9.2 ± 0.9 10−11 mol2/(J m s)
LDD (42) 55.9 ± 6.2 10−11 mol2/(J m s)

ℓLL (20) 3.7 ± 0.2 10−11 mol2/(J m s)
ℓDL (20) 11.3 ± 0.6 10−11 mol2/(J m s)
ℓDD (20) 53.7 ± 6.4 10−11 mol2/(J m s)

considered. This set includes all coefficients for the isothermal elec-
trolyte. Transport coefficients in the nonisothermal electrolyte are
yet to be calculated, but we have provided preliminary expressions.
Earlier studies have been less comprehensive.16,23,57,58

This paper’s purpose is not to provide coefficients for a particu-
lar electrolyte but to present and document a convenient procedure
for coefficient determination. As such, the physical-chemical mean-
ing of the results and their application to battery modeling will not
be the focus of our discussion here. However, using the lithium
battery electrolyte as an example, we will now discuss the single steps
of the new procedure and illustrate how they may be used. Most of
the tools in this context are familiar and well-established, but a new
item has been added: the Rules for Coupling of Fluxes. These Rules
allow us to effectively predict measurable transport coefficients from

TABLE IV. Transport coefficients computed from the Rules for Coupling of Fluxes
applied to the isothermal ternary battery electrolyte. The effect of neglecting
cation–anion coupling, L+− = L−+ = 0, is shown in the third column. The effect of
using self-diffusion coefficients alone is shown in the fourth column. The results are
computed from the values in Table III. Symbols are defined in the text in connection
with the equations mentioned. Conditions are otherwise the same as for Table II.

Coefficient
All types

of coupling
No cation–anion

coupling
Self-diffusion
coefficients

κ/Ω−1 m−1 0.23 ± 0.03 0.27 ± 0.03 0.41 ± 0.01
tL −0.97 ± 0.12 −0.81 ± 0.07 −0.84 ± 0.01
tD 0.90 ± 0.46 0.39 ± 0.17 0
τ+ 0.28 ± 0.09 0.39 ± 0.05 0.37 ± 0.01
τ− 0.72 ± 0.09 0.61 ± 0.05 0.63 ± 0.01

sets of coefficients from FDT, which are relatively easy to compute
and better related to electrolyte structure. In this manner, theory,
simulation, and experiment go hand-in-hand in one tool.

The set of Onsager coefficients for isothermal conditions, pre-
sented in Tables II–V, demonstrate the advantages of such a tool.
The first conclusion we can draw is that all coefficients in any of
the matrices we have presented are significant. Coupling coefficients
should, in general, be accounted for (see Table III).

C. Reducing the number of variables
The first dataset is the simulation results from FDT, obtained

in the barycentric (B) frame of reference. They are listed in Table II,
column one. We see a large number of coefficients—ten altogether.
A large number of coefficients is clearly a disadvantage, and the first
task is to reduce this number by transforming to the solvent (E)
frame of reference; see the description in Sec. II B. Here, we choose
the more mobile (which has less impact on the electrolyte structure)
of the two organic solvents, EC, as the reference. After the change
in frame of reference, we obtain the results in the second and third
columns of Table II. The number of necessary coefficients changes

TABLE V. Onsager’s ℓij ’s and Fick’s interdiffusion coefficients, Dij , and self-diffusion
coefficients, Di . The electrolyte conditions were described in Table II. The lithium salt
L and its ions, and the co-solvent DEC, diffuse in a co-solvent of E.

Coefficient Equation
Value×10−11 m2 s−1

Value×1011 mol2 J−1 m−1 s−1

ℓLL (20) 0.7 ± 0.04 3.7 ± 0.2
ℓDL (20) 2.3 ± 0.1 11.3 ± 0.6
ℓDD (20) 10.8 ± 1.3 53.7 ± 6.4

DLL (29) 52.3 ± 2.6
DLD (29) 309.4 ± 16.9
DDL (29) 222.8 ± 22.4
DDD (29) 1453.5 ± 170.2

DLi+ 7.2 ± 0.2
DPF6

− 12.4 ± 0.2
DD 11.6 ± 0.1
DE 22.1 ± 0.1
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TABLE VI. Thermodynamic transport coefficients of the ternary electrolyte of components L, EC, and DEC and their dimen-
sions according to the entropy production. Component EC serves as the frame of reference. Common for isothermal systems
is to divide by the temperature T . Coefficient units are then multiplied by 1/K.

Name Symbol Dimension according to Eqs. (17) or (19)

Entropy production σ J K−1 m−3 s−1

Heat flux J′q J m−2 s−1

Thermal force ∇(1/T) K−1 m−1

Mass flux Ji mol m−2 s−1

Chemical force −∇μi/T J K−1 mol−1 m−1

Electric flux j C m−2 s−1

Electric force −∇φ/T V K−1 m−1

Main heat coefficient Lqq K J m−1 s−1

Coupling coefficient, heat L LqL = LLq K mol m−1 s−1

Coupling coefficient, heat D LqD = LDq K mol m−1 s−1

Electric conductivity Lφφ K C V−1 m−1 s−1

Coupling coefficient, charge-heat Lφq = Lqφ K C m−1 s−1

Coupling coefficient, charge-mass L LφL = LLφ K C mol J−1 m−1 s−1

Coupling coefficient, charge-mass D LφD = LDφ K C mol J−1 m−1 s−1

Diffusion main coefficient L ℓLL K mol2 J−1 m−1 s−1

Diffusion main coefficient D ℓDD K mol2 J−1 m−1 s−1

Diffusion coupling coefficient LD ℓLD = ℓLD K mol2 J−1 m−1 s−1

Diffusion main coefficient ++ L++ K mol2 J−1 m−1 s−1

Diffusion main coefficient −− L−− K mol2 J−1 m−1 s−1

Diffusion coupling coefficient +− L+− = L−+ K mol2 J−1 m−1 s−1

Diffusion coupling coefficient D+ LD+ = L+D K mol2 J−1 m−1 s−1

Diffusion coupling coefficient D− LD− = L−D K mol2 J−1 m−1 s−1

Diffusion main coefficient DD LDD K mol2 J−1 m−1 s−1

from ten to six upon the shift to the E frame of reference, and the
coefficient values change accordingly.

The frame of reference is always an issue when transport coef-
ficients are concerned. Standard procedures are available on how to
change from one frame to another (see, e.g., Ref. 6). Here, the choice
of the frame of reference determines the contributions to the emf but
not the (total) emf (which is invariant to the choice17,59).

The results presented in Table II have the same order of mag-
nitude as those published in the literature, 10−10 m2 s−1.58 So far,
EC and DEC have been treated as one solvent (however, see Wang
et al.22) while we distinguish between the co-solvents. A direct com-
parison of our results with those in the literature is thus not possible.
However, all coupling coefficients are large in both frames of refer-
ence. This is an interesting point; it means that it will not be correct
to neglect coefficients.

Return again to the two last columns of Table II for Onsager
coefficients in the E frame of reference. The coefficients in the two
columns are equivalent; they differ only by the factor that is used to
convert between the dimensions used. The left column has dimen-
sions m2/s as they are directly derived from Eq. (B1). In order to
obtain the coefficients with dimension mol2/(J m s), which fit the
flux Eq. (17), we have multiplied the left column with the factor

c/RT. This unit gives the coefficient a dimension that fits with the
thermodynamic description.

D. Diffusion and charge transfer
1. The mixed component scenario

In the E frame of reference, we find that the co-solvent DEC
has the largest mobility of all components. All coefficients are posi-
tive, meaning that the movement of one constituent in the mixture
always hampers the movement of others. This is intuitively obvious
from a visual inspection of the simulation snapshot of the electrolyte
in Fig. 1: The clustering tendency of ions and the structuring of DEC
around the lithium-ions indicate that interactions obstruct rather
than enhance the movements.

All Onsager coefficients are significant. Coupling coefficients
have nearly the magnitude of the main coefficients (compare L+− to
L++ in Table II). The inequalities LiiLjj > LijLji and Lii > 0 are anyway
obeyed. The physical picture that this conveys is clear: One ion does
not move without significantly impacting the movement of other
ions and other components. All components move significantly rel-
ative to one another when one ion moves. This means that the
models that assume the independent movement of ions, Eqs. (1)–(3),
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do not hold. They will, for instance, predict rather different elec-
tric conductivities when L+− is significant. This is discussed further
below.

2. The neutral component scenario
The coefficients LDφ, LLφ, and Lφφ were computed with

input from Table II and the stated Rules for Coupling of Fluxes,
Eqs. (36)–(42). We find LLφ = (−2.5 ± 0.8) × 10−6 mol C J−1 m−1 s−1,
LDφ = (2.1 ± 0.8) × 10−6 mol C J−1 m−1 s−1, and Lφφ = 0.23± 0.03 Ω−1 m−1. The results are also shown in Table III. Dif-
fusion coefficients, ℓij, were computed from Eq. (20). The results
for ℓLL, ℓLD, and ℓDD are also shown in Table III (bottom rows).
The coefficients that describe coupling to charge transport can
now be computed from this input. These results are shown in
Table IV. The results have numerical accuracy, obtained from three
independent simulations.

Consider the first column of Table IV, where no approxi-
mations are applied (all types of coupling are considered). Our
simulated value is 0.23 ± 0.03 Ω−1 m−1 (Table IV). Lundgren et al.23

measured 0.7 Ω−1 m−1 for a similar electrolyte, while Morita et al.18

measured 0.8 Ω−1 m−1. Newman57 measured a conductivity of
0.6 Ω−1 m−1 for LiPF6 in a propylene carbonate electrolyte. Trends
in data or ratios are better captured in simulations than absolute
values. With the Rules for Coupling of Fluxes available, it is easy
to compare the models that we addressed in the Introduction. The
neglect of cation–anion coupling has not much to say for the elec-
tric conductivity (cf. the second column in Table IV), but there is a
large impact on the transference coefficient for co-solvent when this
approximation is used. The use of self-diffusion coefficients to esti-
mate ionic transport properties is slightly worse (see the last column
of data).

The transport number of Li+ in the mixture was obtained from
the transference coefficient of the salt.53 It is rather small (0.28) for
DEC:EC = 1:1. A value less than unity implies that there is always
a build-up of salt during battery discharge close to the anode, fol-
lowed by diffusion. Neglecting the coupling coefficient L+− changes
the transport number of Li+ significantly, from 0.28 to 0.39. Clearly,
a smaller value can lead to more concentration polarization at the
electrode. The number may be essential for precise interpretations
of electrolyte performance.

Using the self-diffusion coefficient rather than the coefficient
that represents all interactions in the ternary mixture has a smaller
impact on the transport number; see the last column of Table IV.
The transport number changes to 0.37 in that case. Valøen and
Reimers reported 0.38, Lundgren et al. 0.18, and Zugmann et al.
0.28, all values obtained from concentration cell experiments tak-
ing a solvent average frame of reference.15,23,60 Neither these nor
other authors considered the effect of co-solvent electro-osmosis or
an impact on the emf by solvent polarization.

A large positive transference coefficient of D equal to 0.90
is found. This has not been reported before. The positive value
means that the co-solvent is moving in the opposite direction of
the salt. The solvent transference number is zero only when the
coupling coefficients are neglected. On average, 0.90 mol D accu-
mulates on the cathode side when one mol of electric charge passes
the electrolyte during discharge. Clearly, the model that assumes
independent movement of ions cannot predict the full impact of
charge transfer; the fact is that D is carried along when the battery

is in operation. The transport of D will cause its own polarization,
which has only recently been recognized in the literature as a cause
of segregation.22

The transport of EC with respect to the barycenter is opposite
to that of DEC (cf. Table II). Large coefficients for solvents mean
that the cell emf can have several significant contributions. Such
contributions are presently neglected, say, in the formula for concen-
tration polarization, which is used in the determination of transport
numbers.

These points together underline once more that the assump-
tion of independent movement of ions fails to describe component
transport inside batteries. The neglected coefficients will lead to
polarization, which eventually reduces cell efficiency. The assump-
tion that the two solvents behave like one is also incorrect, and
solvent segregation will reduce the cell voltage. These conclusions
have been reached straightforwardly, using FDT and the Rules for
Coupling of Fluxes.

3. Relation to Fick’s law’s coefficients
Fick’s diffusion coefficients are used more frequently than the

Onsager coefficients. They are often regarded as being more acces-
sible than the cumbersome Onsager coefficients, so they deserve a
special comment. Fick’s law’s coefficients for the present electrolyte,
given by Eq. (29), are compared to the Onsager ℓij-coefficients in
Table V. We first note that these Onsager coefficients vary by one
order of magnitude. Clearly, DEC is more mobile than salt. The
self-diffusion coefficients (the four bottom rows of Table V) do not
address inter-diffusion.

The set of Fick’s coefficients describes the same reality as
the Onsager coefficients. However, their interpretation is not as
straightforward as for the Onsager coefficients. They contain part
of the driving force, i.e., the thermodynamic factor. As described in
Appendix C, the values of these factors depend on the chosen ensem-
ble conditions and on the concentration metric used (e.g., mole
fractions or molar concentrations). This is a source of some ambigu-
ity, especially when comparing different works. In Appendix C, we
provide the thermodynamic factors for NVT and NPT conditions
and for using either molar concentration or mole fraction. The dif-
ferent factor sets lead to significantly different diffusion coefficients.
Such ambiguities can be avoided using Onsager coefficients. Our aim
has been to make the Onsager coefficients more accessible and avoid
the ambiguities that arise with Fick’s law.

4. Coupling to heat transport
One of the Rules for Coupling of Fluxes, presented in this work,

connected the coupling coefficients for charge and heat transport for
the mixed and neutral component scenarios. We have not been able
to exploit this rule fully yet. Fluctuation-dissipation theorems have
been formulated for this case but have been used less. Clearly, this
opens the road for future work. The need for better methods and
models to deal with thermal transport phenomena in electrochem-
ical cells is evident and has been pointed out.17 With the results of
Table II, we can compute the value of K [see Eq. (53)] and find that
the term L+− × K is 20% of the value of L++. In other words, the
transport coefficients that describe thermal phenomena must also
be taken into account to get a complete picture.
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E. Conclusions and perspectives
A set of rules that connect the Onsager transport coefficients

of a mixed component scenario to a neutral component descrip-
tion were obtained here for a ternary electrolyte mixture using
entropy production invariance. No assumption was involved, and
the rules are general in this sense. All types of coupling between ion
and solvent transport processes were systematically accounted for.
The relations could be reduced to well-known expressions for the
independent movement of ions, Eqs. (1)–(3), when the interaction
between particles was set to zero. The rules allow for the system-
atic introduction of assumptions when information is lacking. A
coupling coefficient cannot be neglected without also neglecting its
reciprocal Onsager coefficient. The main Onsager coefficients are
always positive. All Onsager coefficients obey symmetry criteria,
which reflect the nature of molecular fluctuations. Fick’s law has its
place, mostly for historical reasons.

We have obtained these results using a theoretical basis that
takes advantage of NET for heterogeneous systems. Coupled trans-
port phenomena in the example electrolyte were dealt with systemat-
ically. The procedure is applicable to electrochemical cells in general,
and the Onsager coefficients play a central role. These coefficients
have a solid foundation in the FDT and the entropy production
of the system. Their symmetry property reflects the underlying
molecular events, which should be brought out.

We have taken as an example the electrolyte of a typical lithium
battery, containing a concentrated salt solution in two organic car-
bonate solvents, and presented in detail the rules that connect
transport coefficients for a set of mixed variables, including ions,
and a set of neutral variables that express coupled transport of heat,
charge, and mass on a thermodynamic level. Solvent segregation, as
well as concentration polarization, can now be described. The name
“Rules for Coupling of Fluxes” has been used because the relations
follow from entropy production invariance for the transformations
in the (co-)solvent frame of reference.
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APPENDIX A: FLUXES, FORCES, TRANSPORT
COEFFICIENTS, AND THEIR DIMENSIONS

Table VI summarizes the thermodynamic transport coefficients
for the ternary electrolyte, consisting of components L (the lithium
salt), EC (ethylene carbonate), and DEC (diethyl carbonate), along
with their dimensions.

APPENDIX B: COEFFICIENTS FROM THE
FLUCTUATION DISSIPATION THEOREMS

Krishna and van Baten9 gave expressions for Onsager coeffi-
cients that are convenient for data reduction in molecular dynamics
simulations at isothermal conditions. The Onsager coefficients Λij
were expressed in terms of particle position vectors rk,i, suitable for
the simulation box,

Λij = 1
6N

lim
Δt→∞

1
Δt
⟨( Ni∑

k=1
[rk,i(t + Δt) − rk,i(t)])

⋅ ⎛⎝
N j∑
l=1
[rl, j(t + Δt) − rl, j(t)]⎞⎠⟩. (B1)

The expression is called the Einstein approximation. Here, N i and
N j are the particle numbers of components i and j, respectively, and
N is the total number of particles. The particles can be charged or
neutral. The ⟨⋅ ⋅ ⋅⟩ brackets indicate an ensemble average, and the
period ⋅ indicates a contraction of two vectors. The dimension of
Λij is m 2/s, and Onsager symmetry is obeyed Λij = Λji. The expres-
sion is particularly useful for the mixed component scenario, as
particle positions are then well defined. Figure 4 displays the mean
square displacements in Eq. (B1) from our simulations.

Equation (B1) can be derived from fluctuation-dissipation the-
orems. Consider isothermal conditions. The start is the entropy
production of the isothermal system, obtained from Eq. (17) as
σ = − 1

T∑n
j=1 Ji ⋅ ∇μ̃ j . The fluctuation-dissipation theorem applies to
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FIG. 4. Mean squared displacement (MSD) of the various molecular and ionic
correlations as a function of time difference. The slopes of the curves are the
Onsager diffusion coefficients in Table II. The region used for linear regression is
chosen as the data points that are closest to a slope of 1 in the log–log plot. At
least four data points are used in the linear regression. The time intervals used for
linear regression will vary due to the different correlations between the species.

the fluctuating contributions to the molar fluxes that constitute
entropy production. These give

⟨Ji,R(r, t)J j,R(r′, t′)⟩ = 2RLijδ(r − r′)δ(t − t′). (B2)

A bold symbol means a vector. The symbol δ is the Dirac delta
function.

The displacements in Eq. (B1) are first written as integrals over
the velocities. We find

Λij = 1
6N

lim
Δt→∞

1
Δt∫

t+Δt

t
dt∫ t+Δt

t
dt′

× ⟨ Ni∑
k=1

vk,i(t) ⋅ N j∑
l=1

vl, j(t′)⟩. (B3)

The fluctuating contributions to the velocities are the same in and
away from equilibrium. The fluctuating contribution to the molar
flux at position r, Ji,R(r, t), is given by

NAJi,R(r, t) = Ni∑
k=1

vk,i(t)δ(rk,i(t) − r), (B4)

where NA is Avogadro’s number. By introducing Eq. (B4) into
Eq. (B3), we obtain

Λij = N2
A

6N
lim
Δt→∞

1
Δt∫

t+Δt

t
dt∫ t+Δt

t
dt′∫

V
dr∫

V
dr′

× ⟨Ji,R(r, t) ⋅ J j,R(r′, t′)⟩. (B5)

We next introduce Eq. (B2) in this formula and find that

Λij = R
c
Λij. (B6)

This result is exactly the same that we find from the linear laws,
see Eq. (11). We, therefore, confirm agreement with Eq. (B2), the
fluctuation-dissipation theorem.

For the component velocities ui in the E frame of reference, we
obtain them for the n − 1 components,

xiui = − 1
RT

n−1∑
j=1
(Λij − x j

xn
Λin)∇μ̃ j. (B7)

The summation is over n − 1. By multiplication with c/R, we obtain
the flux of component i,

Ji = xicui = ciui = − c
RT

n−1∑
j=1
(Λij − x j

xn
Λin)∇μ̃ j. (B8)

This flux (in mol m−2 s−1) relative to component E is then

JE
i = ci(ui − un)
= − c

RT

n−1∑
j=1
(Λij − x j

xn
Λin − xi

xn
Λnj + xix j

x2
n
Λnn)∇μ̃ j

= − 1
T

n−1∑
j=1

LE
ij∇μ̃ j for i = 1, . . , n − 1. (B9)

These equations give the relation between Lij and Λij in the B- and
E-frames of reference.

APPENDIX C: THE THERMODYNAMIC FACTORS

In the main text, we used the thermodynamic factors (Γij)
to account for non-ideality when expressing the chemical poten-
tial gradients as concentration gradients for the Fickian diffusion
picture. The present section will explain how we calculated the
thermodynamic factors from molecular dynamics simulations.

The thermodynamic factor is particular to the ensemble in
question. In the present work, equilibrium molecular dynamics
simulations are performed in the NVT ensemble, where34,35

Γij ≡ ci

kBT
(∂μ j

∂ci
)

T,V ,ci

= Ni

kBT
(∂μ j

∂Ni
)

T,V ,Ni

, (C1)

and ci = N i/V is the concentration of species i. This derivative is
carried out at constant T, V , and concentrations of all components
except i (indicated by the subscript “ci”), or equivalently, at constant
particle numbers N i for all components except i (indicated by the
subscript “Ni”).

Kirkwood and Buff33,34 related the thermodynamic factors to
integrals of the radial distribution functions of the species. These
Kirkwood–Buff integrals, Gij, are

Gij = 4π∫ ∞
0
(gij(r) − 1)r2 dr, (C2)
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where gij is the radial distribution function for species i and j and
they are related to the thermodynamic factors via

1
kBT
(∂μi

∂c j
)

T,V ,c j

= Cij

det (B) = Γ ji

c j
, (C3)

where B is the matrix with elements Bij = ciδij + cicjGij and
Cij = (−1)i+ j det(Bij) is the ij-cofactor in the cofactor expansion of
the determinant of B (Bij is obtained from B by deleting the ith row
and the jth column). Since Gij = Gji, we have B = B⊺ and Cij = Cji so
that Γijcj = Γjici. In practical applications, it might be more straight-
forward to calculate the thermodynamic factors directly from
Γij = ciAij, where Aij are the elements of the matrix A = B−1. For a
ternary system, we get

Γ11ζ = 1 +G22c2 +G33c3 + c2c3(G22G33 −G23G32),
Γ12ζ = c1(−G12 + c3(−G12G33 +G13G32)),
Γ13ζ = c1(−G13 + c2(G12G23 −G13G22)),

Γ22ζ = 1 +G11c1 +G33c3 + c1c3(G11G33 −G13G31),
Γ23ζ = c2(−G23 + c1(−G11G23 +G13G21)),

Γ33ζ = 1 +G11c1 +G22c2 + c1c2(G11G22 −G12G21),
(C4)

where

ζ = det (B)
c1c2c3

. (C5)

For completeness, we will detail how we can adapt the ther-
modynamic factors to the isothermal-isobaric NPT ensemble and
how we can introduce mole fractions. The transformation to NPT
conditions is33,34

a ji = ( ∂μi

∂N j
)

T,P,N j

= ( ∂μi

∂N j
)

T,V ,N j

− V iV j

VκT
, (C6)

where V i represents the partial molar volume of species i,

V i = ∑k ckCki∑i, j cic jCij
, (C7)

and κT denotes the isothermal compressibility,

κT = det (B)
kBT∑i, j cic jCij

. (C8)

Together, these equations give

aji = ( ∂μi

∂N j
)

T,P,N j

= kBT
V det (B)(Cij − (∑k ckCki)(∑k ckCk j)∑i, j cic jCij

). (C9)

This equation can be employed to compute thermodynamic factors
under NPT conditions (which are typically encountered in experi-
mental settings). Analogous to Eq. (C1), we define a thermodynamic
factor for NPT conditions as

ΓNPT
ij = Ni

kBT
(∂μ j

∂Ni
)

T,P,Ni

= Ni

kBT
aij. (C10)

From Eq. (C6), we have that aij = aji, which means that ΓNPT
ij N j= ΓNPT

ji Ni, and from the Gibbs–Duhem relation at dT = 0 and dP = 0,
we have

n∑
i=1

ciaij = 0, (C11)

for all j. For a ternary system, with the following definitions:

η = 1
c1c2c3

∑
i
∑

j
cic jCij , Δij = Gii +G j j − 2Gij , (C12)

one may show that

a11 = kBT
Vη
( c2 + c3 + c2c3Δ23

c1
),

a22 = kBT
Vη
( c1 + c3 + c1c3Δ13

c2
),

a33 = kBT
Vη
( c1 + c2 + c1c2Δ12

c3
),

a12 = a21 = −kBT
Vη
[1 + c3(G33 +G12 −G13 −G23)],

a13 = a31 = −kBT
Vη
[1 + c2(G22 +G13 −G12 −G23)],

a23 = a32 = −kBT
Vη
[1 + c1(G11 +G23 −G12 −G13)].

(C13)

The relations in Eq. (C11) can be verified from these equations; for
instance, c1a11 + c2a21 + c3a31 = 0.

The thermodynamic factors are also commonly expressed as
derivatives with respect to the mole fractions,61

Γx
ij = xi

kBT
( ∂μi

∂x j
)

T,P,Σ
= δij + xi(∂ ln γi

∂x j
)

T,P,Σ
, (C14)

where γi is the activity coefficient, and we use the superscript
“x” to indicate that Γx

ij is based on the mole fraction. The subscript
Σ indicates that the derivative is taken with the constraint that the
mole fractions sum to one, and it is carried out at a constant mole
fraction for all components except the last (the nth). The required
derivatives are61–63

( ∂μi

∂x j
)

T,P,Σ
= N( ∂μi

∂N j
)

T,P,N j

−N( ∂μi

∂Nn
)

T,P,Nn

, (C15)

and with Eqs. (C15) and (C14), explicit expressions for Γx
ij are13,61,63

Γx
11 = 1

η
(c1 + c2 + c3 + c1c2(−G12 +G13 +G22 −G23) + c2c3Δ23),

Γx
12 = c1

η
(c2(−G12 +G13 +G22 −G23)+c3(−G12 +G13 +G23 −G33)),

Γx
21 = c2

η
(c1(G11 −G12 −G13 +G23) + c3(G13 +G23 −G12 −G33)),

Γx
22 = 1

η
(c1 + c2 + c3 + c1c2(G11 −G12 −G13 +G23) + c1c3Δ13),

(C16)
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TABLE VII. Thermodynamic factors of the lithium battery electrolyte from molecular dynamics simulations (at 300 K and an
average pressure of 0.4 bar). The thermodynamic factors are calculated from the radial distribution functions, averaged over
three independent simulations. The error estimates were obtained as the standard deviation of the thermodynamic factors
calculated directly from the radial distribution functions (without averaging them). The superscript “NPT” from Eq. (C10) and
the superscript “x” from Eq. (C14) are excluded here.

Thermodynamic
factor NVT Eq. (C4) NPT Eqs. (C10) and (C13) NPT (mole fraction) Eq. (C16)

ΓLL 1.678 ± 0.004 1.43 ± 0.02 1.50 ± 0.02
ΓDD 47 ± 2 0.81 ± 0.03 1.20 ± 0.04
ΓEE 18.7 ± 0.5 0.40 ± 0.01 ⋅ ⋅ ⋅
ΓLD 1.30 ± 0.02 −0.30 ± 0.01 −0.29 ± 0.02
ΓDL 5.8 ± 0.1 −1.32 ± 0.04 −0.98 ± 0.03
ΓLE 0.850 ± 0.008 −0.018 ± 0.005 ⋅ ⋅ ⋅
ΓEL 5.10 ± 0.05 −0.11 ± 0.03 ⋅ ⋅ ⋅
ΓDE 24.7 ± 0.7 −0.38 ± 0.01 ⋅ ⋅ ⋅
ΓED 33 ± 1 −0.51 ± 0.02 ⋅ ⋅ ⋅

TABLE VIII. Consistency check for the thermodynamic factors, ΓijNj = ΓjiNi ,
numerical values from Table VII.

Γij/Γji NVT NPT N i/N j

ΓLD/ΓDL
1.30
5.80 = 0.224 −0.30−1.32 = 0.227 NL/ND = 920

4116 = 0.223

ΓLE/ΓEL
0.85
5.10 = 0.167 −0.018−0.11 = 0.164 NL/NE = 920

5520 = 0.167

ΓDE/ΓED
24.7
33 = 0.748 −0.38−0.51 = 0.745 ND/NE = 4116

5520 = 0.746

where η is the same as defined in Eq. (C12). We refer to Ruckenstein
and Shulgin63 for the expressions for Γx

31 and Γx
32.

The calculated thermodynamic factors from our simulations
are given in Table VII. The salt is treated as one component, “L.”
In Table VIII, we examine the symmetry relations, ΓijN j = ΓjiN i, and
use the numerical values from Table VII to confirm the relations in
Eq. (C11),

ΓNPT
LL + ΓNPT

DL + ΓNPT
EL = 1.43 − 1.32 − 0.11 ≈ 0,

ΓNPT
LD + ΓNPT

DD + ΓNPT
ED = −0.30 + 0.81 − 0.51 ≈ 0,

ΓNPT
LE + ΓNPT

DE + ΓNPT
EE = −0.018 − 0.38 + 0.40 ≈ 0.002.

(C17)

Regarding the last check, we note that the value of ΓNPT
LE is on the

same order of magnitude as the uncertainties in ΓNPT
DE and ΓNPT

EE .
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ABSTRACT: In order to increase the adoption of batteries for
sustainable transport and energy storage, improved charging and
discharging capabilities of lithium-ion batteries are necessary. To
achieve this, accurate data that describe the internal state of the
cells are essential. Several models have been derived, and transport
coefficients have been reported for use in these models. We report
for the first time a complete set of transport coefficients to model
the concentration and temperature polarization in a lithium-ion
battery ternary electrolyte, allowing us to test common
assumptions. We include effects due to gradients in chemical
potentials and in temperature. We find that the voltage
contributions due to salt and solvent polarization are of the same
order of magnitude as the ohmic loss and must be taken into
account for more accurate modeling and understanding of battery performance. We report new Soret and Seebeck coefficients and
find thermal polarization to be significant in cases relevant to battery research. The analysis is suitable for electrochemical systems, in
general.

■ INTRODUCTION
It is generally known that charging or discharging of batteries
may lead to concentration polarization, i.e., changes in
electrolyte composition due to an electric field.1 Thermal
polarization, i.e., composition changes due to temperature
gradients, may also play a role. The magnitudes of both follow
from the transport of charge, mass, and heat in the electrolyte,
including the coupling effects of these processes. The values of
the coupling coefficients are central for the prediction of
thermal and concentration polarization according to non-
equilibrium thermodynamics, the method chosen for the
present analysis.
A major part of the battery voltage is determined by the

difference in electrode potentials between the cathode and the
anode. In addition, ohmic resistance and polarization of the
electrolyte contribute to the total cell voltage. At high charge
and discharge rates, the polarization of the electrolyte can be
significant and could dramatically influence the battery
performance.2 In the present work, we focus on such
contributions that enable a more accurate and physical
model of lithium-ion batteries.
As an important case of analysis, we have taken the well-

studied lithium-ion battery with its electrolyte composed of a
lithium salt (LiPF6) and two organic carbonates as cosolvents,
ethylene carbonate (EC) with either diethyl carbonate (DEC)
or dimethyl carbonate (DMC). These components are typical

in lithium battery research and in commercial batteries3 and
have not earlier been rigorously examined as an electrolyte
mixture of independent components.
The polarization contributions are given by the gradient in

the electric potential, ∇φ, between two lithium metal
electrodes. Here, we will only consider one-directional
transport, i.e., dφ/dx, but this can be extended to two- or
three-dimensional systems. We express the gradient in electric
potential, ∇φ, using nonequilibrium thermodynamics.4 By
choosing the cosolvent EC as frame of reference, we obtain

=
F

T t
F

t
F

j
T

1
T

1
TL L D D (1)

where the first term on the right-hand side is proportional to
the temperature gradient, ∇T, via the Peltier coefficient π over
the temperature T and Faraday’s constant F. The second and
third contributions contain the gradient in chemical potential
of lithium salt, ∇μL,T, (L is used as short-hand notation for the
lithium salt here), and the gradient in chemical potential of the
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cosolvent, ∇μD,T (where D in this work can be DEC or DMC).
Both gradients are evaluated at constant temperature, as
indicated by subscript T. The transference coefficient of
component i, ti, is defined as the mass flux of i at a constant
composition and temperature over the electric current density.
It can be determined from, e.g., Hittorf experiments.5 The
ohmic potential drop is the fourth term, where the electric
current density j is multiplied with the inverse electrolyte
conductivity, 1/κ.
The expression 1 originates in the entropy production of the

cell, when neutral components are used to describe the entropy
production. We describe transport in the bulk electrolyte under
polarization conditions6 by
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(2)

where ij and Lij are Onsager coefficients for the electrolyte
mixture under different conditions. The large and small
coefficient symbols are related by

= L
L L

Lij ij
i j

(3)

where the coefficient Lφφ = κT. Jq′N, JL, JD, and j are the
measurable heat flux, mass fluxes of salt and cosolvent, and
electric current density, respectively. The measurable heat flux
and electric current density do not depend on the frame of
reference. The mass fluxes do. They are here measured relative
to EC. Lij are coefficients for transport of heat, mass, and
charge. The coefficients ij refer to diffusion in the absence of
an electric current.5 We observe that the value of ∇φ is equal
to the ohmic potential drop in the absence of gradients in the
composition and temperature. Transport in the electrolyte can
be described in two ways, by the mixed (ions and solvents) or
by the neutral (salt and solvents) component scenario.6 The
transport coefficients in the mixed component scenario (Λij)
are obtained directly from the fluctuation dissipation theorems
using molecular dynamics (MD) simulations, see further
explanation in the Supporting Information and in ref 6. The
coefficients of the neutral component scenario, used in the
equations above, can be obtained by converting the set of Λij

using the Rules for Coupling of Fluxes.6

The ability to accurately compute the potential profile in eq
1 has so far been much hampered by a lack of data. Properties
of binary electrolytes are well studied e.g., by Newman et al.,1,7

but most lithium-ion battery electrolytes are ternary or even

Figure 1. (a) RDFs of Li+ and PF6− and corresponding (b) coordination numbers as a function of distance. (c) RDFs of Li+ and DEC/DMC and
corresponding (d) coordination numbers as a function of distance. (e) MD snapshot of Li+ coordinated by three DECs and one PF6−,
corresponding to the closest peak of the bimodal RDF of Li+ and PF6−. (f) MD snapshot of Li+ coordinated by three DECs, one EC, and one PF6−,
corresponding to the second-closest peak of the bimodal RDF of Li+ and PF6−. (g) MD snapshot of Li+ coordinated by four DECs and one EC, the
anion is outside the first solvation shell (solvent-separated ion-pair). The coordinating solvent carbonyl oxygen atoms are numbered. Particle colors
are shown to the right.
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quaternary mixtures with more than one solvent. The transport
properties of such complex mixtures are not fully known, and
coupling of transport phenomena is therefore often neglected.8

Assumptions have not been controlled, and little distinction
has been made between descriptions with one or more solvent
components. The mixture of solvents has often been
considered as one component.9−12 Recent studies indicate
that solvent components separate in the cell.13,14 The structure
of the ternary electrolyte is, therefore, central for the
description of components and their transport properties.
The aim of this work is thus to determine a complete set of

transport properties obtained from MD simulations that enable
us to compute all contributions to the electric potential at the
stationary state. The transport coefficients are needed for
battery modeling purposes. The frame of reference for ti and
the choice of components i will prove essential as the
magnitude of the terms vary with the choice of the frame of
reference.15,16 The value of eq 1 is, however, independent of
the frame of reference. We shall apply a method recently
described by Kjelstrup et al., providing new relations for
coefficient determinations, the so-called Rules for Coupling of
Fluxes.6 We start by describing the microstructure of the
electrolyte at equilibrium. This is next used as a foundation for
explaining thermodynamic and transport properties. A
convenient choice of frame of reference will be explained
based on the electrolyte microstructure and the diffusion
coefficients in different frames of reference. We present and
discuss first the effect of diffusion coefficients. The Seebeck
coefficient and the heats of transfer will be reported, giving the
coupling between the temperature gradient and the electric
potential gradient. Finally, all determined parameters are used
to estimate the impact of the temperature gradient and solve
eq 1 in the stationary state. We can then evaluate how much
each term in eq 1 contributes to the cell voltage.

■ RESULTS AND DISCUSSION
Equilibrium Structure of the Electrolyte. The structure

information reported below suggests that the following
exchange takes place in the presence of solvents DEC and
EC at equilibrium

+ · ++FLiPF 3DEC Li 3DEC PF6 6

The reaction conveys two ways of viewing the electrolyte: as
composed of a mixture of ionic and neutral components (right
side) or as a mixture of neutral components only (left-hand
side). The transport coefficients of the electrolyte can be
formulated using either set of components, and they are
connected via the Rules for Coupling of Fluxes, see Kjelstrup
et al.6 Both sets of components (of mixed and neutral
components) were used to find the relevant sets of transport
coefficients.
The coefficients of transport for the ternary electrolytes will

be understood in terms of the electrolyte structure. We
computed the radial distribution function (RDF) for Li+ and
DEC/DMC and PF6− in order to examine the electrolyte
structure and the coordination environment of the Li+ ions.
The results are shown in Figure 1 and the results for Li+ and
EC are shown in SI, Figure S4. The residence time, i.e., the
average time that two species stay together within a specified
cutoff distance before parting, provides information about the
dynamic properties of the coordination environments.17−19

Coordination numbers and residence times are listed in Table
1.

Figure 1 shows that each Li+ on average is coordinated
primarily by the linear carbonates in all electrolytes
investigated, i.e., by DEC or DMC. The coordination numbers
of DEC and of DMC in the first solvation shell range from 2.9
to 3.2 and 3.4 to 3.7, respectively. The corresponding numbers
for EC range from 0.8 to 1.4 and 0.6 to 1.0 in the DEC- and
DMC-containing electrolytes, respectively; see Figure S4.
Additionally, from Table 1 we see that on average, the Li+
spends about an order of magnitude longer time coordinated
to DEC/DMC molecules than to EC molecules before
changing coordination. All of the solvent molecules are facing
Li+ by the central carbonyl oxygen. The coordination of Li+ in
mixed carbonate electrolytes has been a point of discussion in
the literature, but no consensus has been reached. Several
studies indicate that Li+ is preferentially coordinated by EC in
electrolyte mixtures of EC and DEC/DMC20−25 or that Li+ is
coordinated equally by EC and DEC/DMC,26 but other
studies indicate favored coordination by the linear carbo-
nates.27−29 There is less than one PF6− coordinating Li+ on
average in all electrolytes. The salt dissociation in the
electrolytes containing DMC30 is seemingly larger than in
DEC. The RDFs of Li+ and PF6− hint at the presence of ion
clusters in the electrolyte. The fractions of ions in the ionic
clusters are shown in Table 2. Ions are assumed to be part of a
cluster if the interionic distance is less than 5 Å, the distance of
the first minimum after the first peak of the Li+-PF6− (P) RDF.
More than 15% of the ions in the 1:1 wt % EC/DEC
electrolyte are part of clusters with three or more ions. These
clusters are dynamic and relatively short-lived, as indicated by
the residence times in Table 1.
The equilibrium exchange reaction presented in the start of

this section captures these findings. The reaction expresses

Table 1. Coordination in Electrolytes. The Cutoff is Defined
as the First Minimum after the First Peak in the RDF, i.e.,
the First Solvation Shell

electrolyte pair
coordination
number

residence time
(ns) cutoff (Å)

1:1 EC/
DEC

Li-EC 1.40 0.42 4.52

1:1 EC/
DEC

Li-DEC 2.92 ± 0.01 4.26 ± 0.06 4.45

1:1 EC/
DEC

Li-PF6 0.59 1.34 ± 0.12 5.08 ± 0.03

3:7 EC/
DEC

Li-EC 0.81 0.54 4.52

3:7 EC/
DEC

Li-DEC 3.23 3.82 4.45

3:7 EC/
DEC

Li-PF6 0.74 2.19 5.10

1:1 EC/
DMC

Li-EC 1.01 0.18 4.45

1:1 EC/
DMC

Li-DMC 3.42 1.87 4.39

1:1 EC/
DMC

Li-PF6 0.39 0.48 4.97

3:7 EC/
DMC

Li-EC 0.59 0.17 4.52

3:7 EC/
DMC

Li-DMC 3.74 1.35 4.39

3:7 EC/
DMC

Li-PF6 0.40 0.46 4.97
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how DEC or DMC can shield the ions from each other. DMC
does this more readily than DEC. The reaction is slightly
shifted to the right in the presence of DMC. It is therefore
likely that the charge transport involves solvent transport. We
will see later that this can be confirmed.
The thermodynamic factors, which describe deviations from

ideal mixture theory, were calculated from Kirkwood-Buff
integrals (Supporting Information) and are presented in Table
3. A main factor Γii equal to one and a cross factor Γij equal to

zero means that the mixture is ideal, cf. Simon et al.31 The
values of the main factors ΓLL and ΓDD are clearly above one in
all electrolytes, indicating the presence of repulsive forces. The
cross-terms ΓLD and ΓDL are smaller than the corresponding
main factors, indicating more attractive forces between polar
DEC/DMC molecules and the ions. The thermodynamic
factors involving the solvent are sensitive to the solvent
composition of the electrolytes.
From the Barycentric to the Cosolvent Frame of

Reference. The frame of reference is central when transport
of components in multicomponent mixtures is measured. The
transport coefficients depend on the frame of reference. The
Onsager coefficients from the simulations were obtained in the
barycentric (or wall) frame of reference. The flux−force matrix
of the isothermal system in this frame of reference has 10
coefficients, but we can reduce this number, using the fact that
the driving forces are dependent through Gibbs−Duhem’s
equation, cf. Ref 6. Two possibilities for elimination of driving
forces are then possible: EC or DEC. To help in that decision,
we provide Onsager coefficients in Supporting Information
Table S1 for the barycentric, EC-, and DEC frames of
reference.
Consider first L++ = (0.35 ± 0.04) × 10−11 m2 s−1 in the

barycentric frame of reference. Upon transformation to the EC
frame of reference, L++ becomes (0.8 ± 0.1) × 10−11 m2 s−1
and in the DEC frame of reference, L++ is (0.3 ± 0.1) × 10−11
m2 s−1. The coefficient L++ is larger when measured relative to
EC than to DEC because Li+ is less strongly coordinated to EC
than to DEC. Both EC and DEC move with respect to the
center of mass frame of reference, and they also move relative
to one another. To treat the solvent as one component only, as
is done in the literature,32 means to neglect these relative
movements. Furthermore, L−− is (0.7 ± 0.2) × 10−11 m2 s−1 in

the barycentric frame of reference, (1.3 ± 0.2) × 10−11 m2 s−1
in the EC frame of reference, and (1.0 ± 2) × 10−11 m2 s−1 in
the DEC reference frame. The PF6

− anion is weakly
coordinated by solvent molecules and moves more independ-
ently of the solvent, resulting in a smaller difference between
the EC- and DEC frames of reference. The coefficient LED,
which is present only in the barycentric frame of reference, is
negative. This suggests that EC and DEC tend to move away
from one another. In fact, EC moves away from all the other
components in the barycentric reference frame and apparently
is not much directly involved in charge transport. This gives
arguments in favor of choosing the cosolvent EC as frame of
reference for a reduced set of coefficients.7,9,10,33,34 To use a
mixture of solvents as the frame of reference gives fewer
components transported and less variables. We have chosen to
use EC alone as a frame of reference for the mass fluxes. The
number of unknown coefficients is reduced from ten to six with
this choice. We will have the possibility to study solvent
segregation, which has recently been observed experimen-
tally.13 The choice for component EC is thus motivated by EC
being less involved in structure-making than DEC as well as in
the transport of Li+ and charge. Note, however, that upon
going from the barycentric to a cosolvent as frame of reference,
some information about the system is lost, e.g., the correlation
of the solvent components EC and DEC, LED. Moreover, if the
motion of the cosolvent chosen as frame of reference is
unknown, the interpretation of the transport coefficients
becomes less transparent.35,36

Coefficients for Isothermal Diffusion. As mentioned,
the electrolyte can be equivalently described by the mixed
component or the neutral-only component scenario. At
isothermal conditions, molecular simulations naturally produce
transport coefficients in the mixed component scenario. But
operationally defined, experimentally obtained properties are
usually related to neutral components.5,37 The Rules for
Coupling of Fluxes provide links between the two scenarios
and thus between simulations and experiments. The set of
transport coefficients of the neutral component scenario is our
target, to be used for thermodynamic modeling of the battery
electrolyte.

Onsager Coefficients. The Onsager coefficients for the
mixed component scenario obtained from the fluctuation−
dissipation theorems, as shown in the Supporting Information,
are presented in Table 4. The Onsager coefficients for the
neutral components scenario were computed from these to
finally give the electrolyte conductivity plus the transference
coefficients for the salt and the cosolvent in the 1:1 EC/DEC
with 1 M LiPF6 electrolyte. The last properties were obtained
using the Rules for Coupling of Fluxes6 and are presented in
the lower part of Table 4.
We see from the table that L−− is larger than L++, which

means that PF6− will move faster than Li+. This is also reflected
in the low Li+ transport number (τ+) of 0.28. This value is
comparable to experimental values for the Li+ transport
number in EC/DEC + LiPF6 electrolytes reported by, e.g.,
Lundgren et al.11 and Landesfeind and Gasteiger.10 These
studies report transport numbers relative to the solvent mixture
(as most experimenters do), while our results are relative to the
EC. In other words, we assume that JEC = 0. Notably, τ+ in the
DEC frame of reference is only 0.12 as Li+ and DEC move
together. A positive L+− means that the cation and anion
movements are positively correlated; i.e., they tend to move
together and reduce ionic conductivity. This is reflected in the

Table 2. Ionic Clusters in the Electrolytes. Fraction of Free
Ions and Fraction of Ions in Different Sized Clusters

electrolyte free ions 2 ions 3 ions 4 ions ≥5 ions

1:1 EC/DEC (1) 0.49 0.34 0.11 0.04 0.02
1:1 EC/DEC (2) 0.48 0.34 0.11 0.04 0.02
1:1 EC/DEC (3) 0.49 0.34 0.11 0.04 0.02
3:7 EC/DEC 0.37 0.40 0.13 0.06 0.03
1:1 EC/DMC 0.64 0.28 0.06 0.02 0.00
3:7 EC/DMC 0.63 0.30 0.05 0.01 0.00

Table 3. Thermodynamic Factors (Γij, L = LiPF6, D = DEC
or DMC) Calculated Using Concentrations6

system ΓLL ΓLD ΓDL ΓDD

1:1 EC/DEC +1 M LiPF6 1.68 1.30 5.80 47.0
3:7 EC/DEC +1 M LiPF6 1.65 1.42 7.72 58.0
1:1 EC/DMC +1 M LiPF6 1.66 0.84 4.89 28.6
3:7 EC/DMC +1 M LiPF6 1.63 0.94 7.21 36.8
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RDF values of Li+ and PF6− in Figure 1a and in Tables 1 and 2.
The LD+ is quite large and positive, which means that there is a
strong tendency for correlated motion of Li+ and DEC, as
reflected in the corresponding RDF in Figure 1c and the
residence times. Interestingly, LD− is positive and significant
but smaller than LD+, so DEC will mostly follow Li+. Generally,
the coupling coefficients, Lij, are of the same order of
magnitude as the main coefficients, Lii. They should hence
not be neglected, as is now common. A large LDD indicates that
DEC is moving quickly relative to EC, indicating again that the
assumption of the solvent mixture moving as one component is
not true. Already from the results under isothermal conditions,
we see that gradients in salt concentration and solvent
composition will evolve in the electrolyte during charge or
discharge of the battery. This will affect the battery voltage and
will be demonstrated later. The transference coefficients tL and
tD define the amount of salt and DEC transferred when 1 F of
positive charges is passing the electrolyte from left to right.
In particular, 0.90 mol of DEC is transferred with the

passage of 1 F of electric charge through the electrolyte.
Consequently, DEC will move toward the cathode side, when
measured relative to EC. This finding is not in agreement with
a recent experimental study by Wang et al.13 They showed that
the linear carbonate cosolvent, ethyl methyl carbonate (EMC),
in an electrolyte mixture with EC and LiPF6 accumulated on
the anode side upon passage of current. If the Li+ were
primarily coordinated by EC molecules in the simulations, we
expect that EC would follow Li+ and accumulate on the

cathode side, and the linear carbonate DEC would move
toward the anode side to fill the remaining void, as in the
experiment. This deviation between our simulations and
experimental results points to a potential inaccuracy of the
force field that in reality, Li+ is primarily coordinated by the
cyclic carbonate EC and not by the linear carbonate. Our
results for the salt transference coefficient mean that salt
accumulates on the anode side. The electrodes are reversible to
Li+ ions and produce 1 F of lithium ions in the adjacent
electrolyte, while only a fraction of 0.28 leaves the electrolyte
chamber.
The ionic conductivity of the simulated electrolyte is 0.23 S

m−1, which is below the measured value of about 0.8 S m−1 by
Lundgren et al.11 However, even though the absolute values of
the transport coefficients are lower than the experimentally
measured values, the ratios expressed as transference
coefficients are seemingly correct. The LφL and LφD coefficients
describe how the components move in the electric field or
respond to the net electric current. Their sign gives the
direction of transport, positive when the movement follows
positive charges and vice versa for the opposite sign. The
transference coefficient is given by the ratio of this coefficient
and the ionic conductivity multiplied by Faraday’s constant.6

Fick’s Diffusion Coefficients. Fick’s diffusion coefficients are
more frequently measured than the Onsager coefficients since
there is easier access to gradients in concentration than to the
gradients in chemical potential. The set of Fick’s coefficients
describes the same reality as the Onsager coefficients. The two
sets are therefore related by entropy production invariance.
The Fick’s law coefficients were computed using the equations
in ref 6, and the results are shown in Table 5. For example, DLL
is the diffusion of salt due to a concentration gradient of salt,
and DLD is the diffusion of salt due to a concentration gradient
of DEC. The symmetry of the Onsager coefficient matrix is no
longer present in Fick’s diffusion coefficients, meaning that
four rather than three coefficients are needed. There is also no

Table 4. Diffusion Coefficients of the 1:1 wt.% EC/DEC + 1
M LiPF6 Electrolyte in the Mixed Component Scenario,
Derived from Equations in the Supporting Information and
ref 6., and Converted to the EC and DEC Frames of
Reference. Transference Coefficients, tL, tD, and tE, and
Transport Numbers, τ+ and τ−, are Dimensionless. The
Coefficients in the Mixed Scenario Lij Have Dimension m2
s−1. The Dimension Needed for eq 2 Is Obtained by
Multiplication with c/R and These Coefficients Are Shown
in the Rightmost Column

frame of
reference EC DEC EC

coefficient value ×10−11 m2 s−1 value ×10−11
m2 s−1 value ×10−9 K

mol2 J−1 m−1 s−1

L++ 0.8 ± 0.1 0.3 ± 0.1 12.1 ± 0.9
L−− 1.3 ± 0.2 1.0 ± 0.2 18.7 ± 3.0
L+− 0.56 ± 0.05 0.2 ± 0.1 8.4 ± 0.7
LD+ 2.4 ± 0.2 36.4 ± 3.2
LD− 1.8 ± 0.2 27.5 ± 2.7
LDD 11.3 ± 1.3 167.8 ± 18.7
LE+ 0.1 ± 0.3
LE− 0.9 ± 0.1
LEE 20.3 ± 2.3
Lφφ = κT (69.3 ± 10.4) K S m−1

LφL (−7.5 ± 2.3)×10−4 K
mol C J−1 m−1 s−1

LφD (6.4 ± 2.5)×10−4 K mol
C J−1 m−1 s−1

κ = Lφφ/T (0.23 ± 0.03) S m−1

tL −0.97 ± 0.12 −1.17 ± 0.06
tD 0.90 ± 0.46
tE −1.21 ± 0.62
τ+ 0.28 ± 0.09 0.12 ± 0.04
τ− 0.72 ± 0.09 0.88 ± 0.04

Table 5. Diffusion Coefficients of the Isothermal 1:1 wt.%
EC/DEC + 1 M LiPF6 Electrolyte in the EC Reference
Frame. The Six Top Values for the Neutral Component
Scenario Are Computed from the Coefficients in Table 4
Using the Generalized Transport Model and Equations in
ref 6. The Four next Values Are Diffusion Coefficients from
Fick’s Extended Law, Equations in ref 6. The Four Bottom
Values Are the Self-Diffusion Coefficients. Conditions Are
the Same as for Table 4

coefficient value ×10−11 m2 s−1 value ×10−9 K mol2 J−1 m−1 s−1

LLL 1.3 ± 0.2 18.7 ± 3.0
LDL 1.8 ± 0.2 27.5 ± 2.7
LDD 11.2 ± 1.3 167.8 ± 18.7
lLL 0.74 ± 0.04 11.0 ± 0.6
lDL 2.3 ± 0.1 33.8 ± 1.9
lDD 10.8 ± 1.3 161.0 ± 19.2
DLL 52.3 ± 2.6
DLD 309.4 ± 16.9
DDL 222.8 ± 22.4
DDD 1453.5 ± 170.2
DLi+ 7.2 ± 0.2
DPFd6

− 12.4 ± 0.2

DD 11.6 ± 0.1
DE 22.1 ± 0.1
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requirement that Fick’s main diffusion coefficients must be
positive like for the Onsager main coefficients. The
thermodynamic factor relates the chemical potential gradient
and concentration gradient and is used to convert Onsager
coefficients to Fick’s diffusion coefficients. The values of the
thermodynamic factors depend on the ensemble conditions
and concentration units used. Performing the conversion
increases the potential error and the method for computing
thermodynamic factors could be a source of ambiguity.6

The advantage of Fick’s diffusion coefficients is that they can
be compared to experimental results. Lundgren et al.11

obtained Fick’s diffusion coefficients in electrolytes containing
LiPF6 in EC/DEC by measuring the relaxation of the open
circuit potential after applying a small current for a certain time
through the electrolyte sandwiched by Li electrodes. They
calculated an effective diffusion coefficient of the salt in the
mixed solvent frame of reference for the mixture of 1.5 × 10−10
m2 s−1 for a salt concentration of 1 M. This value is of the same
order of magnitude as the calculated Fick’s diffusion
coefficients in Table 5. Unlike in the above-mentioned
experiment, simulations give four Fick’s diffusion coefficients
in a ternary mixture. The four coefficients are not separable in
the experiments, so the experimental result can be viewed as an
effective diffusion coefficient composed of four contributions.
The disadvantage of a description using Fick’s coefficients is
that the driving forces are not fully captured by the
concentration gradients.

Self-Diffusion Coefficients. Self-diffusion coefficients of all
components are also provided in Table 5. These values can be
compared to measurements, e.g., to nuclear magnetic
resonance (NMR) spectroscopy. Hayamizu38 measured the
self-diffusion coefficients of all components of a 1 M LiPF6 in
4:6 EC/DEC electrolyte at 303 K. The self-diffusion
coefficients of EC, DEC, Li+, and PF6− were (3.5, 3.60, 1.70
and 2.61) × 10−10 m2 s−1. Notably, EC and DEC move almost
equally fast in the experimental setup while in our simulations,
EC moves faster than DEC. The experimental and simulated
values can only be expected to be of the same order of
magnitude.

Composition Dependence. The transport coefficients
under isothermal conditions for the 1:1 EC/DMC with the
1 M LiPF6 electrolyte are presented in Table 6. All transport
coefficients in the 1:1 EC/DMC system are larger than the
corresponding coefficients in the 1:1 EC/DEC electrolyte

(Table 4). The resulting ionic conductivity of 1:1 EC/DMC is
about twice as high as in the 1:1 EC/DEC electrolyte due to
faster dynamics and improved salt dissociation with the shorter
DMC molecule.
Transport coefficients for the 3:7 EC/DEC and EC/DMC

systems are provided in Tables S2 and S3. By increasing the
concentration of the linear carbonate, we generally obtain
larger transport coefficients and increased electric conductivity.
There are no dramatic changes in the transference coefficients,
however.
Thermal Polarization of the Electrolyte. We have

discussed above that concentration polarization takes place in
the isothermal electrolyte. In the presence of a temperature
gradient, we need to include thermal polarization. When a
temperature difference is applied or arises between the
electrodes of an electrochemical cell, we can observe a
distribution of components in the thermal field (a Soret
effect) as well as migration of charges to produce a cell voltage
(a Seebeck effect). The two effects are superimposed. Both
effects affect the cell voltage.

Seebeck Coefficients. The Seebeck coefficient is defined as
the cell potential difference measured by two identical
electrodes caused by an applied temperature difference under
reversible conditions with a uniform electrolyte composition.
The cell potential, obtained by integrating eq 1, includes also a
Soret effect via the change in the chemical potential gradients
in this equation. Through the Onsager reciprocal relations, the
Peltier heat of the electrode surface and from it the Peltier
coefficient of the electrolyte can be computed from the
Seebeck coefficient, cf. eq 11 in the Supporting Information.
The Seebeck coefficient was measured in a symmetric Li−Li

cell. In these experiments, the cell was sandwiched between
two copper plates; see Figure 2a for a sketch. The high
temperature at the top copper plate and the low temperature at
the bottom copper plate were controlled by thermostated
water flowing from a water reservoir to the copper plate in
question. Each copper plate with its electrode was insulated
from the surroundings. The temperature difference between
the electrodes was measured or computed from a calibration
experiment and the temperature difference of the copper
plates, cf. Figure 2b. See ref39 for more details. The electric
potential difference was measured as a function of the
temperature difference between the copper plates,4,40 see
Figure 2c,d.
Figure 2d shows a typical plot of Δφ as a function of ΔT for

the present choice of electrolyte. From the slope of the curve in
Figure 2d, we computed the Seebeck coefficient first due to
thermal polarization at the start of the experiment (t = 0),
when the electrolyte is still homogeneous. The slope that we
derived from three measurements gave the value 1.15(20) mV
K−1 at 300 K for the 1 M LiPF6 in 1:1 (vol) EC/DEC
electrolyte. The Seebeck coefficient with the 1:1 wt % EC/
DMC electrolyte was determined to 1.1(1) mV K−1 at 300 K
based on 14 measurements,39 equal to the DEC-containing
electrolyte within experimental uncertainty. This value trans-
lates into a Peltier heat of 300 K × 1.15 × 10−3 × 1 × 105 V C
K mol = −34.5 kJ mol−1. This is the reversible heat that is
generated or absorbed at the electrode surface, here being a
source at the anode boundary and a sink at the cathode
boundary during operation of the battery. By subtracting the
electrode contribution to the Peltier heat (SLi0 = 29 J K−1
mol−1), we computed the Peltier coefficient of the electrolyte
to be 300 K × 0.86 × 10−3 × 1 × 105 V C K−1 mol−1 = −24.7

Table 6. Transport Coefficients of the 1:1 wt.% EC/DMC +
1 M LiPF6 Electrolyte in the Mixed Component Scenario
Using the EC Frame of Reference. Transference
Coefficients, t, and Transport Numbers, τ, Are
Dimensionless

coefficient value ×10−11 m2 s−1 value ×10−9 K mol2 J−1 m−1 s−1

L++ 1.1 18.8
L−− 1.9 33.4
L+− 0.6 10.9
LD+ 4.2 72.6
LD− 3.2 54.8
LDD 26.9 464.5
κ 0.48 S m−1

tL −0.99
tD 0.78
τ+ 0.26

Journal of the American Chemical Society pubs.acs.org/JACS Article

https://doi.org/10.1021/jacs.3c11589
J. Am. Chem. Soc. 2024, 146, 4592−4604

4597



kJ mol−1 using eq 12 in the Supporting Information, employing
a Seebeck coefficient for the bulk electrolyte of 0.86 mV K−1.
We shall see below that this Seebeck coefficient has a small

contribution from the Soret effect (the heat of transfer of the
salt and of DEC is small). We see from Figure 2c that the
temperature difference establishes itself within minutes and
that the potential difference responds uniquely to the applied
temperature difference. In the present case, the initial time
value did not change significantly over time, giving a first
indication that the Soret effect was indeed small. The
prediction was verified below.

Soret Effect. Nonequilibrium molecular dynamics (NEMD)
simulations gave results for Soret equilibrium, when the
thermal driving force balances the chemical driving forces or
the gradients in mole fraction of the different components. The
balance of forces occurs at the stationary condition (t = ∞)
and provides the impact of thermal polarization via gradients in
chemical potential, which further adds to eq 1.
We calculated the chemical potential gradients and the heats

of transfer by eqs 10 and 9 in the Supporting Informtion. The
gradients (and the accompanying heat flux) are given in Table
7 and example profiles are shown in Figure 3. The thermal
conductivity (calculated from the heat flux and temperature
gradient for the sake of completeness) is approximately 0.2 W
K−1 m−1 in all cases. We find (Table 7) that the heat of transfer
of the salt, qL*, is small (about 1 to 2 kJ mol−1), which supports
the fact that the first terms of π in eq 12 in the Supporting
Information dominate (Δφ/ΔT)j=0. The heat of transfer of
component DEC, qD*, is even smaller than qL* (≤0.3 kJ mol−1)
and is not shown in Table 7. The corresponding composition
profiles in Figure 3 do not deviate significantly from the
equilibrium profiles obtained without a temperature gradient.

The Soret effect is reflected in the time-dependence of the
electric potential difference, when the force balance of thermal
and chemical forces establishes itself; see Figure 2c. We see
that the Soret effect seems to give a negative contribution to
the electric potential difference. The observed effect is the sum
of products of heat of transfer and transference coefficient of
the independent electrolyte components times the inverse
temperature.40 The difference in the initial and stationary state
values of the Seebeck coefficient was here smaller than the
experimental uncertainty; therefore, no value could be
extracted from the experimental data. A contribution to the
relaxation from phase-change phenomena in the electrode has
also been suggested.39 For our purpose, to compute the
thermal polarization, we conclude that the Soret coefficient or
the heat of transfer in the present case is so small that it has a
negligible impact on the gradients in chemical potential and

Figure 2. (a) Schematic diagram of the experimental setup for measuring Seebeck coefficients in electrolytes. (b) Close-up view of the electrolyte
between hot and cold Li electrodes. (c) Temperature difference between Li electrodes and electric potential difference as a function of time in the 1
M LiPF6 in 1:1 EC/DEC electrolyte. (d) Electric potential difference as a function of temperature difference in three parallel experiments on the 1
M LiPF6 in 1:1 EC/DEC electrolyte. The slope of the linear line is the Seebeck coefficient.

Table 7. Heat Flux and Gradients in Mole Fraction (xi) from
the NEMD Simulations. The Value of qL* Is Evaluated at
the Mean Temperature in the NEMD Simulations (330 K).
The Thermodynamic Factors ΓIj

x Used to Calculate qi* Are
Provided in Table S1

Jq′×10−9 ∂T/∂z ∂xi/∂z × 104 (Å−1) qL*

system
(W
m−2)

(K
Å−1) LiPF6 DEC EC DMC

(kJ
mol−1)

1:1 EC/
DEC

2.8 −1.39 1.5 0.55 −2.1 1.6

3:7 EC/
DEC

3.0 −1.45 1.3 −0.66 −0.69 1.1

1:1 EC/
DMC

2.8 −1.36 1.01 0.42 −1.4 1.2

3:7 EC/
DMC

3.0 −1.43 2.1 0.50 −2.6 2.2
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therefore on the thermal polarization. In a good approx-
imation, the thermal polarization is due to the Seebeck
coefficient alone. The contribution can simply be added to the
concentration polarization of the cell voltage.
Total Polarization of Lithium-Ion Battery Electrolytes.

We can now return to the question raised upfront; how large
can we expect the concentration polarization and the thermal
polarization to be in a lithium-ion battery, i.e., what are the
contributions on the right-hand side of eq 1 to the battery
voltage? The coefficients that entered the equation have now
been defined and determined.
Consider first the events that take place when an electric

current is passing through the isothermal electrolyte. Charge is
transported and solvent DEC/DMC (D) is carried along,
leading to the buildup of a gradient in chemical potential of
both salt along with accumulation of cosolvent D. Mass
transfer, or reaction heat sinks and sources, will eventually also
lead to a temperature gradient. We are interested in both types
of polarization, and can now compute them at the stationary
state operation, when JD = 0 and JL = 0.

Concentration Polarization. Consider first isothermal
conditions: ∇T = 0. We apply eqs 2 and 3 and use one of
the conditions to express the other chemical potentials.
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We introduce the transference coefficients into the flux
conditions, and obtain
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The last equation is used to express ∇μL,T, which we introduce
in the equation above to give
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The solution for the isothermal electric potential difference of
the cell with two lithium-reversible electrodes at stationary
state becomes
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The equation describes the three types of losses described
above, in electric potential on the right-hand side. All of them
are proportional to the electric current density, j. The last term
on the right side represents the potential ohmic loss; the
central term represents loss due to a gradient in D
(concentration polarization due to D), and the first term on
the right side is due to the accumulation of salt at the anode,
producing a peak in the chemical potential gradient of salt at
this location. At the stationary state, the isothermal electric
potential gradient depends only on the transport properties.
This is the solution in the absence of a temperature gradient.
In the presence of a temperature gradient, there is one more
term, here computable from the Seebeck coefficient; see below.

Figure 3. Profiles from the NEMD simulations of the 1 M LiPF6 in the 1:1 EC/DEC system for the temperature and the mole fractions of EC,
DEC, and LiPF6. The gray lines show the profiles from corresponding equilibrium simulations, and the dotted lines show linear fits to the profiles
used to determine the gradients. The thermostated regions are highlighted as blue (cold) and red (hot).
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For the relevant concentration polarization, we know all
coefficients involved and can compute A and B in the equation
above. Their values in the different electrolytes are given in
Table S4. The contributions to cell voltage from salt
polarization, polarization of solvent D, and ohmic loss in the
different electrolytes are presented in Table 8. They are also
visualized in Figure 4a.

The equations and data presented enable us to evaluate the
effect of concentration gradients on battery performance under
operation. In order to obtain numerical insights, the typical
current density j = 30 A m−2 used by Spitthoff et al. is
considered.41 This is a current density that can be expected
when a fully charged cell is discharged within an hour (1 C
rate). The current density gives j/F = 3 × 10−4 mol m−2 s−1.
We are now ready to calculate the various contributions to the
cell voltage under isothermal conditions.
The conductivity of the 1:1 EC/DEC electrolyte is 0.23 S

m−1 (from Table 4), resulting in an ohmic voltage drop of 132
V m−1. The distance between the electrode interfaces is given
by the separator thickness, which is about 20 μm.42 In
addition, the electrodes in typical commercial batteries are
typically 50 to 60 μm thick.43 For the present calculations, we
assume a total distance between the electrodes of 100 μm,
which is relevant for research cells. Electrodes and the
separator are soaked in the electrolyte.43 We did not evaluate

the effect of porous electrodes and separator in this work but
note that they will increase the concentration polarization.2,44

This analysis assumes flat and thin Li electrodes. A gradient of
132 V m−1 gives a difference of 13.2 mV over 100 μm. Other
contributions are of the same order of magnitude. Tables 4 and
5 give for the 1:1 EC/DEC electrolyte, tL = −0.97, tD = 0.90
and the diffusion coefficient ratio = =/ 33.8/11.0 3.07LD LL ,
giving B = −1.3. The term tD adds to the potential drop. The
coefficients of Table 4 have the common factor ×10−9 K mol2
J−1 m−1 s−1. With this factor, we obtain A = −6.3 × 10−11 mol2
J−1 m−1 s−1 for the 1:1 EC/DEC electrolyte. The gradient in
chemical potential of D becomes Bj/AF = 7.17 × 106 J mol−1
m−1, which means that there is a 717 J mol−1 difference in
chemical potential of DEC over 100 μm. The difference
amounts to 7.2 mV over this distance. The chemical potential
gradients of the three components are displayed in Figure 4b.
Polarization of the salt contributes between two and three
times more to the voltage than the ohmic resistance.
Polarization of component DEC/DMC contributes more
than 10% of the total potential contributions, which is in
accordance with a recent experimental study on the over-
potential due to solvent polarization.45

We have thus computed the first, second, and third terms on
the right-hand side of eq 12 to combine to (−132−72−306) V
m−1 = −510 V m−1. This gives an electric potential difference
at the stationary state of 51.0 mV over the distance between
the electrodes (100 μm) in the 1:1 EC/DEC electrolyte for a
current density of 30 A m−2, disregarding all effects due to
electrodes and the separator, see Figure 4.
The potential ohmic loss is smaller in DMC-containing

electrolytes due to their higher ionic conductivity. The
potential contribution due to polarization of the salt in the
DMC containing electrolytes is about half of the corresponding
values in the DEC containing electrolytes. The relative
contribution from component DMC is smaller than the
contribution from component DEC.

Table 8. Potential Contributions to Cell Voltage in the
Isothermal Case

1/κ tDF2BA tLF2(−BAlDDlDL + tDTlDL)

electrolyte (Ω m) (Ω m) (Ω m)

1:1 EC/DEC 4.4 ± 0.7 2.4 ± 1.7 10.2 ± 4.6
3:7 EC/DEC 4.0 0.8 9.3
1:1 EC/DMC 2.2 0.7 5.3
3:7 EC/DMC 1.9 0.7 3.3

Figure 4. (a) Isothermal electrolyte contributions to electric potential difference in the stationary state as a function of distance from the anode
during discharge. Contributions are shown for a current density corresponding to a discharge time of 1 h (1 C). The total polarization for a current
density corresponding to a discharge time of 0.5 h (2 C) is also shown. Interface resistances are not taken into account. (b) Chemical potential
gradients of the three components in the stationary state as a function of distance from the anode during discharge. The chemical potential gradient
of LiPF6 is negative and it is slightly positive for DEC. In the EC frame of reference, the chemical potential of EC is constant. Only relative
differences matter, i.e., the starting point is arbitrary. Interface resistances are neglected.
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Thermal Polarization. In this investigation, the Seebeck
coefficient was 0.86 mV K−1 in both 1:1 EC/DEC/DMC
electrolytes, while the Soret coefficient gave a negligible
contribution to the cell potential at the stationary state. The
thermal polarization in volt at stationary state is therefore equal
to the Seebeck coefficient times the temperature gradient and
the electrolyte thickness. A difference of 40 K is used here,
motivated by accelerated aging experiments with externally
applied thermal gradients,46 where a severe increase in lithium
plating was observed for a battery cycled under a thermal
gradient. Knowledge of the temperature difference across the
electrolyte is necessary to determine thermal polarization. This
is difficult to measure directly due to the very short distance
(∼20 μm) between the anode and cathode interfaces in a
battery cell. Moreover, the temperature measurement itself
could potentially influence the result. Our selected temperature
difference of 40 K is likely too large for normal battery
operation but enables a calculation of the thermal polarization
in the special case of an applied interelectrode thermal force.
The contribution due to a temperature difference between the
electrode surfaces to the electric potential is important but is
not taken into account here.41 The results are compared to the
other contributions in Table 9. With DEC as the cosolvent, the

total polarization amounts to 85.4 mV under these operating
conditions. The corresponding value for DMC is 59.1 mV.
This is 30% lower compared to when DEC is used and gives a
clear advantage to DMC. This cosolvent leads to smaller
polarization of salt and component D and a smaller ohmic loss.
A concentration variation of EC/DEC/DMC from 1:1 to 3:7
will reduce the ohmic loss, salt polarization, and polarization of
component DEC/DMC.
The potential contributions to the cell voltage reported in

Table 9 likely depend on the temperature. The temperature
dependence of the transference coefficients and the con-
ductivity was examined by conducting equilibrium simulations
of the 1:1 EC/DEC electrolyte at 280 and 320 K. The results
are summarized in Table S6. The transference coefficients vary
little in the temperature interval (within uncertainty). The
conductivity increases nearly linearly with the temperature in
the temperature interval. The potential contributions due to
salt and solvent polarization decrease almost linearly with
increasing temperature, so it is appropriate to use the values at

300 K as we have done above. The Seebeck coefficient shows a
similar temperature dependence as entropy, which is usually
small over such a limited temperature interval. We measure a
linear relation between the electric potential difference and
temperature in Figure 2d across a wide temperature interval,
indicating a small temperature dependence of the Seebeck
coefficient. We do not expect the temperature dependence to
differ for the electrolyte compositions that we have studied.

■ CONCLUSIONS
This article presents for the first time a full set of transport
coefficients needed to model the concentration and temper-
ature polarization in a lithium-ion battery-relevant electrolyte.
The coefficients were determined using a practical procedure
recently established to link coefficients under two types of
scenarios; for the case that ions are used as electrolyte
components and for the case that there are neutral
components only. In addition, we report a Seebeck coefficient
of 0.86 mV K−1 and heats of transfer for the salt varying with
concentration from 1.1 to 2.2 kJ mol−1, which are small values
compared to the Peltier heat. The coefficients allow us to test
assumptions that are common in the literature. In the
nonisothermal system, all coefficients except the Soret
coefficient are significant. The Soret effect can be neglected
without a loss of precision in the computation of stationary
state polarization under battery operation.
The equilibrium studies of the electrolyte have confirmed

earlier results on pair correlation distributions and the
electrolyte structure. Diffusion coefficients are supported by
less detailed observations in the literature; they have the same
order of magnitude. The transport number of the lithium ion
in the EC frame of reference is comparable to literature values,
about 0.3, but earlier investigations did not include solvent
segregation and transport of DEC. Polarization of the salt is
the largest contributor to the battery voltage in the stationary
state, followed by potential ohmic loss, polarization of
component D, and finally thermal polarization. Regarding the
alternative cosolvents, we find that DMC produces half the
potential loss of DEC, giving in particular a much smaller salt
polarization and ohmic loss. Regarding the solvent composi-
tion, a higher fraction of component DEC or DMC seems
favorable. All terms in eq 1 contributing to the electric
potential are relevant and should be taken into account for
better battery modeling and understanding. We believe the
framework presented here represents an improved starting
point for cell-level models (which include porous electrodes
and the separator) compared to current state-of-the-art
physics-based models.8,47

■ EXPERIMENTAL SECTION
Equilibrium MD Simulations. All MD simulations were

performed using the LAMMPS48 code. Atomic and ionic interactions
were described by the OPLS-AA49 potential. The parameters for the
solvent molecule atoms were obtained from Ligpargen.50−52 The ionic
parameters for Li+ and PF6− ions were taken from Jensen et al.53 and
Acevedo et al.,54,55 respectively. This force field has been thoroughly
investigated for modeling of lithium-ion battery electrolytes and is a
good compromise of accuracy and computational efficiency. Real-
space Lennard-Jones and Coulombic forces were cutoff at 13 Å. A
Lennard-Jones tail correction was added to the energy and pressure.56

Coulombic forces beyond the cutoff were computed in reciprocal
space using a particle−particle particle-mesh solver57 with a relative
error in forces of 10−6. The ionic charges were scaled by a factor of
0.75 to correct for the overestimation of electrostatic interactions

Table 9. Electrolyte Potential Contributions to Cell Voltage
Assuming a Current Density of 30 A m−2 (1 C Rate), 100
μm Distance between Electrodes and Temperature
Difference of 40 K between Flat and Thin Electrodes
(Average Temperature 300 K). Conductivity and
Transference Coefficients Are Assumed to Be Constant in
This Temperature Range. Interface Effects Are not
Considered

ohmic
loss

polarization
of D

salt
polarization

thermal
polarization sum

lectrolyte (mV) (mV) (mV) (mV) (mV)

1:1 EC/
DEC

13.2 7.2 30.6 34.4 85.4

3:7 EC/
DEC

12.0 2.3 27.8

1:1 EC/
DMC

6.7 2.0 16.0 34.4 59.1

3:7 EC/
DMC

5.6 2.0 9.8
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between ions in nonpolarizable force fields.58 Packmol and
Moltemplate were used to prepare initial configurations of the
systems by randomly placing solvent molecules Li+ and PF6− in a
simulation box. The 1:1 wt % EC/DEC +1 M LiPF6 model electrolyte
contained 5520 EC molecules, 4116 DEC molecules, and 920 LiPF6.
Periodicity was applied in all dimensions.
The equilibration procedure is described in the following. First, the

energies of the systems were minimized to avoid particle overlap.
Initial equilibration was performed according to the method
developed by Molinari et al.59 The systems were further equilibrated
at a temperature of 350 K or higher and a pressure of 1 atm in the
isobaric−isothermal (NPT) ensemble using a time step of 1.25 fs in
order for the potential energy and density of the systems to stabilize.
The temperature and pressure were controlled by the Nose-́Hoover
thermostat and barostat60−62 using time constants resulting in
characteristic fluctuations of 100 and 1000 time steps, respectively.
The final equilibration in the NPT ensemble was conducted with a
temperature of 300 K and pressure of 1 atm while sampling the box
volume, and the simulation box size was scaled to the average volume
at the end to obtain the correct density. The transport properties were
sampled in the canonical ensemble (NVT) at 300 K using a time step
of 1.25 fs in simulations running for at least 80 ns, which was sufficient
to reach the diffusive regime. The Nose-́Hoover thermostat was used
in the NVT ensemble. The Onsager coefficients of Tables 4 and 6 for
the ions and the solvent (mixed component scenario), L++, L+−, L−−,
L+D, L−D, and LDD, and the RDFs for computing Kirkwood-Buff
integrals were obtained using the OCTP module63 for LAMMPS. The
Onsager coefficients shown in Table 4 and 5 for the salt and the
solvents (neutral component scenario), LLL, LLD, LDL, and LDD, were
computed from the set of coefficients in Table 4. The Fickian
coefficients in Table 5 were computed using equations in ref6. Three
parallel simulations were performed from independent starting
configurations for the 1:1 EC/DEC +1 M LiPF6 system. Data are
presented as the mean of three values with the standard deviation.
The other systems were simulated only once.
Nonequilibrium MD Simulations. In order to obtain heats of

transfer, a temperature gradient was set up in the z-direction by
thermostatting the center and edge regions of the simulation box to
280 and 380 K, respectively. Both regions were 4 Å thick, and they
were spanning the whole box in the two other dimensions. The edge
region was placed such that its center was at the box boundary. The
thermostatting was conducted by explicitly rescaling the atom
velocities every 10 timesteps. The system was allowed to equilibrate
for at least 30 ns using a time step of 1 fs to ensure that a stationary
state was reached before sampling the composition profile of the
components in the box. The linear momentum of all particles in the
box was reset every time step to avoid drift. The volume of the box
was held constant during the nonequilibrium simulations. Composi-
tion profiles of the components in the simulation box were calculated
by sampling the number of the various components in layers of 1 Å
thickness. The number of salt molecules inside a layer was defined as
the number of cations and anions divided by two.
Determination of Seebeck Coefficients. Cell Assembly. The

thermogalvanic cells were assembled as pouch-cells in an argon-filled
glovebox. A PC8 pouch-cell laminate from Targray was used as the
cell housing. The thermogalvanic cells had a symmetric electrode
arrangement, using lithium-chips from Tmax (0.25 mm thick and with
a diameter of 15.6 mm). Copper foil was used as a tab for electric
potential difference measurements with one part embedded in the cell
on the backside of the lithium chips and the other part outside the
pouch. A polypropylene tape film was used to reinforce the seal
around the tab. A stack of 4 Whatman Glass Microfibre Filters GF/D
(no 1823070, pore diameter of 2.7 μm) were used as a separator. The
stack was sandwiched between the two electrodes and had a thickness
of 1.8 mm after vacuum sealing. The electrolyte was 1 M LiPF6 in a
1:1 wt % EC/DEC (LP40) from Gotion. Electrolyte was added to the
separators until the separators were soaked but not dripping,
approximately 1 mL per cell. The pouch cells were sealed with an
Audion VMS 53 Vacuum Chamber. The lowest pressure was reached
after 15 s, and the cells spent 25−45 s at this pressure before the cells

were sealed. We found no dependence on the time spent under
vacuum.

Thermogalvanic Cell Measurements. Prior to measurement, the
cells were equilibrated by short-circuiting and allowed to reach a
stable electric potential difference at isothermal conditions. The
thermogalvanic cell was sandwiched between two copper plates within
a frame of two aluminum plates (see Figure 2a). A temperature
gradient was applied by circulating water in the aluminum frames (see
Figure 2a) using two water baths (Grant Ecocool 150R) set to
different temperatures. Hot water was circulating in the top plate and
cold water in the bottom plate. The electric potential difference
between the hot electrode (defined as the positive electrode) and the
cool electrode (defined as the negative) was recorded with an Agilent
34970A Data acquisition/Switch unit. A bias potential of typically
±0.3 mV was recorded prior to and in-between the measurements and
subtracted from the reading. Type K thermocouples were placed
between the copper plates to measure the external temperature
difference during the experiment.
The internal temperature difference was found from a calibration

experiment with thermocouples embedded in the pouch, cf. ref 39.
The temperature between the cell housing and the lithium electrode
was measured by two type K thermocouples stripped of the insulation
in three Li-symmetric cells. At the same time, the external
temperature difference was controlled. The ratio of the two
differences was 0.66 ± 0.06.39
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Electrolyte thermodynamic factors

The thermodynamic factor is a way to describe deviations from ideality of a mixture. The

relation between the common activity coefficient and the thermodynamic factor is unique,

and a transformation from one set of coefficients to another can be done. The thermodynamic

factors are defined by,

Γx
ij = δij + xi

(
∂ ln γi
∂xj

)

T,p,
∑ (1)

where δij is the Kronecker delta, γi the activity coefficient of component i, and the subscript
∑

indicates that the partial derivative is taken at constant mole fraction of all components,

except for the nth one. Superscript x indicates that the thermodynamic factors are calculated

using mole fractions. Thermodynamic factors can also be calculated using the concentration
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as a basisS1. Γx
ij is determined from the equilibrium simulations by evaluating the Kirkwood-

Buff integralsS2,S3:

Gij = 4π

∫ ∞

0

(gij(r)− 1) r2dr, (2)

where gij(r) is the pair distribution function. The radial distribution functions were calcu-

lated using the OCTP pluginS4 for LAMMPS with the finite-size correction method of van

der Vegt et al.S5,S6. For evaluating the integrals in Eq. (2), we have used the finite-size

correction of Krüger et al.S7 and one example of the extrapolation is shown in Figure S1 for

the 1M LiPF6 in EC:DEC system.

Figure S1: Calculation of Gij by linear extrapolation for the 1M LiPF6 in EC:DEC system.
The dotted vertical line shows the start of the linear extrapolation and the extrapolated
values are given in the legend (as the values following “ex.”).

Relations between Gij and Γx
ij for a ternary system are given by Liu et al.S3 and Krishna
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et al.S8:

Γx
11 = −1

η

(
− c2c3G22 − c2 + 2c2c3G23 − c2c3G33 − c3

+ c1 (c2G12 − c2G22 − 1 + c2G23 − c2G13)
)
,

(3)

Γx
12 = −c1

η

(
c2G12 + c3G12 − c2G13 − c3G13 − c2G22

+ c2G23 − c3G23 + c3G33

)
,

(4)

Γx
21 =

c2
η

(
c1G11 − c1G12 − c3G12 − c1G13 + c3G13

+ c1G23 + c3G23 − c3G33

)
,

(5)

Γx
22 =

1

η

(
c1c3G11 + c1 − 2c1c3G13 + c1c3G33 + c3

+ c2 (c1G11 − c1G12 − c1G13 + 1 + c1G23)
)
,

(6)

where ci is the molar concentration of i and,

η =c1 + c2 + c3 + c1c2∆G12 + c2c3∆G23 + c1c3∆G13

− 1

4
c1c2c3

(
∆G2

12 +∆G2
23 +∆G2

13 − 2∆G13∆G23

− 2∆G12∆G13 − 2∆G12∆G23

)
,

(7)

and,

∆Gij = Gii +Gjj − 2Gij. (8)

For the evaluation of the thermodynamic factors, EC has been taken as the reference (com-

ponent 3).

S-3



0.0 0.1 0.2 0.3 0.4
1/r / Å 1

400

300

200

100

0

100

G
ij

EC:DEC (1:1) + 1 M LiPF6

DEC-DEC
(ex. -251.07)
DEC-EC
(ex. -166.04)
DEC-LiPF6
(ex. 78.17)

EC-EC
(ex. -37.02)
EC-LiPF6
(ex. -158.26)
LiPF6-LiPF6
(ex. -466.66)

0.0 0.1 0.2 0.3 0.4
1/r / Å 1

G
ij

EC:DEC (3:7) + 1 M LiPF6

DEC-DEC
(ex. -235.39)
DEC-EC
(ex. -140.09)
DEC-LiPF6
(ex. 13.48)

EC-EC
(ex. -21.57)
EC-LiPF6
(ex. -131.67)
LiPF6-LiPF6
(ex. -447.12)

0.0 0.1 0.2 0.3 0.4
1/r / Å 1

G
ij

EC:DMC (1:1) + 1 M LiPF6

DMC-DMC
(ex. -160.78)
DMC-EC
(ex. -143.92)
DMC-LiPF6
(ex. 92.83)

EC-EC
(ex. -60.83)
EC-LiPF6
(ex. -182.51)
LiPF6-LiPF6
(ex. -372.12)

0.0 0.1 0.2 0.3 0.4
1/r / Å 1

G
ij

EC:DMC (3:7) + 1 M LiPF6

DMC-DMC
(ex. -157.30)
DMC-EC
(ex. -125.22)
DMC-LiPF6
(ex. 27.02)

EC-EC
(ex. -56.84)
EC-LiPF6
(ex. -175.67)
LiPF6-LiPF6
(ex. -402.54)

Figure S2: Kirkwood-Buff integrals as a function of inverse distance for the four electrolytes
studied. The regions used for linear regression to find the intercepts of the curves are
displayed by dotted vertical lines.
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Figure S3: Kirkwood-Buff integrals as a function of inverse distance for the three replicates
of the 1:1 EC:DEC electrolyte. The regions used for linear regression to find the intercepts
of the curves are displayed by dotted vertical lines.

Thermal coefficients

The heat of transfer can be computed from composition gradients once we have the thermo-

dynamic factors, Γx
ij. In the stationary state for transport of salt, we obtain

q∗L =

(
J ′N
q

JL

)

JD=0,j=0,dT=0

= −T

(∇µL,T

∇T

)

JL=JD=0,j=0

(9)
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An equivalent expression can be found for D. In both cases, ∇T is directly measured and

∇µi,T for i = L or D is determined from

∇µi,T =
2∑

j=1

Γx
ij

RT

xj

∇xj, (10)

where R is the gas constant and xj is the mole fraction of (independent) components j = L

or D. The gradient in the mole fraction ∇xj is determined in non-equilibrium simulations,

and Γx
ij is determined from equilibrium simulations by evaluating equation (2).

The aim of the present investigation is to compute the electric potential gradient across

the electrolyte from the last line in equation 2 in the main text. This can be done with

knowledge of the conductivity Lφφ/T and the transference coefficients ti = F (Liφ/Lφφ).

These coefficients can be obtained from equilibrium simulations, using fluctuation-dissipation

theorems. The heat of transfer can be determined from non-equilibrium simulations by

setting up a heat flux and measuring the resulting composition gradients.

The Peltier coefficient on the other hand is not directly obtainable from simulations.

It will here be determined from Seebeck coefficient measurements. By using the Onsager

relations, we obtain the identity

(π
T

)
dT=0,dµi=0

= −F

(
∆φ

∆T

)

j=0,dµi=0

. (11)

The expression applies to a subsystem as well as to the whole measuring cell. The single

contributions to the Peltier heat was obtained for this cell from the entropy balanceS9:

π = T
(
S∗

Li+ + S∗
e− − SLi

)
+

2∑

i=1

tiq
∗
i (12)

Here S∗
i are transported entropies of the lithium ion and the electron, respectively, SLi is the

entropy of lithium. The heat of transfer and the transference coefficients were defined above.

The transported entropy of the electron is assumed to be small.
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Table S1: Thermodynamic factors (Γx
ij, L = LiPF6, D = DEC or DMC) used to calculate

heats of transfer.

System Γx
LL Γx

LD Γx
DL Γx

DD

1:1 EC:DEC + 1M LiPF6 1.45 −0.28 −0.94 1.19
3:7 EC:DEC + 1M LiPF6 1.41 −0.22 −0.72 1.20
1:1 EC:DMC + 1M LiPF6 1.40 −0.26 −1.00 1.16
3:7 EC:DMC + 1M LiPF6 1.35 −0.21 −0.75 1.16

The equilibrium structure of the electrolyte
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Figure S4: (a) Radial distribution functions and (b) coordination numbers of the central
carbon atom of EC around Li.

In Tables S2, S3 and S4, the coefficients are obtained using Eq. (13) in the barycentric (B)

frame of reference, and converted to the EC- and DEC frames of reference. The conversion

is shown in Ref. S1. As described by Liu et al.S3, the barycentric Onsager coefficients, Λij,

can be directly obtained in MD simulations from the particle displacements as a function of
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time,

Λij =
1

6
lim

m→∞
1

N

1

m∆t
⟨(

Ni∑

l=1

(rl,i(t+m∆t)− rl,i(t)))

× (

Nj∑

k=1

(rk,j(t+m∆t)− rk,j(t)))⟩,
(13)

where ∆t is the simulation time step, N the total number of molecules, and rl,k(t) the

position of molecule/particle l of species k at time t.

Table S2: Diffusion coefficients for the mixed component scenario of the isothermal elec-
trolyte of 1:1 wt.% EC:DEC + 1M LiPF6 using the barycentric (B), EC- and DEC frames
of reference.

Frame of reference B EC DEC

Coefficient Value × Value × Value ×
10−11m2/s 10−11m2/s 10−11m2/s

L++ 0.35± 0.04 0.8± 0.1 0.3± 0.1
L−− 0.7± 0.2 1.3± 0.2 1.0± 0.2
L+− 0.08± 0.02 0.56± 0.05 0.2± 0.1
LD+ 0.5± 0.1 2.4± 0.2
LD− −0.3± 0.1 1.8± 0.2
LDD 2.8± 0.2 11.3± 1.3
LE+ −0.9± 0.1 0.1± 0.3
LE− −1.0± 0.1 0.9± 0.1
LEE 6.1± 0.9 20.3± 2.3
LED −3.4± 0.4

When formulated with fluxes and forces, as defined by the entropy production, eq. 1

in the main text, the fluctuation dissipation theorem refers to coefficients of the flux-force

matrix, eq. 2 in the main text. The coefficients dimension in eq. 2 follow, also for isothermal

systems, when the factor 1/T is contained in the force.
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Table S3: Diffusion coefficients for the mixed component scenario of the isothermal elec-
trolyte of 3:7 wt.% EC:DEC + 1M LiPF6 using the EC frame of reference. Transference
coefficients, t, and transport numbers, τ , are dimensionless.

Coefficient Value (× 10−11m2/s) Value (× 10−9Kmol2/(Jm s))

L++ 1.1 14.9
L−− 1.6 21.4
L+− 0.9 12.3
LD+ 4.4 60.0
LD− 4.1 55.9
LDD 24.9 341.9

κ 0.25 S/m
tL −1.04
tD 0.47
τ+ 0.22

Table S4: Diffusion coefficients for the mixed component scenario of the isothermal elec-
trolyte of 3:7 wt.% EC:DMC + 1M LiPF6 using the EC frame of reference. Transference
coefficients, t, and transport numbers, τ , are dimensionless.

Coefficient Value (× 10−11m2/s) Value (× 10−9Kmol2/(Jm s))

L++ 1.8 31.1
L−− 2.3 38.7
L+− 1.3 22.1
LD+ 9.5 159.1
LD− 8.0 134.4
LDD 71.8 1205.8

κ 0.54 S/m
tL −0.87
tD 1.29
τ+ 0.35

Table S5: Potential contributions to cell voltage in the isothermal case

A B 1/κ tD
F 2

B
A

tL
F 2

(
−B

A
lDD
lDL

+ tD
T
lDL

)

Electrolyte (10−11mol2/(Jm s)) (Ωm) (Ωm) (Ωm)

1:1 EC:DEC −6.3± 2.6 −1.3± 0.1 4.4± 0.7 2.4± 1.7 10.2± 4.6
3:7 EC:DEC −7.8 −1.2 4.0 0.8 9.3
1:1 EC:DMC −14.7 −1.2 2.2 0.7 5.3
3:7 EC:DMC −23.0 −1.1 1.9 0.7 3.3
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Table S6: Diffusion coefficients for the mixed component scenario of the isothermal elec-
trolyte of 1:1 wt.% EC:DEC + 1M LiPF6 using the EC frame of reference at 280 and 320K.
Transference coefficients, t, and transport numbers, τ , are dimensionless. Potential contri-
butions to cell voltage in the bottom section. Mean values and standard deviations from two
replicas.

Temperature 280K 320K

Coefficient Value (× 10−11m2/s) Value (× 10−11m2/s)

L++ 0.4 1.8
L−− 0.5± 0.1 2.5
L+− 0.2 1.2
LD+ 1.0± 0.3 5.3± 0.4
LD− 0.6 3.9± 0.2
LDD 5.1± 1.6 25.2± 1.0

κ (0.14± 0.04) S/m (0.50± 0.01) S/m
tL −0.90± 0.12 −0.92
tD 1.31± 1.11 0.88± 0.13
τ+ 0.33± 0.09 0.31± 0.01

Potential contributions to cell voltage

1/κ (Ωm) 7.8± 2.4 2.0
tD
F 2

B
A

(Ωm) 5.8± 6.1 0.8± 0.2
tL
F 2

(
−B

A
lDD
lDL

+ tD
T
lDL

)
(Ωm) 15.5± 3.5 3.9± 0.5
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