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Abstract 

 

Artificial Intelligence (AI) comprises a set of technologies with vast potential applications, 

which can range from autonomous vehicles and chatbots to fraud detection and medical 

diagnosis. While the domain of AI research has a history of over 50 years, recent technological 

advances have facilitated their utilization and deployment in real-world applications. Despite 

growing rates of AI deployment, many organizations struggle to fully realize business value from 

such technologies. Additionally, although AI offers numerous advantages, it is not exempt from 

potential negative or unintended consequences. Rising concerns regarding AI usage and 

instances of failed AI applications, some of which resulted in fatalities, job displacement, or 

racial biases, have underscored the urgent need for responsible AI governance (RAIG). 

Therefore, a gap exists between the design, deployment, and use of AI and its business value.  

The thesis employs a sequential multiple methods research design, commencing with an 

exploratory approach to uncovering key aspects of RAIG and responsible principles. Initially, a 

comprehensive literature review was conducted to acquire a holistic understanding of AI use and 

its business value. A second literature review followed, exploring RAIG, aimed at grasping the 

principles and methods for ensuring responsible AI utilization. Following the two literature 

reviews, we conducted a series of empirical studies. We start with a multi-case study with three 

organizations to examine how responsible AI governance is implemented in practice and 

promotes the development of robust AI applications that do not introduce negative effects. Next, 

an in-depth case study with 14 expert interviews was conducted to explore the importance of 

RAIG and the dark side effects that might occur if RAIG is not present. After that, research was 

carried out to construct a conceptual framework, which forms the main processes involved in AI 

resource orchestration. This framework aims to explain the different activities used to orchestrate 

resources strategically, thereby generating business value. Finally, a quantitative study with 329 

responses from Europe and the USA was undertaken to investigate whether RAIG yields tangible 

value and, if so, through which mechanisms and processes this value is realized. 

The results contribute to our understanding of how RAIG is implemented in organizations, and 

what its resulting business value is: firstly, through a conceptual model by exploring the 

fundamental dimensions relevant to RAIG within organizations and unveiling the underlying 

practices supporting them; secondly, by identifying the negative or unintended consequences of 

AI in the absence of RAIG, categorized into three clusters related to the nature of work, conflicts 

and effects, and responsibility; and thirdly, through a conceptual model by presenting and 

elucidating how firms manage their RAIG practices to improve competitiveness. Finally, the 

research discusses implications for research, practice, and policy, while also highlighting avenues 

for future investigation. 
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1     Introduction 

 

1.1 Problem Statement 
 

Artificial Intelligence (AI) has emerged as a set of technologies with far-reaching 

implications across various industries and domains. Its applications have showcased 

remarkable capabilities, ranging from task automation and cost reduction to personalized 

recommendations and virtual assistants (Alsheibani et al., 2020; Frank et al., 2019; Gregory 

et al., 2020). Notably, the global AI market is now worth billions of dollars, with projections 

estimated to exceed one trillion US dollars by 2030 (Plastino & Purdy, 2018; Ramadoss et al., 

2018). However, to fully realize the benefits of AI investments, organizations should also 

invest time, effort, and resources in order to adopt and diffuse AI (Enholm et al., 2021). 

Organizations recognize the importance of building trust and reducing the risks and 

unintended consequences associated with AI (Eitel-Porter, 2021), yet only 11% of risk leaders 

feel adequately prepared to measure the risk of the effects of AI (Accenture, 2019). 

Consequently, there is a clear and growing tension between technological capabilities and the 

human and social systems within which these technologies operate. Because of this tension, 

research into the extent to which technology enhances productivity, capacity, and well-being 

is required. In addition, potential side effects need to be considered, including adverse effects 

on human health, emotional states, and overall exhaustion (Conboy, 2019; Tarafdar et al., 

2015). Recent studies have indicated that AI may lead to a number of unintended or negative 

effects, such as technology addiction and technostress (Turel & Ferguson, 2020), security and 

privacy concerns (Aqeel et al., 2022), and the spread of fake news by using deepfake 

technologies (Al-Asadi & Tasdemir, 2022). Of particular interest is the attention AI has 

gained concerning its dark side implications, encompassing ethical and societal 

considerations (Mikalef et al., 2022). 

Highlighting the complexity and potential risks associated with the advancement of AI, recent 

studies (Mikalef et al., 2022; Papagiannidis et al., 2023; Sharma et al., 2022; Sun et al., 2022) 

have underscored the critical need for comprehensive measures to mitigate these challenges, 

leading to the emergence of AI governance, defined as “a variety of tools, solutions, and 

levers that influence AI development and applications” (Butcher & Beridze, 2019; 

Mäntymäki et al., 2022).  We selected this definition as it aligns closely with our perspective 

on AI governance, particularly in terms of governing AI in a manner that prioritizes processes 

and tools for successfully building AI applications. Furthermore, the existing landscape of AI 

governance presents a number of critical challenges that require comprehensive and 

integrated solutions (Ghallab, 2019). However, one of the primary challenges is the lack of 

clear guidelines and regulations regarding AI governance (Hagendorff, 2020), and because AI 

technologies rapidly evolve, organizations face challenges in navigating the regulatory 

environment and determining appropriate mechanisms to effectively govern AI systems 
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(Jelinek et al., 2021). The lack of consensus about what AI governance could entail has 

resulted in fragmented regulations and impeded innovation since AI governance plays a huge 

role in the effective utilization of AI technologies within organizational settings (Jelinek et 

al., 2021).  

What is more, as businesses increasingly integrate AI into their operations, it has become 

extremely important to establish clear guidelines and frameworks to govern the development, 

deployment, and usage of these technologies (Dwivedi, 2021). Effective responsible AI 

governance (RAIG) involves creating policies, procedures, and structures that guide the 

responsible and ethical use of AI within an organization (Gianni et al., 2022).  Robust 

governance practices help organizations realize the benefits of AI while managing potential 

risks and ensuring compliance with relevant regulations. Hence, complete RAIG frameworks 

are essential for achieving optimal outcomes, mitigating risks, and ensuring ethical and 

responsible AI practices. This includes addressing issues related to data privacy, algorithmic 

transparency, accountability, and overall ethical considerations. For example, transparency 

and accountability are important aspects of RAIG because the uncertainty of AI outputs raises 

concerns about how decisions are made when AI is involved in decision-making processes 

due to the potential for discriminatory outcomes (Akter et al., 2021). Thus, understanding and 

explaining AI system decisions are vital to ensure transparency, accountability, and the ability 

to address potential errors (Haibe-Kains et al., 2020). However, striking the right balance 

between transparency and the protection of proprietary algorithms or sensitive information is 

a challenge that needs to be overcome. Another critical challenge in RAIG is ensuring 

fairness and mitigating biases in AI systems (Bellamy et al., 2019). AI algorithms and 

datasets can preserve existing social biases and lead to discriminatory outcomes, thereby 

worsening social disparities. That means developing mechanisms to detect and address 

biases, promoting diversity in training data, and establishing frameworks for auditing and 

certifying AI systems for fairness are crucial steps towards RAIG (Arrieta et al., 2020).  

Other considerations of RAIG are privacy and data protection. AI systems often rely on vast 

amounts of personal data, raising questions about individuals' privacy rights and the potential 

for misuse or unauthorized access. Establishing comprehensive data protection frameworks, 

consent mechanisms, and privacy-preserving AI techniques are essential to safeguarding 

individuals' privacy while harnessing the benefits of AI technologies (Papagiannidis et al., 

2021). The rapid evolution of AI technologies also raises concerns about accountability and 

liability. However, traditional notions of accountability may not be applicable when AI 

systems make autonomous decisions or have a significant impact on individuals or society. 

Additionally, ensuring cross-domain collaboration and interdisciplinary approaches to RAIG 

is crucial. AI technologies have implications in various sectors, including healthcare, finance, 

transportation, and more (Kuziemski & Misuraca, 2020).  

As a result of these challenges, the concept of RAIG has emerged, where robust and 

comprehensive frameworks are needed. Ideally, these frameworks should incorporate AI 

governance with responsible AI principles. It is vital that frameworks are adaptable to the 

evolving nature of AI technologies and promote global cooperation and standardization. In 
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addition, guidelines and best practices should be developed for assessing, certifying, and 

auditing AI systems in order to ensure compliance with ethical requirements. By investigating 

the current challenges and proposing practical solutions for RAIG, this study aims to 

contribute to the advancement of AI governance. Using existing governance frameworks, 

ethical considerations, and emerging best practices, this study aims to provide organizations, 

decision makers, managers and other stakeholders with insights and recommendations. These 

insights revolve around optimizing AI integration, understanding how RAIG aligns with 

strategic objectives to enhance competitive performance, and identifying practices that yield 

actionable insights for decision-making while addressing potential barriers and unintended AI 

consequences. Moreover, the insights aim to uncover the drivers behind RAIG practices—

structural, relational, and procedural—and their impact on both businesses and society. 

Lastly, this study aims to establish the correlation between RAIG and firm performance. The 

ultimate goal is to facilitate an environment in which AI technologies can be exploited to 

their full potential while minimizing potential risks and ensuring societal benefit. 

 

1.2 Research Motivation 
 

Recognizing the challenges that organizations encounter while pursuing competitive 

advantage to increase business value, our research is primarily driven by the aim to provide 

knowledge of how companies can effectively manage their AI systems in a responsible way. 

We also seek to provide guidelines and evidence highlighting how RAIG contributes to 

business value. Numerous sources have emphasized the significance of AI governance and 

RAI practices, merging them to gain substantial business benefits. For instance, the European 

Commission (2019), the Singapore Government (2020), and Google (2019) have published 

extended work on responsible AI principles by providing guidelines for organizations. 

Additionally, scholars have investigated topics encompassing ethical guidelines regarding AI 

policies (Gianni et al., 2022), failed cases such as Tay (Mark Van Rijmenam & Schweitzer, 

2018), and the connection of AI governance and digital responsibility (Thelisson et al., 2019).  

Nevertheless, there is a gap between theory and practical applications, necessitating research 

to provide concrete evidence on how RAIG enhances performance and increases business 

value. Given the fact that RAIG is relatively new, there is limited empirical work grounded 

on established IS theories. The frameworks mentioned above do not provide any support for 

systematically incorporating, building, and maintaining RAIG practices and procedures. In 

our research, we utilize Legitimacy Theory (LT) to investigate how organizations aim to align 

their AI practices with societal expectations (norms and ethics), regulatory requirements, and 

stakeholder demands, thus bolstering their legitimacy and credibility when they develop AI 

products. However, what is considered ethical AI use lacks robust mechanisms to enforce 

normative claims (Hagendorff, 2020). While there may be potential ethical consequences, 

such as reputational losses or restrictions on professional memberships, these mechanisms are 
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generally weak and do not always pose an immediate threat (Hagendorff, 2020). Hence, we 

use LT to check the link between RAIG, corporate reputation, and performance.  

The responsible part of RAIG is an attractive concept for many AI companies and 

institutions. Companies and research institutes often formulate their own responsible AI 

guidelines, frequently include ethical considerations in their public relations efforts, or adopt 

responsible motivated "self-commitments." RAI focuses more on the practical 

implementation and operational aspects of ensuring that AI systems conform to established 

guidelines and principles, while ethics goes into the broader moral considerations regarding 

the development, deployment, and impact of AI on society, individuals, and the environment. 

These serve to discount the need for a binding legal framework and suggest to policymakers 

that internal self-governance within the scientific and industrial sectors is sufficient to 

mitigate potential technological risks and prevent abuse (Hickok & Maslej, 2023). Even when 

more concrete regulations concerning AI systems are demanded, as seen in recent calls by 

Google (2019), these demands tend to remain vague and superficial. Bourgon (2007) argues 

that the promotion of academia-led or industry-led ethics guidelines and other forms of self-

governance can create an illusion that accountability can be transferred from state authorities 

and democratic institutions to the respective sectors of academia or industry. Moreover, 

responsibility can be used as a means to pacify public voices while maintaining low criticism 

within the organization (Zhang & Yang, 2021). A good example in this context is the 

"Partnership on AI" association (2018), which brings together companies such as Amazon, 

Apple, Baidu, Facebook, Google, IBM, and Intel. Companies often emphasize their 

membership of such associations to convey a sense of commitment to regulating business 

activities while simultaneously denying the need for more strict legal regulations. 

RAIG should not be limited to the scope of governance alone, but it should necessitate the 

implementation of mechanisms that can overcome various challenges, including the 

alignment between business users and business owners (Adam Cutler, 2020; Arrieta et al., 

2020; Fadler & Legner, 2021). The governance of AI projects can be interpreted differently 

depending on individual perspectives, and it is crucial to consider the implications of AI 

applications (de Laat, 2021; Mökander & Floridi, 2023). The impact of AI on key 

organizational processes, such as delegation, coordination, and decision-making, is 

determined by the extent to which institutional frameworks enable them to assume 

managerial roles (Papagiannidis et al., 2022). In contrast, researchers at Microsoft (Amershi 

et al., 2019, May) approach RAIG from a technical standpoint, while the European 

Commission (EC) (Smuha, 2019) and the Singapore Government (2020) take a human and 

ethics-centric approach. The Microsoft researchers emphasize the technical aspects of AI 

governance and share insights on best practices employed by Microsoft teams to establish a 

coherent workflow incorporating software engineering processes. They also shed light on 

several crucial engineering challenges that organizations may encounter when developing 

large-scale AI solutions for the marketplace. Their findings highlight key aspects of AI 

governance that deal with the complexity of Machine Learning (ML) applications, which 

surpasses that of typical software applications. They identify the diverse skills required for 

constructing and customizing models depending on the project, and they recognize the 
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potential challenges in managing AI components when distinct modules and models exhibit 

nonmonotonic error behaviour. The EC and the Singapore government view AI governance as 

a means of fostering trustworthy AI through the establishment of guidelines. These guidelines 

were used for creating policies that go beyond mere ethical principles to provide principles 

which promote ethical AI (Smuha, 2019), while maintaining or improving the corporate 

reputation of the organization (Dignam, 2020; Sharma, 2022). 

Nonetheless, a significant disparity exists between the utilization of AI and the 

implementation of responsible AI. While some initiatives have been undertaken, as discussed 

earlier, it is evident that these efforts are insufficient. The low adoption rate of these 

guidelines by organizations may be attributed to either the overly ambiguous nature of the 

guidelines or their excessive specificity, making them impractical for many firms to follow. 

This creates a paradox where regulations and guidelines have to strike a balance between 

being abstract enough to accommodate future AI technologies and strict enough to ensure 

compliance, albeit within reasonable bounds. Consequently, a research gap has emerged in 

RAIG that necessitates attention. Therefore, it has become vital to identify effective practices 

for RAIG, to explore any undesired effects associated with them, and to investigate the 

relationship between RAIG and organizational performance—since the ultimate objective of 

technology adoption is to enhance the overall organizational effectiveness in a manner that 

aligns with the societal norms and ethics of society. 

 

1.3 Research Questions 
 

In response to the existing gaps and research needs identified in the literature, this thesis aims 

to address the following main research question (MRQ): 

MRQ: What are the key factors for leveraging AI value and achieving competitive advantage 

through responsible AI governance? 

To provide a systematic framework for investigation, this thesis falls within the Information 

Systems (IS) field and focuses on exploring the contribution of RAIG to competitive 

advantage. The main research question is further divided into four sub-questions, which aim 

to examine the existing gap between AI utilization and RAIG practices: 

RQ1: How do organizational factors influence the adoption and implementation of AI 

technologies? 

 

RQ2: What are the key drivers and mechanisms for generating value from AI in 

organizations? 

 

RQ3: What are the key antecedents and effects for generating value from RAIG in 

organizations? 
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RQ4: How does RAIG impact organizational outcomes, including performance 

gains? 

 

 

1.4 Research Outcomes 
 

A collection of articles was peer-reviewed; six primary research papers and three secondary 

research papers were authored and published in conferences and journals. The research 

papers have made contributions to the advancement of knowledge in the fields of IS and 

RAIG, thereby enhancing the development of a comprehensive body of knowledge. 

 

1.4.1 Research Papers 
 

The main research papers presented in this study address the research questions at hand. 

Table 1 provides a map that illustrates their connection to the respective research questions. 

 

1. MRP1: Enholm, Ida Merete; Papagiannidis, Emmanouil; Mikalef, Patrick; 

Krogstie, John. (2021) Artificial intelligence and business value: a literature 

review. Information Systems Frontiers. -Published). 

My contribution: I was involved in conducting a thorough analysis of existing 

literature, identifying pertinent research studies, and synthesizing the main 

findings. I played a key role in carrying out systematic searches to locate relevant 

academic articles, books, and other valuable sources of information, and 

conceptualizing a framework for AI in business. Additionally, I actively 

participated in critically assessing the quality and significance of the literature, 

pointing out any gaps that could be addressed in further research, and paper 

writing. 

Relevance to the thesis: This paper serves to provide an overview of the research 

context and establish the current state of AI use in the business domain and the 

value-generating mechanisms. By conducting an extensive review of the existing 

literature, the paper identifies gaps, limitations, and unresolved issues in the 

current knowledge landscape. In terms of research questions, it contributes to RQ1 

and RQ2 by constructing a research framework that examines the drivers, 

enablers, and inhibitors of AI adoption in business settings. Notably, during the 

identification of research gaps, it became apparent that the responsible aspect of 

AI use, specifically RAIG, plays a significant role in the development, 

implementation, and use of AI products and services. This realization prompted 

me to focus my research on the responsible practices associated with AI 

utilization. 
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2. MRP2: Papagiannidis, Emmanouil; Mikalef, Patrick; Conboy, Kieran. (2023) 

Responsible AI governance: a systematic literature review. The Journal of 

Strategic Information Systems. - In second round of review. 

My contribution: I was the leading author and, in a similar manner to the first 

literature review, my involvement encompassed conducting a comprehensive 

analysis of the existing literature, identifying relevant research studies, and 

synthesizing the primary findings. I played a key role in systematically searching 

for relevant academic articles, publications and other valuable information. 

Together with the team, we conceptualized a framework for AI in the business 

context, and I actively contributed to critically evaluating the quality and 

relevance of the literature, highlighting any gaps that could be addressed in future 

research, and collaborating in the process of writing the paper. 

Relevance to the thesis: This paper serves as a foundation for RAIG, aiming to 

enhance the understanding of responsible practices and the essential attributes and 

principles that AI applications and services should possess to be deemed 

trustworthy and contribute to business value within an organization. The paper 

addresses RQ3 and RQ4 by offering definitions and exploring various themes 

related to responsible AI, emphasizing the significance of responsible AI 

principles and discussing the identification of factors that influence RAIG 

practices, including structural, relational, and procedural aspects. Furthermore, it 

delves into the effects of responsible AI (RAI) on businesses and society, 

highlighting their implications. 

 

3. MRP3: Papagiannidis, Emmanouil; Enholm, Ida Merete; Dremel, Christian; 

Mikalef, Patrick; Krogstie, John. (2022) Toward AI governance: identifying 

best practices and potential barriers and outcomes. Information Systems 

Frontiers. – Published. 

My contribution: I was the leading author, and I developed interview protocols to 

ensure that the interviews would cover the necessary information, and I identified 

relevant research questions that would guide our investigation. During the data 

collection phase, I conducted the interviews, carefully recording participants' 

responses. Once the data was gathered, I undertook the analysis process, searching 

for recurring themes and patterns within the information by comparing 

participants' responses, and I contributed to the writing process. 

Relevance to the thesis: This paper follows a positive incline approach towards 

AI and introduces a model that examines the application of AI governance in 

fostering the development of reliable AI applications without adverse effects. This 

is achieved by conducting a comparative case analysis, and 15 semi-structured 

expert interviews, involving three different firms. The paper addresses RQ2 and 

RQ3. Firstly, it illustrates the practices implemented by these firms to generate 

valuable knowledge that aids in decision-making. These practices help overcome 

barriers, and recommend actions, that lead to desired outcomes. Secondly, it goes 
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through the key barriers that are pertinent to AI governance within organizations 

and sheds light on the underlying practices that support these dimensions. 

 

4. MRP4: Papagiannidis, Emmanouil; Mikalef, Patrick; Conboy, Kieran; Rogier Van 

de Wetering. (2023) Uncovering the dark side of AI-based decision-making: A 

case study in a B2B context. Industrial Marketing Management. – Published. 

My contribution: I was the leading author and in a similar manner to the previous 

paper, I played an active role in the research project by developing interview 

protocols to ensure that we captured the necessary information during the 

interviews, identifying relevant research questions, collecting data, conducting the 

interviews, and ensuring that participants' responses were accurately recorded. 

Once all the data was collected, I analyzed it, searching for themes and patterns 

that emerged from the information provided by the participants. By comparing 

participants' responses, I was able to interpret the data in a meaningful and 

insightful way. In the subsequent stages, I played a vital role in synthesizing the 

research findings, integrating them to present a comprehensive and cohesive 

picture of our study's outcomes, and actively contributed to the writing process. 

Relevance to the thesis: This paper follows a negative incline approach towards 

AI and examines its potential negative implications, in contrast to the previous 

paper. Specifically, through 14 semi-structured expert interviews, the paper 

explores the impact of AI trading bots on the relationship between traders and AI 

developers, as well as how organizations adapt to this new reality. By addressing 

RQ1, the paper identifies three clusters of negative or unintended consequences 

associated with AI use. These clusters refer to the nature of the work, conflicts and 

effects arising from AI implementation, and issues of responsibility. 

 

5. MRP5: Papagiannidis, Emmanouil; Mikalef, Patrick; Krogstie, John; Conboy, 

Kieran. (2022) From responsible AI governance to competitive performance: 

the mediating role of knowledge management capabilities. Lecture Notes in 

Computer Science (LNCS). – Published. 

My contribution: I was the leading author, and I played a crucial role in 

designing the survey questionnaire, ensuring that it effectively captured the 

relevant variables and constructs related to our research. I contributed to 

determining the appropriate sampling technique and sample size for our study by 

considering the characteristics of the target population and the research objectives 

and applying appropriate statistical techniques to analyze the survey data we 

collected. This involved conducting hypothesis testing and exploring relationships 

between variables using the selected statistical methods, playing a significant role 

in interpreting the end results in a meaningful and insightful manner, and actively 

contributing to the writing process of the paper.  

Relevance to the thesis: This paper introduces a conceptual model that explores 

the relationship between RAIG, knowledge management capabilities (KMC), 

strategic alignment, and competitive performance and it is empirically validated 
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through a survey from 144 Nordic firms using partial least squares structural 

equation modelling (PLS-SEM). The model aims to provide valuable insights for 

companies planning to incorporate AI into their overall strategy. By examining the 

research questions related to the role of RAIG and its impact on competitive 

performance, this paper contributes to the existing knowledge in the field. The 

conceptual model presented in this paper establishes a foundation for 

understanding how KMC, when amplified through strategic alignment, can 

influence the adoption and implementation of RAIG practices within an 

organization. The model further highlights the potential benefits of effective 

RAIG in enhancing a company's competitive performance by addressing RQ4. 

This research situates itself within the field of RAIG and provides a framework 

for conceptualizing the interplay between RAIG and competitive performance. 

The insights gained from this study could be instrumental in guiding organizations 

as they navigate through the challenges and opportunities associated with AI 

adoption and AI governance. 

 

6. MRP6: Papagiannidis, Emmanouil; Mikalef, Patrick. (2024) Exploring the link 

between responsible AI governance, legitimacy, and firm performance. - 

Completed 

My contribution: I was the leading author and in a similar manner to the previous 

paper, I was responsible for designing the survey questionnaire, ensuring that it 

encompassed the necessary variables and constructs based on our research 

objectives. This involved careful consideration of the factors that needed to be 

considered to address our research questions effectively, and I helped establish a 

reliable and representative sample that would yield meaningful insights. Once the 

survey data was collected, I applied suitable statistical techniques to analyze the 

data. This involved conducting hypothesis testing and exploring relationships 

between variables using the selected statistical methods, and I actively contributed 

to the writing process of the paper. 

Relevance to the thesis: This paper can be seen as a continuation of the previous 

paper, using a different angle. This paper empirically validates a conceptual model 

through a survey of 329 Scandinavian firms using PLS-SEM and applying LT. The 

paper aims to help companies realize the connection between responsible AI use 

and competitive advantage over their competition. The paper contributes to RQ4 

by presenting clear evidence and showing how RAIG practices enhance corporate 

reputation, especially when businesses communicate their responsible AI use, both 

externally to the public and internally within the organization, and by establishing 

a solid foundation for understanding the relationship between RAIG and firm 

performance by focusing on the legitimacy practices associated with RAIG. 
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Table 1: Mapping of main research papers and research questions. 

 
P1 P2 P3 P4 P5 P6 

RQ1  •   •   

RQ2 •  •  
 

 

 

RQ3  • •    

RQ4  •   • • 

 

Additionally, three conference papers were produced of a secondary nature: 

 

1. SRP1: Papagiannidis, Emmanouil; Enholm, Ida Merete; Mikalef, Patrick; 

Krogstie, John. (June 2021) Structuring AI resources to build an AI capability: 

a conceptual framework. Proceedings of the European Conference on 

Information Systems (ECIS) 2021. – Published. 

2. SRP2: Papagiannidis, Emmanouil; Enholm, Ida Merete; Dremel, Christian; 

Mikalef, Patrick; Krogstie, John. (June 2021) Deploying AI governance 

practices: a revelatory case study. Proceeding of 20th IFIP WG 6.11 Conference 

on e-Business, e-Services and e-Society (I3E 2021). – Published. 

3. SRP3: Papagiannidis, Emmanouil; Mikalef, Patrick; Conboy, Kieran; Rogier van 

de Wetering. (September 2022) The dark side of AI-based decision-making: a 

study of B2B trading. Proceedings of the Conference: 21st IFIP Conference 

I3E2022 e-Business, e-Services, and e-Society. – Published. 

 

All the secondary papers provided complementary perspectives to this thesis. First, SRP1 

develops a conceptual framework and draws upon the principles of ROT. This framework 

emphasizes the difference between the ideation and implementation of AI capabilities, and it 

highlights activities related to ROT within the context of AI deployments. The paper puts 

forth a set of propositions that clarifies the key processes involved in resource orchestration 

for AI. This paper's relevance to the thesis lies in its goal to assist companies that have made 

substantial investments in AI by providing insights into the process through which AI can 

deliver business value. Second, SRP2, which has been extended and incorporated into MRP3, 

adopts a single case study approach and explores the implementation of AI governance. The 

primary objective is to facilitate the development of robust AI applications that do not 

introduce negative impacts on companies. By examining how AI governance is effectively 

put into practice, this paper sheds light on the main dimensions relevant to AI governance 

within organizations. Furthermore, it uncovers the underlying practices that contribute to 

successful AI governance. The paper's significance to the thesis lies in its ability to contribute 

to the understanding of AI governance and its implications. It provides valuable insights for 

organizations seeking to navigate through the complexities of AI adoption while ensuring 
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responsible and beneficial outcomes. Third, SRP3, which has been further developed into 

MRP4, provides an exploration of the growing concerns regarding the negative and 

unintended consequences associated with AI technologies. The paper adopts a single case 

study approach based on eight semi-structured expert interviews, focusing on a Norwegian 

energy trading firm to delve into the dark aspects of AI. This paper's relevance to the thesis 

lies in its examination of the essential characteristics of AI trading within business-to-

business (B2B) organizations. It sheds light on the potential negative implications of AI 

trading and proposes strategies to mitigate these negative effects by offering insights into the 

challenges and risks associated with AI trading.  

For all secondary papers, I was the main author. My contributions encompassed various 

aspects, including generating ideas, conducting data collection, and playing a significant role 

in the core components of the reports. This involvement ranged from conceptualization and 

framework design to actively participating in the writing process and providing feedback on 

the draft versions. However, it is important to note that these secondary papers offer indirect 

contributions to the specific research questions addressed in this thesis. As a result, they have 

not been included in the main narrative of this thesis.  

All co-authors played a significant role in the development of the above papers, contributing 

their valuable expertise and insights. Throughout the process, we engaged in fruitful 

discussions, exchanged ideas, and provided constructive feedback to refine the research. This 

collaborative approach helped ensure the accuracy and reliability of the analysis results. In 

terms of data collection, each co-author made valuable contributions, actively participating in 

the process of gathering the necessary information. This collaborative effort ensured high-

quality data collection. What is more, during the peer-review process, all co-authors played 

an important role in critically reviewing the papers. Their input and feedback helped refine 

the content, strengthen the arguments, and ensure the accuracy and clarity of the research 

presented. 

 

1.4.2 Research Contributions 

 

The field of IS research has a history of incorporating theories from various disciplines like 

economics, computer science, psychology, and general management (Wade et al., 2004). 

Despite this thesis being focused on the IS field, it introduces a theory from political 

economy. Specifically, it draws from LT and provides novel insights into how RAIG 

improves the firm’s overall performance. Because of its emphasis on stakeholder interactions 

and social expectations, legitimacy theory offers a lens for understanding ethical AI 

governance. When dealing with AI, trust, ethical issues, and public perception are critical; 

thus, legitimacy theory provides a framework for navigating the challenges that arise. It 

emphasizes the need for AI systems to conform to cultural standards, comply with legislation, 

and earn stakeholder confidence through transparent, ethical actions. Using this idea, it can be 
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seen how RAIG aspires not just to compliance but also to long-term societal acceptability and 

beneficial effects, ensuring long-term alignment with stakeholder expectations. 

This thesis establishes an important and unexplored connection between RAIG and 

performance. For firms, it offers valuable insights, targeting decision makers, such as 

managers and board members, and helping them understand the significance of RAIG 

practices. By doing so, they can maintain corporate reputation, prevent fatal mistakes that 

may impact AI users and the environment, achieve remarkable firm performance, and gain a 

competitive advantage over the competition. For scholars, this concept can be seen as an 

opportunity to explore the link between RAIG and performance, validating it through 

empirical research. It also encourages further investigation and a deeper understanding of this 

relationship under different notions. Policymakers can benefit from this research by gaining 

practical insights into deploying RAI and aligning their policy and regulatory efforts. The 

research questions which contribute to the field can be shown in Table 2. 

 

Table 2: Mapping of contributions and research questions. 

 
C1 C2 C3 C4 

RQ1  • • 
 

 

 

 

RQ2 • • 
  

RQ3   • • 

RQ4   • • 

 

The contributions of this thesis are as follows: 

C1: Improve understanding of AI in business, its overall business value, and how to 

gain its competitive advantage. This includes findings on the potential value that AI 

brings to businesses, on how AI can be deployed to give a competitive edge in the 

market and future avenues of research. 

 

C2: Identify enablers, inhibitors, and antecedents of AI. This includes identifying key 

considerations, challenges and opportunities associated with AI implementation to 

support decision-making regarding AI adoption and utilization. 

 

C3: New knowledge on RAIG and which RAIG practices and principles are 

considered essential. This includes the dimensions of RAIG, theoretical and practical 

implications, the practices that are crucial to achieving RAIG and guidelines for 

governing AI systems ethically. 
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C4: Explore the relationship between RAIG and firm performance. This includes 

models that can explain the link between RAIG and firm performance and the benefits 

of adopting RAIG frameworks. The empirical validation contributes to the credibility 

and validity of the findings, which helps managers recognize the value of RAIG. 

 

 

 

Figure 1: A schema of the research papers, their connection and scientific approach. 
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1.5 Thesis Structure and Outline 
 

The thesis is structured into two main parts. Part I acts as the foundational pillar and 

encompasses the introduction to the research work. It offers an overview of the groundwork 

by delving into the background theories, methodological approaches, obtained results, and the 

contributions made by the thesis. Within Part I, each subsequent section unveils a facet of the 

research journey. After the introductory chapter 1, chapter 2 navigates through the landscape 

of AI and RAIG, providing a comprehensive understanding of the concepts crucial to this 

study. Chapter 3 comes next, where the methods and approaches employed are outlined. 

Moving forward, chapter 4 summarizes and evaluates the research questions posed while 

shedding light on the contributions made within this study. After that comes chapter 5 which 

examines the research findings and their implications for research on IS, the practical 

implications, and policies that could be based on the findings. This chapter not only shows 

the discoveries but also acknowledges limitations and paves the way for future explorations, 

outlining potential avenues for further research. As the last part of Part I, Chapter 6 concludes 

the thesis, offering final reflections and remarks that encapsulate the essence of the thesis, 

providing a summary of insights throughout this academic journey. 

Part II presents the journal and conference papers that were produced for the purposes of this 

thesis. These papers combined encapsulate the original contributions, research methods, and 

findings of this thesis. Thus, reading Part II offers a deep understanding of Part I. The papers 

also serve as tangible evidence of the researcher’s ability to conduct independent 

investigations, demonstrating proficiency in data analysis, and suggesting new avenues for 

research since most of the papers were published or presented at conferences. 
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2     Theoretical Background 
 

In this chapter, the main concepts of this thesis and the relevant work are presented so that the 

literature can be properly understood. The chapter begins with AI definitions and commonly 

used AI technologies in business. Next, the concept of RAIG and the principles that surround 

it are discussed. Finally, the chapter ends with the value of RAIG and the importance of 

compliance. 

 

2.1 Artificial Intelligence and AI Technologies 
 

2.1.1 Defining Artificial Intelligence 
 

To understand the concept of AI, it is necessary first to understand the notions of "artificial" 

and "intelligence" separately. The term "intelligence" can be seen as involving mental 

activities, such as learning and reasoning (Lichtenthaler, 2019). The term "artificial" refers to 

an entity that is created by humans, rather than something natural (Mikalef et al., 2021). By 

merging these two aspects, AI can be understood as the creation of machines capable of 

simulating intelligence (Wamba-Taguimdje et al., 2020). Other similar definitions of 

intelligence are “a person's ability to learn, cope with new situations, grasp and handle 

complicated concepts, and impact one's surroundings through knowledge” (Demlehner and 

Laumer (2020a), or “the ability to perceive and interpret information, transform that 

information into knowledge, and then apply that knowledge to goal-directed activities” 

(Paschen et al., 2020). Hence, good intelligence adaptation entails tasks, such as problem 

solving, reasoning, learning, memory, and acting.  

The popularity of AI and the attention it has received from firms, the media, and ordinary 

people is due to the recent advances in computers and, more specifically, to the hardware, 

internet network speed, the billions of bytes of available data, and the AI algorithms 

(Alsheibani et al., 2020), but still there is substantial uncertainty about what AI means as a 

concept. It can be defined as “a system capable of interpreting external data, learning from 

such data, and using them to achieve specific goals and tasks through flexible adaption” 

(Enholm et al., 2021). This uncertainty exists as AI contains several sub-disciplines and 

different AI approaches exist (Schmidt et al., 2020), and their terminology is often used 

synonymously to list a range of technologies and applications (Dwivedi, 2021). As a result, it 

is important to have a clear distinction between these core concepts and provide 

comprehensive definitions. In Table 3, a list of AI definitions is presented. 
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Table 3: Definitions of Artificial Intelligence. 

Author(s) and 

date 

Definition 

Kolbjørnsrud 

(2017) 

AI is defined as computers and applications that sense, comprehend, act, 

and learn. 

Afiouni (2019) AI is the general concept for computer systems able to perform tasks that 

usually need natural human intelligence, whether rule-based or not 

Lee et al. (2019) Artificial Intelligence: Intelligent systems created to use data, analysis, 

and observations to perform certain tasks without needing to be 

programmed to do so 

Wang (2019) AI is a broad concept that captures the intelligent behaviour of the 

machine 

Makarius et al. 

(2020) 

Artificial Intelligence: a system’s capability to correctly interpret 

external data, to learn from such data, and to use those learnings to 

achieve specific goals and tasks through flexible adaption 

Schmidt et al. 

(2020) 

Artificial Intelligence: The endeavour to mimic cognitive and human 

capabilities in computers 

Demlehner and 

Laumer (2020a) 

Artificial Intelligence: a computer system having the ability to perceive, 

learn, judge, or plan without being explicitly programmed to follow 

predetermined rules or action sequences throughout the whole process. 

Wamba-

Taguimdje et al. 

(2020) 

Artificial Intelligence: defined as a set of “theories and techniques” used 

to create machines capable of simulating intelligence. AI is a general 

term that involves the use of computers to model intelligent behaviour 

with minimal human intervention. 

Mikalef et al. 

(2021) 

AI is the ability of a system to identify, interpret, make inferences, and 

learn from data to achieve predetermined organizational and societal 

goals. 

 

Based on the definitions in Table 3, it is clear that AI refers to giving the computers human-

like capabilities, enabling them to perform tasks that only humans were able to do in the past. 

This emulation of AI agents requires inputs from multiple sources to understand the 

environment in which the agent acts (Eriksson, 2020), meaning that AI adopts and learns as a 

human would have done if exposed to a similar situation. This capability of learning is 

referred to as cognitive technology. Cognitive technologies imitate the human mind 

(Bytniewski et al., 2020), which is an attempt by the computer to function like a human 

being. This also implies that AI should not need to be explicitly programmed to perform an 

intelligent task (Demlehner & Laumer, 2020a). On the other hand, AI should have the ability 
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to sense, interpret, learn, plan, comprehend, and act on its own (Demlehner & Laumer, 2020a; 

Kolbjørnsrud, 2017; Wang, 2019); thus, AI should be able capable of interpreting external 

data, learning from them, and accomplishing goals through flexible adaptation (Makarius et 

al., 2020) without following a rule-based system (Demlehner & Laumer, 2020a). 

Furthermore, the definitions in Table 3 show two main approaches to defining AI. The first 

approach defines AI as a tool that solves tasks that could be impossible or very time-

consuming for humans to complete (Demlehner & Laumer, 2020a; Makarius et al., 2020). 

The second approach defines AI as a system that mimics human intelligence and cognitive 

processes, such as interpreting, making inferences, and learning (Mikalef et al., 2021). While 

these two categories of definitions have differences, they also share a few important 

commonalities. A fundamental commonality is that AI is not created to replace humans, but 

instead, AI operates as an augmentation agent assisting in difficult and time-consuming tasks 

(Mikalef et al., 2021).  In some ways, however, the two approaches differ.  

While the first group of definitions regards AI as a tool only, not able to imitate human 

capabilities (Wamba-Taguimdje et al., 2020), the second group regards AI as capable of 

imitating human behaviour to a great extent (Kolbjørnsrud, 2017; Wang, 2019). Another 

noticeable difference is that some definitions refer to AI as a discipline of scientific study 

(Schmidt et al., 2020) or perceive AI as an applied capacity of a system (Afiouni, 2019; Lee 

et al., 2019). These definitions reveal that there are different aspects of what is considered 

important in AI and what really consists of the essence of an AI system. For this thesis, we 

assume that AI is an applied discipline with the goal of empowering systems for recognizing, 

interpreting, and learning from data to achieve organizational and societal objectives.  

 

2.1.2 AI Technologies 
 

One of the most commonly used methods in AI (if not the most common) is ML. ML became 

possible only after the advances in computational power (Afiouni, 2019). Similar to AI 

definitions, ML has a variety of definitions, as shown in Table 4. The main objective of ML is 

to train a model by learning from data and making inferences, predictions, and identifying 

patterns, which produces an outcome that is used for decision-making (Afiouni, 2019; Wang, 

2019). ML models accomplish this by parsing big data (in most cases), learning patterns for 

these data, and coming to conclusions based on what has been learned (Wang, 2019). This is 

an inductive approach, where decisions are based on the collected data using statistics 

(Schmidt et al., 2020). 

ML can be categorized into four main categories: supervised, semi-supervised, unsupervised, 

and reinforcement learning (Wang, 2019). In supervised learning, the training data includes 

the target value (Schmidt et al., 2020),  and the system identifies patterns from the training 

data and creates its own rules from the labelled data (Afiouni, 2019). On the other hand, 

unsupervised learning approaches do not have a target value. Instead, the system analyzes the 



28 
 

structure and the statistical properties of the data (Afiouni, 2019). Mainly, unsupervised 

learning is useful for discovering hidden patterns, creating clusters and detecting anomalies in 

a system (Schmidt et al., 2020). For example, email spamming or banking frauds are detected 

using unsupervised ML techniques. Semi-supervised learning is something between the two 

as it uses both labelled and unlabelled data (Harfouche, 2017). Reinforcement learning has a 

very different approach from the other categories as it does not need past data (Afiouni, 2019) 

since the system learns from continuous feedback, which is received in the form of rewards 

from an external environment (Harfouche, 2017). The idea is to maximize collective rewards 

by using trial and error techniques to make rational decisions in a dynamic environment 

based on feedback for each event that takes place (Afiouni, 2019). 

 

Table 4: Sample Definitions of Machine Learning 

Author(s) and date Definition 

(Wang, 2019) Machine learning empowers the machine to "learn" without 

explicit programming. This learning process is accomplished 

by the machine itself through collecting data, analyzing data 

and making predictions. 

(Wang, 2019) The principle of machine learning incorporates training 

algorithms to enable machines to learn how to make accurate 

predictions. There are four training categories of machine 

learning algorithms: supervised, semi-supervised, 

unsupervised and reinforcement. 

(Afiouni, 2019) Machine learning is that subset of AI that is capable of 

"learning from data and making predictions and/or decisions" 

without human dictated rules. 

(Schmidt et al., 2020) Machine learning uses an inductive approach in which 

decision rules are identified based on collected data using 

statistical methods. 

(Wamba-Taguimdje et al., 

2020) 

Machine Learning - automatic learning: machines ’learn’ 

from the datasets offered to them 

 

There are several ways to categorize ML applications, one of which is between shallow and 

deep. All four training categories are applicable to both types. Shallow-structured learning 

architectures are the most traditional, where AI learns from data described by pre-defined 

features (LeCun et al., 2015). Deep-machine learning, though, also known as deep-learning, 

can extract structure from data in a multi-layered manner (Wang, 2019). What sets deep 

learning apart from other ML techniques is the use of an artificial neural network (Wamba-

Taguimdje et al., 2020), which aims to mimic the functionality of the human brain (Jelonek, 
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2020) by imitating human neurons (Schmidt et al., 2020). Deep learning works by creating a 

deep neural network with multiple hidden layers, where the higher layers learn complex 

concepts and the lower layers learn simple concepts (Harfouche, 2017); thus, it represents the 

world through a hierarchy of concepts, where each concept can be decomposed into simpler 

ones (Borges et al., 2021). 

It is worth pointing out that while ML applications dominate the research interest in the IS 

field, there are also other AI technologies that have been examined in empirical studies and 

can be seen in Table 5. These technologies can work alongside ML or deep learning because 

they can provide better and more sophisticated solutions. A classic example would be 

chatbots, where both natural language processing (NLP) and ML are applied (Baby et al., 

2017). NLP allows chatbots to understand and communicate using human language while, at 

the same time, the ML model learns and evolves as it gains access to more data (Castillo et 

al., 2021). Table 5 presents other AI technologies. 

 

Table 5: Definition of other AI Technologies. 

Technology Definition Reference(s) 

Natural language 

processing (NLP) 

NLP: the process through which machines 

can understand and analyze language as used 

by humans. 

Jarrahi (2018) 

Machine vision Machine vision: Algorithmic inspection and 

analysis of images. 

Jarrahi (2018) 

Expert system Expert systems are directed at imitating 

human decision-making by capturing and 

representing the expertise of experts for other 

organizational members to use, serving as a 

knowledge base. 

Lichtenthaler 

(2019) 

Planning and scheduling The development of action strategies and 

sequences for subsequent execution 

Lichtenthaler 

(2019) 

Speech synthesis systems Includes text-to-speech and speech-to-text 

solutions.     

Text-to-speech: the production of speech by 

machines, by automatic conversion of text to 

a phonemic specification of the 

pronunciation of the sentences to utter.  

Speech-to-text systems take a human speech 

utterance as an input and require a string of 

words as output 

Lichtenthaler 

(2019) 

Damper et al. 

(1999) 

Ghadage (2016) 
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2.2 Responsible AI Governance 
 

2.2.1 Definition of RAIG 
 

RAIG can be defined as  the structure of rules, practices, and processes used to ensure that 

the organization’s AI technology sustains and extends the organization’s strategies and 

objectives (Schneider et al., 2020). It is intended to empower individuals and organizations 

while maintaining fairness for all members of society, bestow trust in AI-use and expand AI 

capabilities in a responsible manner. It also involves taking special care about the use and 

maintenance of data (Brackett & Earley, 2017) while planning for AI implementation and 

decisions through data (Conboy et al., 2020). However, RAIG is not about data management 

but mostly about the procedures and mechanisms in the system that deal with gathering, 

managing, and using data. Individuals play a crucial role as they are responsible for the 

overall quality of the system (Benfeldt et al., 2020); thus, successful RAIG should hold all 

members who are part of data collection, administration, and implementation processes 

accountable. Moreover, RAIG relies on collaboration among the organizations and 

individuals that form the system and extend beyond the boundaries of a firm. For such multi-

organizational environments, trusted frameworks are required to guarantee smooth transitions 

and operations between firms or customers while complying with the General Data Protection 

Regulation (GDPR) and other relevant laws and regulations. Based on the above, we define 

RAIG as:  

A set of practices that documents the process involved in developing, applying, and 

monitoring AI applications and products while addressing all challenges that 

surround AI with a set of rules and authorities for (1) managing the appropriate 

functionality of AI, (2) assuring the trustworthiness of AI, and (3) overseeing the 

whole life cycle of data and algorithms within and between organizations and firms.  

It is worth noting that although there is a lack of clear and universally accepted definitions for 

RAIG, the existing literature uses terms like trustworthy AI or principled AI, which could be 

considered synonyms. The difference in terminology may be because the concept is not 

mature yet or because scholars are still focused on AI rather than its governance. As a result, 

scholars offer a range of different definitions and topics that surround responsible AI 

practices and principles. It is important to note that the work of “High Level Expert Group of 

Artificial Intelligence” (AI-HLEG) (European Commission, 2019) has influenced scholars to 

a great extent, and its impact is clear in most of the current academic work, including this 

thesis. Table 6 shows the different definitions of RAIG. 
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Table 6: Description of AI governance terms. 

Name Description References 

Principled AI Principled AI consists of 8 themes: privacy, 

accountability, safety and security, transparency 

and explainability, fairness and non-

discrimination, human control of technology, 

professional responsibility, promotion of human 

values. The themes were derived from 35 papers. 

(Clarke, 2019; Fjeld 

et al., 2020) 

 Ethical framework of AI specifies five core 

principles: beneficence, nonmaleficence, 

autonomy, justice, and explicability. 

(Floridi & Cowls, 

2021; Thiebes et al., 

2021) 

 Beneficial AI consists of 20 principles, organized 

into three categories: research issues, ethics and 

values, and long-term issues. These are: Research 

Goals, Research Funding, Science-Policy Link, 

Research Culture, Race Avoidance, Safety, Failure 

Transparency, Judicial Transparency, 

Responsibility, Value Alignment, Human Values, 

Personal Privacy, Liberty and Privacy, Shared 

Benefit, Shared Prosperity, Human Control, Non-

subversion, AI Arms Race, Capability Caution, 

Importance, Risks, Recursive Self-Improvement, 

and Common Good.   

(Future of Life 

Institute, 2017; 

Pagallo et al., 2019) 

Responsible AI Responsible AI framework consists of 10 

principles: well-being, respect for autonomy, 

privacy and intimacy, solidarity, democratic 

participation, equity, diversity inclusion, 

prudence, responsibility, and sustainable 

development. 

(Dignum, 2017, 2019; 

Liu et al., 2022) 

 Explainable AI is a suite of algorithmic 

techniques generating high-performance, 

explainable, and trustworthy models. 

(Adadi & Berrada, 

2018; Kaur et al., 

2022; Li et al., 2021; 

Zou & Schiebinger, 

2018) 

 

Trustworthy 

AI 

Trustworthy AI (TAI) consists of three 

complementary value-based principles for the 

responsible stewardship of AI: lawful, ethical, 

robust. 

(Chatila et al., 2021; 

Liu et al., 2022; 

Theodorou & 

Dignum, 2020) 

 TAI consists of seven key requirements for 

achieving technical trust: availability, reliability, 

(Chatila et al., 2021; 

European 
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safety, confidentiality, integrity, maintainability, 

security. 

Commission, 2019; 

Mora-Cantallops et 

al., 2021; Wu et al., 

2020; Zicari et al., 

2021) 

 

 

2.2.2 Principles of Responsible AI Governance 

 
AI ethical standards and principles have been established by governments, researchers, and 

corporations. These concepts contain various aspects of responsible AI, including AI 

interpretation, safety and testing, and ethics in existing AI systems (Wu et al., 2020). Previous 

research focused on specific aspects of responsible AI, such as bias elimination (Brighton & 

Gigerenzer, 2015), explainability of AI outcomes (Arrieta et al., 2020), and safety and 

security (Srivastava et al., 2017). Recently, there has been a shift towards a deeper 

understanding of what responsible AI really entails (Theodorou & Dignum, 2020). The 

European Commission has taken steps in this direction by forming an independent expert 

body, the AI-HLEG, with the goal of developing an integrated framework for responsible and 

trustworthy AI (European Commission, 2019). The AI HLEG promotes Trustworthy-AI, with 

three key criteria in mind: (1) lawful, complying with all applicable laws and regulations; (2) 

ethical, ensuring compliance with ethical principles and values; and (3) robust, from a socio-

technical perspective, which means having the ability to withstand and adapt to different 

challenges and disruptions in the environment that encompasses both social and technical 

elements. Each component is important but not sufficient on its own. All three components 

should work at the same time, and if there are tensions between them, society as a whole 

should work to harmonize them.  Similarly, the Singapore government moved in the same 

direction and recognized the future AI difficulties that might appear related to discrimination, 

biased outcomes, decision outcomes, laws, and regulations (Singapore Government, 2020). 

The Singapore Government (2020) model framework is based on two high-level concepts of 

AI trust. The first level is about companies using AI for decision-making and how to 

guarantee clear, explainable, and fair processes. Although explainability, transparency, and 

fairness are hard to achieve in full, companies should make every effort to ensure these 

values, contributing to the development of AI. The second level comprises AI solutions that 

are human-centered. Human interests, including well-being and safety, should be key 

considerations in the design, development, and deployment of AI as it is used to augment 

human skills.  

A recent report from Harvard University's Berkman Klein Center for Internet & Society 

highlighted 38 similar efforts from various corporations and groups (Fjeld et al., 2020). There 

is a clear consensus that RAI represents principles that ensure ethical, transparent, and 

accountable usage of AI technology in line with user expectations, corporate values, and 

societal laws and conventions (Flavián & Casaló, 2021). Winfield and Jirotka (2018) describe 



33 
 

responsible principles as a collection of processes, procedures, cultures, and beliefs that 

secure the highest levels of conduct. They emphasize the ethical parts of AI Governance, and 

they argue that these principles go beyond these principles and promote ethical behaviours 

inside the organizations. Winfield and Jirotka (2018) state that these are critical components 

of responsible research and development, which “entails an approach, rather than a 

mechanism, so it seeks to deal with ethical issues before they arise in a principled manner 

rather than waiting until a problem surfaces and dealing with it in an ad-hoc way”.   

Overall, the principles are accountability, diversity non-discrimination and fairness, human 

agency and oversight, privacy and data governance, transparency, technical robustness and 

safety, and societal and environmental well-being. It is worth noting that the principles might 

appear with some variation in the word choices. For instance, “transparency” might appear as 

“transparency and explainability”, while “human agency and oversight” might appear as 

“human control of technology”. Table 7 shows the principles and their sub-principles. 

 

Table 7: Responsible Principles. 

Principle Sub-dimensions References 

Accountability Auditability: the ability of an AI system to be 

assessed for its algorithms, data, and design 

processes. 

Responsibility: the oversight of the various 

stages and activities involved in AI 

deployment–and how it should be allocated to 

appropriate departments. 

(de Almeida et al., 

2021; European 

Commission, 2019; 

Mikalef et al., 2022) 

Diversity non-

discrimination and 

fairness 

Accessibility: the design of systems in such a 

way as to make them accessible and usable for 

everyone, regardless of their age, gender, 

abilities, or characteristics. 

No unfair bias: the rejection of prejudice 

towards or against people, objects, or positions, 

as well as inherent biases in datasets, which can 

lead to undesirable outcomes like unintended 

discrimination. 

(Fjeld et al., 2020; 

Singapore 

Government, 2020) 

Human agency 

and oversight 

Human review: the right of a person to 

challenge a decision that has been made by an 

AI. 

Human well-being: the idea that AI must 

include human well-being as a primary success 

(European 

Commission, 2019; 

Singapore 

Government, 2020) 
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factor for development.  

Privacy and data 

governance 

Data quality: the accuracy of values in a 

dataset, matching the true characteristics of the 

entities described by the dataset. 

Data privacy: the development and operation 

of AI systems in a way that takes data privacy 

into account throughout the data lifecycle. 

Data Access: the national and international 

rights laws, during the design of an AI, for data 

access permissions. 

(Matthews, 2020; 

Singapore 

Government, 2020) 

Technical 

robustness and 

safety 

Accuracy: the ability of an AI system to make 

correct judgments, such as correctly classifying 

information into the appropriate categories, or 

being able to predict, recommend, or make 

intelligent decisions based on data or models. 

Reliability: the ability of an AI system to work 

properly within a range of inputs or various 

situations. 

General Safety: the safety rules and fallback 

plans that should be established for AI systems 

in the event of problems.   

Resilience: the AI systems which should be 

protected against vulnerabilities that can be 

exploited by adversaries, e.g. hacking. 

(European 

Commission, 2019; 

Singapore 

Government, 2020) 

 

Transparency Explainability: the ability to explain both the 

technical processes of an AI system and the 

related human decisions (e.g., application areas 

of a system). 

Communication: the human right to be 

informed in advance when interacting with an 

AI agent. 

Traceability: the ability to track data and 

processes that yield the AI system’s decision, 

including data gathering, data labelling, and 

algorithms. 

(Fjeld et al., 2020; 

Mikalef et al., 2022; 

Singapore 

Government, 2020) 
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Societal and 

environmental 

well-being 

Societal wellbeing: the ubiquitous exposure to 

social AI systems in all areas of society, such as 

work and education, where people do not need 

to occupy positions that are considered filthy 

and dangerous. 

Environmental well-being: the promise to 

tackle some of the most pressing environmental 

concerns and not damaging the environment.  

(European 

Commission, 2019; 

Singapore 

Government, 2020) 

 

 

2.2.2.1 Accountability 
 

Accountability refers to mechanisms and processes for ensuring responsibility and 

accountability throughout the development and deployment phases while regulating AI use 

for auditability and responsibility. Vollmer et al. (2020) recommend that auditability should 

be evaluated during data acquisition because it is essential to investigate the data concerning 

its usage and answer questions about data distribution and sample representation. This 

enables data comparison in different periods. It is difficult, though, to hold AI accountable 

because of its “black-box” decision-making nature (Caner & Bhatti, 2020). Hence, it is 

important to have technologies in place to detect flaws and evaluate AI systems in general 

(Matthews, 2020). One example of how AI systems may be used is to screen CVs as part of a 

recruiting process. In contrast to humans, an AI system cannot be held personally responsible 

for this kind of work. The topic of who is truly accountable for a judgement made by an AI 

system is difficult to resolve (Ayling & Chapman, 2021) because some organizations rely too 

heavily on AI and some firms have been criticized for their lack of AI support (Schlögl et al., 

2019). Nonetheless, despite all this, AI is criticized for being untrustworthy and unreliable 

when it comes to accountability; thus, it is argued that the employees within the organization 

should be held accountable rather than the system itself (Ryan, 2020). 

 

2.2.2.2 Diversity, non-discrimination and fairness  
 

Diversity, non-discrimination and fairness refer to the diversity of the datasets and the 

processes that have been developed in order to involve all people despite their uniqueness. 

Inclusion is a key aspect of RAI (Korinek, 2019). There are many AI systems that produce 

discriminating outcomes. Two examples are credit ratings and criminal sentences (Taeihagh, 

2021). The European Commission (2019) recommended that AI systems should employ 

proper mathematical and statistical methods to uncover unintended and develop an approach 

for removing algorithmic bias (Korinek, 2019). Based on that, systems should be user-centric, 

allowing all individuals to utilize AI products, regardless of age, gender, and skills. Other 

types of bias affect language because language is a highly complicated concept and includes 
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features such as word grouping and ordering rules. Using natural-language datasets to train 

models can lead to a range of biases, and detecting this form of prejudice might be 

challenging. For example, word groupings of men and women, or the order in which gender 

appears in a list, adjectives associated with them, and frequency may all encourage bias in the 

dataset and hence alter the model (Leavy, 2018). Hence, it becomes clear how feeding a 

biased dataset into a "black-box" system may cause unfair outcomes. The development of 

technological solutions for data processing is a good starting point, while AI teams should 

have a specialized bias testing leader to ensure that prejudice is constantly avoided 

(Shneiderman, 2020).  

 

2.2.2.3 Human agency and oversight 
 

Human agency and oversight refer to the mechanisms that allow cooperation between human 

and machine in a way that benefits the human. AI systems should guarantee human autonomy 

and decision-making that promotes a democratic, prosperous, and equitable society 

(European Commission, 2019). This means that AI has to create a just and welfare state by 

empowering users and protecting their fundamental rights. Users should have the ability to 

make autonomous decisions and they should receive the right tools to better understand and 

interact with AI systems. If possible, users should be able to evaluate or question policies 

regarding AI and AI systems should provide individuals with information and insights to help 

them make better choices that align with their goals. However, there is a risk that AI could 

influence human behaviour at the expense of individual autonomy, which might not be easily 

detected. To ensure user autonomy, it is important that AI systems prioritize user rights rather 

than imposing automated decisions (Shneiderman, 2020). One way to do that is by having 

various governance mechanisms, such as human-in-the-loop (HITL), human-on-the-loop 

(HOTL), or human-in-command (HIC) (Caner & Bhatti, 2020). HITL includes human 

involvement in every decision cycle. The HOTL allows for human intervention during design 

and ongoing maintenance. HIC refers to the ability to monitor the overall function of an AI 

system, including its broader impact, and decide when and how to implement it. This includes 

choosing not to use AI in certain situations or to bypass AI decisions (Matthews, 2020). 

 

2.2.2.4 Privacy and data governance 
 

Privacy and data governance refers to a framework for managing the availability, usability, 

integrity, and security of data on the basis of internal policies and standards. Ensuring privacy 

and preventing harm requires data governance that includes data quality, integrity, relevance, 

accessibility, and privacy protection in data. Processing AI systems must provide privacy and 

data security guarantees over their lifetime, including not only the initial information 

provided by users but also the information obtained about them as they interact with the 



37 
 

system (Matthews 2019). Digital records of human behaviour can reveal sensitive personal 

information such as preferences, sexual orientation, age, gender, and religious and political 

beliefs (European Commission, 2019). It is important to have a trusted collection of 

information system to ensure that the collected information about individuals is not 

unlawfully used or they are not unfairly discriminated against. For this purpose, the quality of 

the data used is very important for the functioning of AI systems since data may have biases, 

inaccuracies and errors that need to be addressed before training an AI model (Papagiannidis 

et al., 2021). Cultural variations should also be considered throughout data collection. This is 

especially true in Western countries, which have a natural separation between the 

governmental and private worlds because users are the best judge of how to handle their 

privacy (Ayling & Chapman, 2021). Additionally, data integrity must be protected to prevent 

undesired outcomes that can alter the behaviour of AI systems, especially those systems that 

continuously learn from their environment and update their behaviour. Hence, organizations 

that handle personal data need to have a clear data access policy. These protocols should 

define who can access the data and under what conditions, while data-access should only be 

granted to qualified individuals with the necessary knowledge and for a reasonable cause. 

 

2.2.2.5 Technical robustness and safety 
 

Technical robustness and safety refer to the mechanisms that minimize harm and ensure that 

AI works as intended. The system should be designed to handle potential changes in their 

operating environment and interactions with other agents, human or artificial, and safeguard 

the physical and mental well-being of humans (European Commission, 2019). Like any 

software system, AI systems should be safeguarded against vulnerabilities that could be 

exploited by hackers, because attackers may target data, models, and hardware (Hamon et al., 

2020). If an AI system is attacked, its data and behaviour can be altered, resulting in different 

decisions or even a system shutdown. Malicious intent can be considered as an attack too, 

and a good security plan should identify unintended uses or abuses of the AI system and take 

steps to prevent them. Additionally, AI systems should have safeguards that allow for a 

fallback plan, such as switching to a rule-based approach or involving a human operator 

before proceeding (Smuha, 2021). The level of safety measures required depends on the 

magnitude of the risk posed by the AI system, which is influenced by its capabilities (Hamon 

et al., 2020). When high risks are in play, proactive measures need to be developed and 

tested. Therefore, accuracy is crucial for an AI system's ability to make correct judgements, 

such as proper classification of information or accurate predictions and recommendations. In 

cases where occasional inaccuracies are unavoidable, the system should provide an indication 

of the likelihood of such errors and have a review process (Kuziemski & Misuraca, 2020). 

High accuracy is particularly vital in situations where the AI system directly impacts human 

lives. The reproducibility and reliability of AI system results are essential too, because a 

reliable system operates effectively with a variety of inputs and in different situations. 

Reproducibility refers to whether an AI exhibits the same behaviour when exposed to the 
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same conditions (Chang et al., 2022), enabling developers and policymakers to accurately 

describe the functioning of AI systems.  

 

2.2.2.6 Transparency 
 

Transparency refers to procedures that boost explicability, allowing see-through on elements 

relevant to an AI system, i.e., data, processes and business models. AI will affect the lives of 

millions, but only AI experts understand the techniques used by AI systems (Gasser & 

Almeida, 2017) and, because of that, trust issues arise on the part of the people who either use 

an AI system or are affected by it. Hence, a transparent system must be able to trace and 

document important decision-making processes, including data collection, labelling and 

algorithms (Larsson et al., 2019). This ability should also be extended to decisions, enabling 

identification of the cause of any mistakes, which can help prevent harm in the future, and 

this is known as Explainable-AI (XAI) (Gillath et al., 2021). Explainability has a cost, 

though. There may be a trade-off between increased precision (potentially reducing accuracy) 

and increased accuracy (at the cost of explainability) (Reddy et al., 2020). However, when AI 

has a significant impact on people’s lives, it is crucial to provide clarifications appropriate to 

the program's decision-making process, policy choices, and the rationale behind its use, 

ensuring a clear business model and preventing future mistakes (Mezgár, 2021). Traceability 

also facilitates auditability and interpretation. AI systems should be designed in a way that 

allows audits by third parties and gives room to interpret the results. Another important aspect 

of transparency is that AI users should always be aware that they are communicating and 

interacting with AI, allowing them to switch to a human agent and ensure compliance with 

fundamental rights (Felzmann et al., 2020). Furthermore, the capabilities and limitations of 

the AI system must be communicated to AI operators or end-users in a manner appropriate 

for the use case at hand and this needs to include communication of the accuracy level of the 

AI provisions and limitations.  

 

2.2.2.7 Societal and environmental well-being 
 

Societal and environmental well-being refers to preserving the prosperity of the broader 

society and the safety of the environment and having both as stakeholders throughout the 

entire life cycle of an AI system (European Commission, 2019). Encouraging sustainability 

and ecological responsibility in AI systems is crucial. Ideally, AI systems should be utilized to 

benefit all human beings, including future generations, in an environmentally friendly 

manner. This entails evaluating the system's development, deployment, and use processes, as 

well as its entire supply chain, with a critical focus on resource usage and energy 

consumption, choosing less harmful alternatives (Venkataramanan et al., 2019). Careful 

considerations are needed for social AI systems as they are present in various aspects of our 
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lives, including education, work, care, and entertainment; thus, AI has the potential to 

influence our perception of social expectations and impact our social relationships and 

attachments or even completely replace humans at work (Gasser & Almeida, 2017). Hence, 

AI systems can enhance social skills, but they can also contribute to their deterioration, 

potentially affecting people's physical and mental well-being. For example, AI could be used 

to replace people in filthy and dangerous occupations (Zhang et al., 2021), but it may result in 

"cold care" for the elderly, if machines replace nurses. Therefore, it is crucial to carefully 

monitor and consider the effects of these systems. In addition to assessing the impact of AI 

system development, deployment, and use on individuals, it is equally important to evaluate 

their societal impact, taking into account their effects on institutions, democracy, and society 

as a whole (Winfield & Jirotka, 2018; Wirtz et al., 2020). As a result, the use of AI systems, 

especially in situations related to the democratic process, including political decision-making 

and electoral contexts, should be thoroughly considered and analyzed. 

 

2.3 Business value of Responsible AI Governance 
 

The increasing number of incidents involving AI has highlighted the value of responsible AI 

(Fuchs, 2018). For instance, Amazon developed software to automate the process of 

examining resumes with the goal of identifying the top candidates (Tschang & Almirall, 

2021). However, in 2015, it was discovered by Amazon's ML experts that their AI recruiting 

tool exhibited gender-based discrimination against women in technical fields, such as 

software development. Amazon's ML algorithms were trained on resumes submitted to the 

corporation over a 10-year span. The AI models used gender-biased data and concluded that 

women were not well-suited to technical professions. One of the main reasons for that bias 

was the fact that there was a disproportionate number of resumes from men, which 

determined the outcome of the model (Dastin, 2022). Furthermore, the value of responsible 

principles came from challenges unique to AI that require attention, such as the governance 

of autonomous intelligent systems, responsibility and accountability for algorithms as well as 

privacy and data security (Wirtz et al., 2020). As a sign of proof, RAI has gained recognition 

in policymaking, with a few countries outlining what they consider as fundamental principles 

that describe RAI (Jobin et al., 2019). For instance, the AI readiness index looks at the extent 

to which countries include AI technologies and now also looks for a new sub-index that 

measures the adoption of RAI principles and practices that are included when designing AI 

products. 

A great value that RAI practices offer is corporate reputation (Wang et al., 2020). Deviations 

from social norms can have various consequences. When a company fails to incorporate 

RAIG practices, its legitimacy is undermined, resulting in a loss of community respect and 

support (Dai et al., 2018). As a result, the company faces criticism and scrutiny, and the 

public encourages local or state governments to impose regulations and restrictions on its 

activities. By ignoring ethical considerations in AI practices, a company risks being caught 
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acting illegally and acting against the broader public interest (Dellmuth & Schlipphak, 2020). 

If consumers perceive a company’s actions to be morally unacceptable, they may reject its 

products, further hurting its legitimacy. Hence, the absence of definable AI or accountable 

principles may intersect with both corporate governance and public opinion, as the 

corporation has to address community concerns, fears, and concerns affecting the 

community's well-being (Stupak et al., 2021). 

Another reason why RAIG is important and adds value is the challenge of understanding and 

interpreting AI results. The governance of autonomous intelligent systems, for example, 

answers the question of how to control autonomous agents but it is not clear how AI makes 

decisions, especially in some rare scenarios where the AI models are not well trained (Azzutti 

et al., 2022). This is often referred to as the “black-box” problem, where AI might make 

unpredictable decisions and cause harm. In a worst-case scenario, where AI is used for 

military purposes (assuming that NATO and other superpowers continuously increase the use 

of AI in their systems as they are currently doing with autonomous drones), the AI might be 

programmed to eliminate all threats and AI might classify even civilians as a potential threat 

(Johnson, 2019; Mikalef et al., 2022). Some even worry that AI accesses resources, digital or 

physical, and will eventually pursue its own goals, harming humans in the process (Nath & 

Levinson, 2014). Consequently, concerns like this gave birth to questions regarding the 

transparency and accountability of AI systems and although humans are in control of AI 

systems, the ability of AI systems to learn on their own makes it impossible for operators or 

developers to predict all actions and outcomes. Therefore, a thorough stakeholder evaluation 

is required to ensure transparency in AI systems if they want to maximize their value 

(Helbing, 2019). What is more, the availability of massive amounts of data and the new 

digitalization opportunities have become a global driver for competitiveness. If we consider 

AI as the main ingredient for success in such highly competitive environments, where the 

digitalization process will need AI to maximize its value, then RAIG will be the recipe for its 

success across all domains and sectors, and RAIG will also assist in global challenges, such 

as the United Nations Sustainable Development Goals (SDGs) (Jelinek et al., 2021).  

Finally, RAIG helps to optimize AI use in order to increase efficiency and reduce operational 

costs and the risks that come with AI (Abraham et al., 2019; Mikalef et al., 2019). The range 

of risks may vary from systemic bias, illegal acts, massive financial exposures, political 

disruptions, and the loss of lives. Businesses try to distance themselves from the association 

of these risks by using diverse algorithms with data gathered by (and about) governments, 

enterprises, and individuals (Janssen et al., 2020), hoping that through diverse data collection 

their outcomes will be trustworthy. However, those who develop RAIG frameworks face two 

interrelated challenges. First, the emerging AI governance structure is gradually overlapping 

with the existing cyber regime complex, which is already fragmented, undermining 

international collaboration. Second, it creates many conflicts in international interest, 

especially among the major powers, i.e., the United States, China, EU, and Russia, since 

whoever manages to succeed first will have a tremendous technological advantage over its 

rivals (Jelinek et al., 2021). Therefore, AI is increasingly influencing the competitiveness of 

entire nations and regions, making RAIG reliant on collaborative efforts guided by common 
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standards, which could be hindered by structural fragmentation. As for privacy and safety, 

RAIG can add a lot of value as it can impose safeguards when dealing with human rights and 

privacy as well as impose procedures for protecting individual data from unlawful external 

access. Even today many companies use AI technologies to gather data without notifying or 

receiving direct approval from the users (Remolina Leon & Seah, 2019). For example, when 

an individual uses a navigation system to find an alternative route home from work, the 

system needs to access the user's current location (Margetts, 2022).  However, this 

information could potentially be used to create a user profile by the search engine; thus, 

without explicitly taking the user’s consent, these AI applications and services pose a risk to 

their privacy (Wirtz et al., 2020). 
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3     Research Methodology 
 

In this chapter, the research philosophy, methodologies, and strategies utilized to address the 

research questions of the thesis are presented. The research philosophy informs both the 

methods and the strategies employed in a study as it shapes the researcher’s approach to 

investigating a particular phenomenon or problem. For example, when it comes to methods, a 

positivist researcher assumes an objective reality that can be measured through empirical 

methods such as surveys or experiments. In contrast, an interpretive researcher assumes a 

subjective reality that can be interpreted in multiple ways, and he uses qualitative methods 

such as interviews and observations. 

 

3.1 Research Philosophy 
 

For the purpose of this thesis, our research incorporates ideas from positivism and 

interpretivism, providing a more thorough and detailed explanation of our work. Positivism 

was chosen because it promotes organized and methodical research by emphasizing objective 

facts, measurable evidence, and empirical observation (Kankam, 2019). Conversely, 

interpretivism was chosen because it emphasizes the significance of context, meanings, and 

social structures in forming reality while acknowledging the subjective character of human 

experiences (Klein & Myers, 1999). By applying both paradigms, we took advantage of 

positivism's objectivity and rigour and interpretivism's contextual richness and depth of 

knowledge. To be more specific, the interpretivist approach acknowledges that individuals 

within a society perceive and comprehend the same "objective" reality through distinct 

perspectives, driven by personal motivations for their actions (Alharahsheh & Pius, 2020). 

Studies adopting the interpretivist philosophy commonly focus on the meaning and may 

adopt a variety of methodologies to encompass diverse aspects of the issue (Al-Ababneh, 

2020). The positivist research approach is embraced when the objective entails investigating 

phenomena using a systematic and empirical approach, emphasizing quantifiable data and 

scientific principles (Junjie & Yingxin, 2022). This philosophical stance is notably well-

suited when researchers aim to identify causal relationships, test hypotheses, and generalize 

findings to a larger population (Al-Ababneh, 2020). Therefore, by accepting both, we used a 

variety of techniques, such as qualitative methods to investigate subjective experiences and 

meanings and quantitative procedures to collect empirical data (Junjie & Yingxin, 2022).  

The relevance concerning RAIG and its business value with the research philosophy can be 

summarized as follows. Positivism's emphasis on objective facts and measurable evidence is 

crucial for assessing the tangible impact of RAIG on business outcomes. By quantifying 

RAIG practices, researchers can systematically measure the influence of RAI initiatives on 

organizational performance, risk management, and stakeholder trust. In addition, by 

collecting quantitative data, researchers can analyze trends and patterns to assess the 
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effectiveness of RAIG practices. At the same time, interpretivism's focus on context and 

structures is essential for understanding how RAIG is implemented within different 

organizational contexts. This perspective acknowledges that the effectiveness of RAIG may 

vary depending on factors such as organizational culture, regulatory environment, and 

stakeholder expectations. By considering these differences, researchers can gain insights into 

the challenges and opportunities associated with implementing RAIG in diverse business 

settings. 

 

3.2 Research Overview 
 

Different research objectives (ROs) were developed for each issue in order to shape the 

assessment of the research questions and guide the selection of research methodologies and 

approaches. The ROs are as follows: 

RQ1: How do organizational factors influence the adoption and implementation of AI 

technologies? 

- RO1.1: Identify the key organizational factors that influence the adoption and 

implementation of AI technologies. 

- RO1.2: Examine the impact of organizational structure and decision-making 

processes on the adoption and implementation of AI technologies. 

- RO1.3: Examine the ethical and social implications of AI adoption and 

implementation within organizations and explore ways to address potential ethical 

concerns. 

 

RQ2: What are the key drivers and mechanisms for generating value from AI in 

organizations? 

- RO2.1: Investigate the mechanisms through which AI generates value in 

organizations, including such factors as improved decision-making, increased 

operational efficiency, and innovation. 

- RO2.2: Explore the overall process for structuring a company’s resources, 

bundling the existing resources for the creation of new capabilities. 

 

RQ3: What are the key antecedents and effects for generating value from RAIG in 

organizations? 

- RO3.1: Identify and examine the key antecedents of generating value from RAIG 

in organizations, including such factors as organizational culture, leadership and 

governance structures. 

- RO3.2: Investigate the mechanisms through which RAIG generates value in 

organizations, including such factors as improved decision-making, ethical and 

responsible AI practices. 
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RQ4: How does effective responsible governance of AI initiatives impact organizational 

outcomes, including competitive advantage and performance gains? 

- RO4.1: Examine the relationship between the responsible governance of AI 

initiatives and competitive advantage, exploring how responsible practices can 

contribute to gaining a competitive edge in the market. 

- RO4.2: Investigate the influence of responsible governance on stakeholder 

perceptions, including trust, reputation, and brand image, and how these 

perceptions contribute to organizational outcomes. 

 

To address the objectives outlined in RO1.1, our initial steps encompassed a comprehensive 

literature review aimed at examining existing research. This focused exploration concentrated 

on the foundational factors that propel or hinder the adoption and integration of AI 

technologies. Through this careful review, we sought to recognize gaps within the current 

literature landscape while formulating a research roadmap that outlines areas suitable for 

further examination. Building upon these insights, our pursuit of RO1.2 emerged through the 

creation of a holistic framework. This detailed framework embraced various facets, 

effectively encapsulating the multilayered nature of AI integration. Expanding our 

investigative horizons, RO1.3 motivated a deep dive into the negative dimensions of AI 

applications. A single case study approach was adopted, involving 14 expert interviews. The 

primary aim here was to identify the negative aspects posed by AI use and, alongside this, 

uncover the adaptive strategies implemented by companies to navigate this transformative 

shift. Transitioning to RO2.1, the insights from the single-case study proved instrumental in 

achieving this objective. This pivotal understanding laid the foundation for a multi-case 

analysis for RO2.2, and this centred around the practices and structures companies employ 

when using AI. Continuing our quest, RO3.1 and RO3.2 prompted a second exploration into 

the landscape of the literature, with a specific focus on the RAIG. Our objective was to define 

the key elements that optimize AI's effectiveness while concurrently mitigating potential costs 

and risks. To validate our research, conceptual models were created, encapsulating our 

findings. The final goal of these efforts was the validation of our qualitative insights through 

quantitative means for RO4.1 and RO4.2. Throughout this journey, our methodology 

holistically embraced both qualitative and quantitative approaches, forming a cohesive plan 

for understanding the complex interplay between AI, business dynamics, and value 

generation. 
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3.3 Research Activities 
 

3.3.1 Literature Review 
 

The review was conducted in distinct phases, based on the established framework of a 

systematic literature review to ensure the comprehensive incorporation of all pertinent 

literature up to the present time (Kitchenham, 2004; Okoli, 2015; Templier & Paré, 2015). 

The initial systematic literature review started by devising a review protocol in alignment 

with the Cochrane Handbook for Systematic Reviews of Interventions (Higgins & Green, 

2008). In contrast, the second review aimed to offer insights into current research and 

pinpoint research gaps; thus, we selected a scoping review approach (Paré et al., 2015). A 

protocol was formulated, detailing the course of primary research and specifying search terms 

and sources for the literature review (Boell & Cecez-Kecmanovic, 2015). The review 

unfolded across five sequential steps, which were similar for both papers. Step one involved 

gathering information based on previously formulated keywords, followed by a selective 

process. The documents underwent iterative filtering based on relevance, with two rounds of 

review. The initial round assessed titles, and the second went over abstracts. Moving to the 

third step, the evaluation of study quality was initiated. The quality assessment stage involved 

critically evaluating the methodologies employed in the full-text reports. The fourth step 

encompassed data extraction, involving the systematic retrieval of specific information from 

each article, which was then organized in a spreadsheet. The fifth and final step involved data 

synthesis, facilitated through the utilization of a concept matrix. The concept matrix served as 

a tool to establish connections between distinct research articles. For a comprehensive 

overview of the process steps see Figure 2, while additional details can be found in MRP1 

and MRP2 within part II. 
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Figure 2: Stages of the study selection process for the literature reviews. 

 

3.3.2 Interview 
 

Interviews serve as a powerful tool for information collection, especially when researchers 

lack predefined theories or assumptions (Qu & Dumay, 2011), and they are equally effective 

for refining existing theories and gaining insight into complex phenomena (Tallon et al., 

2013). Our research approach involves deconstructing interview data into distinct structural, 

procedural, and relational practices. These practices form a foundational framework that 

contributes to the development of effective AI Governance strategies. This research follows a 

qualitative paradigm, utilizing qualitative data to explore and explain the relevant research 

questions (Michael, 1997). The chosen methodology involves semi-structured interviews that 

tap into the experiences, beliefs, and attitudes of key respondents (Wynn Jr & Williams, 

2012). Identifying suitable participants was done by reaching out to the human resources 

department and individuals suitable for handling such communications, i.e., managers. Initial 

introductions were made via email, supplemented by phone conversations where necessary. 

Our interviewee criteria encompass individuals who hold key positions, are familiar with AI 

technologies, and have significantly contributed to AI development, building a 
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comprehensive understanding of AI development over time. Based on these criteria, we 

ended up with 29 interviews. Participants from both the IT and business/trade departments 

provided insights, reflecting the need for a diverse approach to understanding RAIG, 

allowing for a more holistic view of the subject (Pessoa et al., 2019). The interview questions 

were designed to be open-ended, facilitating engaging and insightful discussions, and this 

approach enabled interviewers to adapt their questions based on responses and even explore 

aspects beyond the initial interview guidelines. Prior to each interview, a thorough 

explanation of the research objectives and expected outcomes was provided to the 

interviewees. Additionally, interviewees were encouraged to contribute any relevant insights 

that they felt might enhance the research, thereby fostering a collaborative and 

comprehensive approach to data collection. For more in-depth information on the interview 

methodology employed, see MRP3 and MRP4 in part II. 

 

3.3.3 Case Study 
 

Various issues within their real-life contexts can be comprehensively explored from multiple 

angles by using case studies (Rashid et al., 2019). The analysis of case studies serves as a 

valuable tool for navigating deeper into the understanding of a particular issue, event, or 

phenomenon within its natural environment. Case studies have historically been perceived as 

lacking in rigour and objectivity compared to other forms of social research; thus, case 

studies as a research strategy have to be designed and implemented with careful justification 

(Gibbert et al., 2008). Despite initial reservations about the validity of case studies, they are 

widely embraced due to their potential to offer insights that might otherwise remain difficult 

to catch (Yin, 1981). Furthermore, case studies are frequently employed to develop more 

structured research instruments, thereby enabling interviews, surveys, or experiments during 

the exploratory phases of a project. They provide valuable data, especially in contemporary 

scenarios where direct manipulation of relevant behaviours is not feasible. Typically, case 

study research draws evidence from diverse sources such as documents, artifacts, interviews, 

and observations. For the purposes of this thesis, both a single case study and a multi-case 

study approach were employed, and we investigated four companies. The selection criteria 

for these cases were based on shared characteristics, including industry, utilization of AI 

systems, team size, and the cultural environment. All selected firms operate within the same 

industry and possess comparable abilities in collecting, analyzing, and interpreting data for 

strategic decision-making. A common thread among these firms is their belief in the 

imminent necessity of developing, expanding, and adopting AI systems to maintain or gain a 

competitive edge over rivals and emerging players. Moreover, the nature of AI projects 

undertaken by these firms indicates shared challenges, necessitating similar solutions. For 

more in-depth information on the case studies, see MRP3 and MRP4 in part II. 
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3.3.4 Questionnaire - Survey 
 

Questionnaire-based surveys, as a way to do quantitative research, offer many advantages as 

they help in gathering a great deal of information from many diverse participants, which is 

important for understanding the research topic and analyzing the data. Questionnaire-based 

surveys provide an organized structure for a framework, ensuring consistency when 

collecting data, even if the data is about people's thoughts, feelings, and actions. Moreover, it 

covers a wide range of topics and can be done in a relatively short time (Straub et al., 2004) 

and it works well for finding connections between different groups of people and patterns that 

might not be easy to see with other methods. Because questionnaires follow a structure, the 

information collected is consistent and easy to understand and the data analysis is easy to 

perform. At the same time, questionnaire-based surveys let people share their opinions 

without feeling uncomfortable. In this thesis, we follow the guidelines from Recker and 

Rosemann (2010) and after we created our trial questionnaire, we shared it with a panel of 

experts for careful assessment and refinement of indicators, questions, and wording. Then, we 

sent two internet questionnaire-based surveys to Nordic businesses, where we used a 7-point 

Likert scale, where a value of one means disagree entirely, and seven means agree entirely. 

The initial questionnaire was conducted over a period of four weeks in April and May of 

2021. We collected data for the questionnaire using two methods. The first approach involved 

contacting key IT leaders through email invitations. After sending the initial email, we 

followed up with a reminder a week later. Each participant received a personalized report 

comparing their responses to the survey averages. Additionally, we collaborated with a panel 

service company to expand data collection across Nordic countries, targeting senior IT 

executives. At the conclusion of the data collection phase, we obtained two separate datasets. 

The first dataset resulted from the email-based approach, generating 24 complete responses. 

The second dataset was provided by the panel service company and included 120 complete 

responses. Combining these two datasets created a comprehensive dataset with 144 complete 

responses for further analysis.  

Likewise, we followed a similar process for the second questionnaire. This was conducted 

from November 2023 to December 2023. We used the same approach as described above and 

we gathered 329 complete responses. We explored relationships between RAIG, legitimacy, 

communication use, and firm performance. The investigation stated that RAIG significantly 

impacts both internal and external legitimacy positively. It aimed to explore how the 

implementation and adherence to robust RAIG principles within organizations contribute to 

enhancing their perceived legitimacy, both within the organization (internal) and among 

external stakeholders (external). In addition, we investigated the role of RAI communication 

use as a moderator, suggesting that effective communication strategies regarding RAI 

practices can strengthen the relationship between RAIG and legitimacy (both internal and 

external). We also examine how organizations communicate their AI governance initiatives 

and how these initiatives  influence the acceptance of their legitimacy by stakeholders. The 

end goal is to focus on the relationship between the outcomes of legitimacy and firm 

performance. We propose that both internal and external legitimacy positively influence a 
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firm's performance. This exploration aims to understand how the perceived legitimacy, either 

within the organization or among external parties, impacts the overall performance metrics of 

a company. By exploring these relationships, we uncovered the interplay between RAIG, 

legitimacy, communication strategies, and firm performance. Hence, we provide valuable 

insights into how Responsible AI practices, coupled with effective communication, affect the 

perceived legitimacy of organizations and, subsequently, their performance outcomes.  

For more in-depth information on the questionnaires, see MRP5 and MRP6 in part II. 

 

3.3.5 Mapping Methodologies and Research Questions 
 

To address the research questions, we employed diverse methodologies tailored to the distinct 

nature of each research question. The initial phase heavily relied on an extensive literature 

review, serving as the cornerstone that laid the foundation for our entire research. The 

literature reviews not only equipped us with a robust understanding of the field but also 

played a pivotal role in shaping and formulating the subsequent research questions (RQ1, 

RQ2, RQ3, and RQ4) that drove this thesis forward. To delve into RQ1 and RQ2, we utilized 

interviews and case studies. These qualitative methodologies provided a rich, contextual 

understanding and insights into the intricate dynamics of the subject matter. Through 

interviews, we gained firsthand perspectives and narratives, while case studies allowed us to 

dissect real-world scenarios, enriching our comprehension and the analysis of the phenomena 

under investigation. To address RQ4, we used a questionnaire-survey. This quantitative 

approach enabled us to gather structured data from a broader sample, facilitating a 

comprehensive analysis and empirical validation of certain aspects of our research questions. 

The use of these methodologies was deliberate, aligning with the distinct demands of each 

research question. This holistic approach ensured a deep exploration of the topic, combining 

qualitative depth with quantitative breadth, thereby enriching the overall depth and credibility 

of our findings. To check the outline of the methodologies applied for each respective 

research question, see Table 8. 

 

Table 8: Mapping of research methodologies and research questions. 

 
RQ1 RQ2 RQ3 RQ4 

Literature review • •  •  • 

Interview • • 
  

Case study  • •   

Questionnaire - Survey    • 
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3.4 Research Validity 
 

3.4.1 Construct Validity 
 

Construct validity involves assessing the appropriateness of measurements for the researched 

theoretical concepts (Peräkylä, 2004). We enhance construct validity by employing various 

data sources while safeguarding against research bias. Our data collection encompassed both 

quantitative and qualitative approaches, i.e., questionnaires, structured interviews, 

observations, video, and audio recordings. The large number of participants contributed to a 

substantial data sample, allowing for statistical analysis. However, we sought confirmation 

within qualitative data before formalizing the results, considering the complexity of the 

subject (Conway & Lance, 2010). By doing so, we ensured robustness and improved data 

interpretation. To reinforce construct validity, a great deal of effort was put into minimizing 

subjectivity during the research design and data collection phases (Jordan & Troth, 2020). 

Another action we took to reinforce validity was to share our work with researchers who 

were not directly engaged in this thesis but who were part of the research group, and they 

provided us with feedback based on their expertise.  

Based on the above, we formulated and tested our hypotheses over a span of three years. We 

initiated a pilot study, employing a limited sample to evaluate our hypotheses and 

questionnaires and then we analyzed the results employing appropriate statistical techniques, 

such as PLS-SEM and correlation analyses, to evaluate the relationships between the 

variables. To be more precise, our analysis involved an examination of various factors. We 

assessed the Composite Reliability (CR) and Cronbach Alpha (CA) values at the construct 

level, in addition to the AVE values. To ensure the establishment of discriminant validity, we 

employed two distinct methods. Initially, we applied the Fornell–Larcker criterion, which 

mandated that the square root of each construct's AVE should exceed the highest correlation 

with any other construct (MacKenzie et al., 2011). Subsequently, we investigated whether the 

outer loading of each indicator surpassed its cross-loadings with other constructs. The 

outcomes of our analysis affirmed the validity of the reflective measures, underscoring the 

efficacy of all the items as indicators for their respective constructs. Moving on to the 

validation of the structural model, we utilized several metrics. These included coefficients of 

determination (R2), predictive relevance (Stone-Geisser Q2), and the effect size of the path 

coefficients. To ascertain the statistical significance of our estimates, we adopted a bootstrap 

approach involving 10,000 resamples. This approach was underpinned by t-statistics, which 

provided a robust foundation for our conclusions. 
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3.4.2 Internal Validity 
 

Internal validity refers to the accuracy of the results when it comes to reflecting the truth 

within the study, which is critical in research methodology (Pannucci & Wilkins, 2010). In 

the context of this study, our approach involved interviews and supplementary data sources, 

including reports and internal documents, i.e., we used triangulation across various sources. 

Given the limited empirical data available on the operational mechanisms applied by firms, 

we adopted an exploratory, comparative case study approach using NVivo and axial coding to 

group the comments and observations, which allowed for better interpretations (Charmaz, 

2014). This approach boosted the generalizability of our findings for cross-case analyses 

(Ramesh et al., 2017), while at the same time, we drew from established guidelines 

(Baskarada, 2014; Eisenhardt, 1989; Stewart, 2012) to conduct our multiple case study. To 

ensure the credibility and trustworthiness of our research process and findings, we used the 

dimensions of credibility, dependability, transferability, and confirmability, as suggested by 

Korstjens and Moser (2018) and Sikolia et al. (2013). To ensure a robust quantitative 

analysis, we leveraged a structural equation model (PLS-SEM) to evaluate the hierarchical 

research models (Ringle et al., 2015). PLS-SEM's versatility in assessing the relationships 

between constructs, reflective or formative, aligns with the complexity of our study, 

analyzing direct and indirect effects, thus enriching our evaluation of the interrelationships 

between our constructs (Hair Jr et al., 2017). By employing this approach, we aimed to secure 

our dataset's credibility and ensure that our findings were not compromised by 

methodological errors. 

 

3.4.3 External Validity 
 

External validity involves assessing how applicable the study findings are to diverse settings. 

This is important because the confirmation of external validity indicates that the conclusions 

can be broadly extended to similar individuals or populations. To ensure external validity we 

sampled Scandinavian/Nordic countries (see MRP4 and MRP5), which, according to the 

Global Economic Forum's 2019 Global Competitiveness Report, exhibit extensive ICT 

adoption and proficient digital skills, making them well-prepared for digital transformation 

(Schwab, 2019). The case selection process was based on shared characteristics, such as 

industry sectors, the utilization of AI systems, development team sizes, and cultural contexts. 

The chosen firms operate within comparable sectors and have similar capabilities in data 

collection, analysis, and interpretation for decision-making. Another common factor for these 

firms is the necessity for AI development, expansion, and adoption in the coming years in 

order to maintain their competitive edge. We also sampled companies from Western Europe 

and the USA (see MRP6) for similar reasons. Furthermore, the similarity in challenges faced 

by these firms in AI projects necessitates similar solutions. Therefore, the rationale for 

selecting these selected companies is threefold: (1) their geographical proximity, (2) the 

comparable size and experience of their AI teams, despite variations in company sizes, and 
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(3) their limited cultural disparities, or at least not fundamental differences when it comes to 

MRP6. By selecting firms from similar industries, we can compare the cases for 

commonalities and key differences and spot how AI Governance has been implemented. This 

approach enhances the overall external validity of the study by offering insights that could be 

broadly applicable and beneficial beyond the specific cases examined. 

 

3.4.4 Reliability 
 

To ensure the reliability of our studies, we took several steps in our literature reviews by 

following a systematic approach. We applied inclusion and exclusion criteria to set 

boundaries for the reviews. Included were studies focusing on AI/RAIG's business value or 

its adoption and use in organizations. Technical aspects like infrastructure or model 

benchmarking were excluded and we only considered publications written in English from 

2010 onward, as significant organizational AI usage emerged in the past decade. Our reviews 

covered journal articles and conference proceedings, leaving out books, dissertations, reports, 

and non-peer-reviewed publications. We continued by constructing search strings. Two 

keyword sets were formed: one related to AI (for MRP1) and RAIG (for MRP2), the other to 

the business perspective (for MRP1) and organizational perspective (for MRP2). These were 

combined using wildcard symbols to streamline the searches. We used Google Scholar, 

Scopus, Business Source Complete and more to ensure comprehensive coverage. This one-

month collection process per review was supplemented by a targeted search in AIS journal 

baskets using the same strings. After eligibility checks, two co-authors independently 

assessed paper quality based on scientific rigour, credibility, and relevance. Rigour involves 

appropriate research methods, credibility, evaluation, and presentation of findings, while 

relevance refers to the significance for the academic community. The remaining papers were 

used for data extraction and synthesis. To check the whole process, see Figure 2. After that, a 

concept matrix categorized and synthesized the study findings. Papers were analyzed, and 

their information was organized in a spreadsheet for easier cross-study comparisons and the 

interpretation of higher-order insights. The extracted data was checked for research methods, 

key definitions, analysis levels, findings, theories, and other important concepts. Data 

extraction was conducted by two co-authors based on the matrix, with all co-authors 

contributing to the categories and additional dimensions. Based on all the above, the 

synthesis for each literature review took place.  
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3.4.5 Ethical Considerations 
 

In this thesis, it is important to note that we did not collect any sensitive data, such as health 

records. However, we took stringent measures to ensure the security of the information we 

gathered. For instance, all recorded interviews were securely stored on the NTNU server. 

Additionally, we obtain informed consent from participants, ensuring they understand the 

study's purpose and the procedures involved. To preserve the confidentiality of the 

participants, we implemented strategies to prevent survey data from being linked back to 

individual respondents. It is worth noting that we had applied to the Norwegian Centre for 

Research Data (NSD) (known now as SIKT) and received approval for our data collection. In 

our pursuit of a comprehensive sample size, we aimed to foster diversity and inclusivity by 

engaging companies across various countries for our survey and involving interviewees from 

diverse departments. However, we acknowledge certain limitations within our dataset. 

Specifically, our interview data originates solely from the energy sector, while our survey 

respondents predominantly represent regions within Western Europe and the United States. 

Recognizing these constraints is crucial as they may potentially influence the breadth and 

generalizability of our findings. These precautions show our commitment to both ethical 

research practices and personal privacy. 
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4     Results  
 

In this chapter, the primary discoveries of the thesis are presented. To facilitate our analysis, 

the outcomes are arranged according to each specific research question and its corresponding 

research objectives. 

 

4.1 Organizational factors of AI in Business – RQ1 
 

4.1.1 Organizational framework of AI in Business – RO1.1 (MRP1) 
 

To evaluate AI’s impact on business value, we have categorized AI into three interconnected 

levels, as illustrated in Figure 3 (see MRP1). Within this organizational framework, we 

demonstrate that several critical factors, encompassing technological readiness, 

organizational considerations, and environmental factors, significantly influence an 

organization's capacity to implement and leverage AI. As a result, we establish two 

overarching categories for the utilization of AI in organizations and provide a summary of the 

current knowledge pertaining to applications within these categories. Additionally, we 

distinguish between the effects of AI, categorizing them as first-order effects and second-

order effects, which manifest themselves at the process and organizational levels, 

respectively. Consequently, we posit that it is crucial initially to examine second-order effects 

by tracing them back to their underlying first-order effects. For more information, refer to 

MRP1. 
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Figure 3: Organizational framework of AI and business value. 

 

 

The framework sees data as the bedrock of AI development, where AI systems learn from 

large datasets and make decisions based on these datasets rather than explicit rules set by 

human experts (Pumplun, 2019; Schmidt et al., 2020). Access to data and the quality of data 

are critical enablers of AI adoption because large volumes of training data are essential for 

high-quality AI applications (Afiouni, 2019). However, a common challenge is the scarcity of 

adequate training data (Baier et al., 2019). Data should exhibit the three Vs: volume, velocity, 

and variety, a concept commonly referred to as "big data" (Mariani & Wamba, 2020); thus, 

data quality is paramount for reliable predictions (Alsheibani et al., 2020; Demlehner & 

Laumer, 2020b). The principle of "garbage-in, garbage-out" underscores the importance of 

high-quality training data (Lee et al., 2019), where incomplete data, incorrect entries, and 

noisy features are common quality issues.  

Recognizing and addressing these problems requires collaboration between data scientists 

and domain experts (Baier et al., 2019). To exploit AI's potential, organizations have to 

possess the appropriate technological infrastructure. This includes computing power 
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infrastructure, AI algorithms, and rich datasets (Wamba-Taguimdje et al., 2020). AI 

algorithms build models based on data, often requiring substantial computing power (Baier et 

al., 2019). Many organizations lack the resources, leading to the emergence of cloud-based 

solutions provided by large companies like Google, Amazon, and Microsoft (Borges et al., 

2021; Schmidt et al., 2020). The organizational context plays a pivotal role in AI adoption, 

with culture as a critical factor (Mikalef & Gupta, 2021; Pumplun, 2019). A culture that 

fosters innovation and a willingness to embrace new technologies is more likely to succeed in 

AI adoption (Lee et al., 2019). Such cultures support employees' ability to adapt and use AI 

applications. Top management support is a strong determinant of AI adoption (Alsheibani et 

al., 2020) because top managers play a pivotal role in establishing the organization's culture 

and can allocate resources for AI adoption.  

Organizational readiness involves financial resources, skills, and expertise. AI adoption 

usually requires a significant budget and skilled employees proficient in AI technologies 

alongside domain expertise. Employee-AI trust is essential as AI systems may change 

employee roles and responsibilities. Building trust between employees and AI is complex but 

crucial (Makarius et al., 2020), and AI strategies should align AI adoption with organizational 

goals. These strategies outline the processes, plans, and timeframes for AI implementation, 

necessitating structural modifications and data governance (Mikalef & Gupta, 2021), where 

compatibility between AI and business processes and business cases is crucial (Pumplun, 

2019). Business cases should articulate the problems AI aims to solve and how algorithms 

will improve processes. Business processes need to adapt to AI's requirements since AI 

adoption is also influenced by the external environment.  

Ethical and moral aspects are central considerations (Baier et al., 2019) and are part of the 

framework. AI should be developed based on ethical principles and without embedding 

biases (Alsheibani et al., 2020). Transparency, bias, and discrimination are challenges in AI 

development that need attention. Regulations such as the GDPR have implications for data 

usage and anonymization, making AI adoption more complex (Baier et al., 2019; Pumplun, 

2019) but these regulations are not enough by themselves because they do not address the 

overall challenge of AI adoption but only part of it. Intellectual property and industry-specific 

requirements can also impact AI adoption (Dwivedi, 2021). 

The adoption of AI is significantly driven by environmental pressures, which compel 

organizations to adapt and innovate swiftly in response to their rivals (Demlehner & Laumer, 

2020a). To maintain or gain a competitive edge, organizations need to actively reconfigure 

and adapt to a rapidly changing environment. The fear of losing their competitive advantage 

serves as a strong motivator for organizations to embrace IT innovations, including AI 

(Alsheibani et al., 2020). Additionally, there is a substantial demand from the customer side, 

as customers increasingly seek personalized services and products (Pumplun, 2019), 

exemplified by Amazon’s recommendation engine. 
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4.1.2 Impacts of AI in Business – RO1.2 (MRP1) 
 

Business executives are keenly interested in how AI can enhance competitive performance. 

To address this, we have to examine AI's effects at both the process and firm levels. First-

order impacts pertain to changes in organizational processes, which are typically measured by 

key performance indicators (KPIs) like efficiency, effectiveness, productivity, and quality. 

AI's influence on processes is categorized into three effects: (1) Process Efficiency. AI 

automation and the augmentation of tasks improve productivity and quality by reducing 

human error, increasing speed, and freeing up employees to focus on higher-value activities. 

For instance, AI can automate visual recognition tasks in manufacturing, enhancing efficiency 

and reducing errors (Demlehner & Laumer, 2020). (2) Insight Generation. AI reveals hidden 

patterns in vast data sets, aiding better-informed decision-making and faster responses to 

market dynamics. It empowers organizations to make more precise decisions by uncovering 

valuable insights (Lichtenthaler, 2019). (3) Business Process Transformation. AI enables 

organizations to innovate and overhaul their processes, often leading to reengineering and 

organizational restructuring. It introduces new skills, changes job roles, and allows resource 

reallocation (Makarius et al., 2020). 

Second-order impacts concern firm-level effects and can be categorized into four areas: (1) 

Operational Performance. AI can introduce new products and services, identify market 

opportunities, and enhance the quality of existing offerings, contributing to business growth 

(Mishra & Pani, 2020; Davenport & Ronanki, 2018). (2) Financial Performance. 

Companies implementing AI have experienced increased revenue and cost reduction, though 

further research is needed to explore other financial metrics (Mikalef & Gupta, 2021). (3) 

Market-Based Performance. AI enhances marketing effectiveness by enabling precise 

customer segmentation and personalized marketing strategies, as well as improving customer 

satisfaction by preventing negative experiences (Afiouni, 2019). (4) Sustainability 

Performance. AI plays a crucial role in environmental sustainability by minimizing energy 

consumption and reducing pollution. It also supports circular economy strategies, promoting 

recycling and reduced emissions (Toniolo et al., 2020). 

In the social domain, AI presents challenges related to privacy and discrimination. 

Organizations need to ensure data privacy and mitigate discriminatory outcomes while taking 

advantage of AI's ability to reduce human bias in processes like recruitment and customer 

segmentation. Additionally, AI can enhance employee safety and working conditions by 

automating hazardous tasks and allowing employees to focus on more meaningful and 

creative work (Toniolo et al., 2020). For more information, refer to MRP1. 
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4.1.3 Ethical and Social Implications of AI in Organizations – RO1.3 

(MRP4) 
 

The interviewees provided insights into the impact of AI in the context of trading. They 

expressed a mix of optimism and concerns regarding AI's role in their daily work and its 

future implications for their careers. Expectations for AI technologies were high, with the 

hope of substantial benefits. However, in practice, the transition to AI trading was not without 

its challenges. Problems arose during production, often due to missing or incorrect data, 

leading to system underperformance and unmet expectations.  

Not all AI projects proved to be profitable, and some tests even yielded negative results, 

causing frustration among employees. The organization's decision to develop its AI systems 

had both advantages and disadvantages. On the one hand, it allowed for tailored AI solutions, 

but on the other hand, the lack of adaptation in unexpected scenarios led to costly mistakes. 

Intraday trading increasingly relied on high-speed AI agents, reducing the need for manual 

trading, which presented challenges related to deskilling. As traders performed less manual 

work, their expertise and competence were at risk. To adapt to this changing landscape, the 

company sought to use AI for heavy lifting tasks while keeping manual trading for 

reassurance. The future of traders' roles remained uncertain, with potential outcomes ranging 

from transitioning to other positions within the company to potential job loss in a technology-

dominated market. The frequency of trade interactions in the energy market was expected to 

change significantly, with transactions happening every 15 minutes rather than hourly.  

Respondents expressed the need to automate trading processes as much as possible, raising 

concerns about job security. While some believed that human involvement remained 

necessary, others anticipated a shift towards monitoring and control tasks. Responsibility for 

AI outcomes was a point of contention. It was challenging to determine whether AI 

developers, who built the software, or traders, who mainly monitored AI, should be held 

accountable. This ambiguity was exacerbated by the lack of explainability tools, making it 

difficult to address concerns regarding transparency and bias. Legal complications and 

violations related to AI-generated trading patterns further complicated the issue. The 

organization's lack of clear roles for AI-related tasks raised questions about responsibility in 

the case of issues. The importance of addressing these concerns led to the promotion of 

robustness and reliability through standardized processes and infrastructure. Managers had 

varying views on the allocation of responsibility, further highlighting the blurred boundaries 

in this regard. AI trading outcomes raised questions about trust, especially when compared to 

traditional methods. Inconsistent results and the need to provide predictions even with 

outdated data sometimes led to difficulties in explaining AI's decision-making.  

To build trust in AI, the company developed tools that allowed human controllers to evaluate 

and decide on AI-produced outcomes. Communication between departments, especially the 

exchange of domain-specific terms between traders and AI developers, was a minor but 

potentially significant challenge. Conflict and differing perceptions about AI's effectiveness 
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in trading were apparent among traders. Some resisted accepting AI outputs, believing that 

the models could not consider all aspects of the market. Perceptions of AI varied from being 

seen as a magical problem-solving tool to concerns about unrealistic expectations. Lastly, 

potential conflicts between traders and managers emerged, particularly in the balance 

between robustness and reliability provided by AI and traders' desire to maintain manual 

trading. Consumption and energy prices played a significant role, in influencing market 

behaviour. While AI offered the benefit of minimizing high-risk decisions, it was vital for the 

organization to ensure a smooth transition to AI adoption without losing employees' trust and 

loyalty. Unrealistic expectations from both traders and developers posed challenges in 

aligning AI capabilities with the organization's needs. In conclusion, AI's introduction into 

trading has brought a mix of benefits and challenges, impacting the nature of work, 

responsibility, and inter-departmental relationships. As the energy market evolves, addressing 

these challenges and building trust in AI's capabilities will be crucial for the organization's 

long-term success and for the employees facing changing roles and uncertainties in their 

careers. For more information, refer to MRP4. 

 

Table 9: Themes, observations, and nodes for the dark side of AI trading. 

Themes Observations Nodes 

Nature of work Deskilling Individual 

 AI false expectations Organizational 

 Unemployment Social & environmental 

 Mobilizing human capital Organizational 

 Losing interest in work Individual 

 Hacking attempts Organizational / Social & 

environmental 

Responsibility Lack of AI decision explainability Organizational 

 Absence of AI accountability Organizational / 

Interpersonal 

 Manipulating the market Social & environmental 

Conflicts and effects Portfolio risks Individual 

 “Enforcing” patterns / 

overconsumption 

Social & environmental 

 Conflict of interest between 

managers and traders 

Interpersonal 
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 Selling overseas / lack of energy Social & environmental 

 Conflicts among AI developers and 

traders 

Interpersonal 

 Conflicts among AI traders and non-

AI traders 

Interpersonal 

 

4.2 Mechanisms and Capabilities of AI in Business – RQ2 
 

4.2.1 Mechanisms of AI use – RO2.1 (MRP1) 
 

The applications of AI encompass a wide range of areas, including marketing, production 

management, enterprise management, and customer service (Alsheibani et al., 2020; Jelonek, 

2020). AI's impact spans an organization's value chain, promising transformative changes in 

various aspects of daily life (Wamba-Taguimdje et al., 2020). AI applications can be broadly 

categorized into two main types: AI for automation and AI for augmentation. Automation 

involves the use of AI to replace human tasks, while augmentation enhances human 

intelligence by providing valuable insights for decision-making. For more information, refer 

to MRP1. 

Automation, driven by recent advances in AI, enables machines to perform complex 

cognitive tasks, such as learning and problem-solving, often referred to as "Intelligent 

Automation" (Welling, 2019). AI technologies are capable of automating tasks that were 

previously considered too challenging, including knowledge and service work (Coombs et al., 

2020). Examples include using virtual robots to process emails in industries like 

manufacturing and construction (Wamba-Taguimdje et al., 2020) and employing chatbots in 

the credit card insurance industry to address customer inquiries, process claims, and sell 

products (Nuruzzaman & Hussain, 2018). AI also contributes to creating new products and 

services, automating tasks for customers. For instance, conversational intelligent agents like 

Siri and Alexa automate tasks such as sending messages, making calls, and controlling smart 

home devices through voice commands (Castillo et al., 2021). Facial recognition in 

smartphones automates user authentication, exemplifying the diverse applications of AI in 

automation. 

Augmentation involves using AI to enhance human decision-making by processing vast 

amounts of data beyond human cognitive capabilities (Schmidt et al., 2020). Predictive 

analytics, for instance, can help managers gain insights from data to make informed 

decisions, such as identifying new management control indicators and recommending 

corrective actions (Bytniewski et al., 2020). AI is invaluable in analyzing opinions, attitudes, 

and emotions related to products or services, providing detailed insights into how customers 

perceive offerings (Bytniewski et al., 2020; Davenport et al., 2020; Jelonek, 2020). In 
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healthcare, machine vision aids physicians by processing MRI images to detect tiny 

hemorrhages, detect cancer patterns, or assist in complex surgeries (Jarrahi, 2018; Makarius 

et al., 2020). AI is used in public relations to monitor social media and predict media trends, 

as well as in marketing for customer segmentation and lifestyle-based classification 

(Galloway & Swiatek, 2018; Mishra & Pani, 2020). It also predicts customer habits, 

anticipates future trends, and optimizes recommendation systems in the fashion industry 

(Wamba-Taguimdje et al., 2020). Additionally, AI enhances customer intelligence by offering 

personalized recommendations for products and services. For example, Netflix's 

recommendation engine uses various customer data parameters to provide tailored content 

recommendations, increasing the likelihood of customers choosing the content they will 

enjoy. 

 

4.2.2 Creation of new capabilities to add both Business Value and 

Customer Value – RO2.2 (SRP1) 
 

Resource orchestration is a crucial process for organizations, encompassing the structuring, 

bundling, and leveraging of resources, with the aim of creating new capabilities and adding 

value to both the business and customers. In an uncertain environment, such as one with high 

competition and regulatory changes, resource orchestration plays a pivotal role in maintaining 

and enhancing a firm's competitive advantage. For AI-related resources, this process involves 

acquiring, accumulating, divesting, stabilizing, enriching, pioneering, mobilizing, 

coordinating, and deploying. For more information, refer to SRP1. 

In acquiring subprocesses, firms purchase resources from the market, such as high-

computation infrastructure or skilled AI personnel. The acquisition should align with the 

organization's strategic goals, but in a highly uncertain environment, it can be costly and 

necessitate cautious decision-making. In accumulating subprocesses, firms should internally 

develop and accumulate knowledge and the capabilities related to AI, especially in 

environments characterized by high uncertainty. This tacit knowledge and expertise become 

essential when dealing with rapidly changing markets and unforeseen challenges. In divesting 

subprocesses, to optimize AI resources, companies need to identify and release underutilized 

or outdated resources, whether they are data sets, technology, or personnel. In uncertain 

conditions, careful consideration of the importance and long-term relevance of these 

resources is vital. Bundling resources involves the combination of various resources to create 

capabilities, and it encompasses stabilizing, enriching, and pioneering processes. Stabilizing 

subprocesses involves making minor improvements to existing capabilities maintaining a 

competitive edge over time. However, in highly uncertain environments, where significant 

changes are required, stabilizing may not be a feasible option. The enriching subprocess 

extends existing capabilities through resource addition, and skill development is critical, 

especially when acquiring new resources is costly or challenging. Collaborations and 

alliances with external partners can also enhance AI initiatives. The pioneering process is 
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exploratory in nature, integrating radically different resources to develop new value 

propositions. This is particularly important in uncertain environments to gain a competitive 

edge. Leveraging capabilities aims to mobilize, coordinate, and deploy processes for value 

creation. High-level managers play a crucial role in these processes, aligning AI initiatives 

with business goals, coordinating resources efficiently, and deploying strategies in line with 

the environmental context. Mobilizing a subprocess identifies the capabilities required for AI 

development, which is crucial, but not sufficient, for maintaining a competitive advantage, 

particularly in uncertain environments. Coordinating a subprocess integrates AI capabilities 

smoothly with other organizational capabilities, which is essential because high-level 

managers are responsible for facilitating this integration through effective communication 

and collaboration. Deploying capability configurations depends on the leveraging strategy 

chosen and the environmental context. The success of deployment can be challenging, 

especially when external partners are involved. 

 

4.3 Antecedents and effects of AIG in Organizations – RQ3 
 

4.3.1 Challenges, barriers, and solutions for adopting AIG – 

RO3.1(MRP3) 
 

A challenge for AI governance is the unification of technologies and infrastructure, which is 

essential for compatibility among diverse AI tools. The need for increased speed and 

scalability has been driven by growing data volumes, leading to efficiency gains and 

automation. Additionally, fostering an AI culture within the organization is crucial for 

employees to embrace and trust AI, as a lack of understanding can lead to resistance during 

the digital transformation process. Other inhibitors include insufficient domain knowledge, 

data limitations, and legal regulations that restrict certain AI applications. The outcomes 

across various firms largely align with their shared goals. Key priorities include reducing 

maintenance costs and forecasting energy consumption, both contributing significantly to 

business value. Flexibility and robustness in AI systems have become crucial, allowing 

adaptation to market trends while ensuring non-costly and reliable customer experiences. 

Table 10 shows the challenges, recommended actions, and desired outcomes. 
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Table 10:  Challenges, recommended actions, and desired outcomes. 

 Challenges Recommended Actions Outcomes 

Development AI cloud is challenging 

to build 

Offline recommendation 

system 

Develop intelligence on 

top of external 

platforms 

 

Boost flexibility 

 AI development does 

not necessarily follow 

traditional software 

development 

Standardize executable 

components  

Unify technological 

tools 

Create shared libraries 

 

Robustness 

Reduce amount of 

workload 

 

 Prediction techniques 

vary based on sector 

Allow human 

interaction in high 

uncertainty to prevent 

high AI bias. 

 

Robustness 

 Lack of data Choose AI algorithms 

based on data volume 

and data types 

Generate data from 

existing data 

Read data from different 

sources 

Buy data from vendors 

using APIs 

 

Boost flexibility 

Robustness 

 

 Lack of domain 

knowledge by AI 

developers 

Allow domain experts 

to lead 

Save money and time 

Robustness 

Employees Misunderstanding of AI 

capabilities 

AI training to 

understand what the 

models can do and what 

they cannot do 

Better communication 

between departments 

Easier adoption of AI 

 

 Employees do not adopt 

AI 

AI training to 

understand how to use 

the new technologies 

Better communication 

between departments 

Easier adoption of AI 

 

 Employees fear losing 

their position because of 

AI 

AI training to explain 

why their expertise 

cannot be replaced 

Better communication 

between departments 

Easier adoption of AI 

 

 Different vocabulary for 

different departments 

AI training to be 

familiar with different 

Better communication 

between departments 
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terms and processes. 

Create different 

dashboards for different 

concepts 

Easier adoption of AI 

Measure performance 

Value Classical optimization 

tools are still better than 

AI models 

Automate operations:  

1. that take place 24-7  

2. where there is a 1-1 

correlation between 

workload and number of 

employees  

3. which are repetitive 

and boring 

 

Save money and time  

Scaling up becomes 

easier 

Reduce amount of 

workload 

 Hard to predict effort 

and costs 

Avoid nice to have 

features as they will 

delay the whole process 

considerable 

Use KPIs to quantify 

performance 

Save money and time 

Scaling up becomes 

easier 

External 

Environment 

Giving out knowledge to 

external partners 

Develop intelligence on 

top of external 

platforms instead of 

using external solutions 

 

Maintain competitive 

advantage 

 Distance from third 

parties can affect 

development 

Develop internal AI 

team to speed up 

processes considerably 

AI Development is 

focused on your 

specific problem not 

on a generic solution  

maintain competitive 

advantage 

 

 Legal constraints and 

GDPR 

Create clear data 

management roles 

Security 

 

Figure 4 (see MRP3) presents a model that encompasses structural, procedural, and relational 

components, demonstrating the techniques firms have employed in recent years. Enablers 

include the presence of an AI culture and suitable architecture within the company, while 

inhibitors primarily consist of legal constraints, domain-specific challenges, high 

development costs, and AI-phobia. Companies looking to integrate AI are advised to address 

these challenges proactively to prevent potential failures and resource wastage. The ultimate 

outcomes sought by firms include a competitive edge, cost reduction, and the establishment 

of dependable AI systems, which are vital for success in competitive markets. For more 

information, refer to MRP3.  
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Figure 4: Model for AI Governance. 

 

4.3.2 AI structures and implementation – RO3.2 (MRP3) 
 

In terms of procedural practices, all the companies from our multi-case analysis (see MRP3 

for more details) pursued the development of new capabilities through the use of external 

software. This involved the internal AI teams creating algorithms, trading strategies, and 

machine learning pipelines. They leveraged platforms from third-party partners while 

retaining their domain knowledge in-house. Their approach aimed to maintain control and 

prevent third parties from repurposing the same software for various applications. For every 

project, common elements included a strong focus on data governance, data quality, and data 

security. Instead of extensive data cleaning, these firms preferred to rectify data source issues 

through data collection corrections and the integration of APIs to ensure data accuracy. The 

continuous evaluation of machine learning pipelines was integral to ensuring their robustness 

and quality. The resulting AI products were categorized as "weak AI," primarily designed for 
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executing specific tasks or offering decision-making suggestions, often in the form of AI 

assistants. However, end-users were required to follow AI suggestions intuitively and 

complement them with their domain knowledge. Moreover, these intelligent systems 

incorporated features like notification systems, error detection, and decision-making tools to 

assess system credibility and performance using key performance indicators (KPIs).  

Regarding their practices, AI strategy played a central role for top managers, who were 

responsible for designing products tailored to specific needs while adding business value. 

They needed to allocate resources precisely and plan rigorously, recognizing that AI projects 

diverged from the conventional software development timeline and cost expectations. 

Managers faced the challenge of distinguishing essential features from nice-to-have requests, 

as the latter could significantly delay projects and inflate development costs. It is essential to 

note that AI development was generally more costly than traditional software development. 

Managers could estimate the effort required to build a pipeline based on project 

specifications. The practice of reusing components from one pipeline for another was 

common in AI projects, substantially reducing development time while instilling confidence 

in the final product's quality, maintainability, and extensibility for new features.  

In terms of data management practices, a shift was observed towards securing data, using 

secure databases, and creating distinct roles for data access. Typically, these roles included 

developers who had full data access and end-users who had limited data access. In all cases, 

domain experts played a pivotal role in all development phases. Their domain knowledge was 

critical to project success, and they often took on project management roles. With the 

collaboration of AI developers, they designed notification systems to determine which 

notifications should be delivered via email or displayed in dashboards. External AI 

consultants were primarily engaged at the project's outset, specifically when the development 

team faced uncertainties regarding particular aspects of the project, such as cloud services or 

ML optimizations. Lastly, establishing an AI culture within the company through 

comprehensive training proved challenging, particularly in the initial stages. Employees 

exhibited mistrust, sometimes seeing AI recommendations as naive. Many employees viewed 

AI and automation as threats to their positions, leading to the need for workshops and internal 

meetings to address these concerns and dispel fears. The communication focused on 

emphasizing the point that AI aimed to assist employees rather than replace them, helping 

build trust and understanding. 
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4.4 Relationship between RAIG and Competitive Performance 

– RQ4 (MRP5) 
 

Our literature reviews have illuminated the diverse array of approaches available for 

investigating the impact of RAIG. In our research, we have intentionally focused on a 

specific pathway that serves to examine two key dimensions. First, we explored how RAIG, 

particularly when channeled through KMC and strategic alignment, can significantly 

influence competitive performance within organizations. Second, we explored the ways in 

which RAIG, with an emphasis on legitimacy and effective communication strategies, can 

boost overall firm performance to new heights. This chosen research path allows us to dissect 

the relationship between RAIG, strategic management practices, and organizational 

performance, shedding light on the mechanisms that underpin these relationships. 

 

4.4.1 Relationship between RAIG and competitive performance 

through KMC – RO4.1 
 

We provide empirical evidence supporting the idea that RAIG influences KMC and, in turn, 

indirectly impacts a company's competitive performance. The research, based on a large 

sample of Scandinavian companies, emphasizes the need for businesses to consider how 

RAIG can affect their performance outcomes. In more specific terms, RAIG is found to 

directly enhance a company's KMC by expanding its knowledge assets and operational 

capacities, thereby improving its competence and capabilities. This, in turn, contributes to 

better competitive performance. Interestingly, the study did not find evidence to support the 

assumption that strategic alignment has a significant impact on KMC. This discrepancy may 

be because responsible AI implementation often begins with technical teams at the 

operational level, potentially conflicting with top-down management processes. To 

successfully integrate responsible AI practices, managers should first comprehend the 

necessary steps and requirements. Establishing an AI governance framework is crucial to 

restructure organizational processes and support responsible AI initiatives, which can be a 

substantial undertaking without proper planning and change management efforts. For more 

information, see MRP5. 
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4.4.2 Relationship between RAIG and competitive performance 

through Legitimacy – RO4.2 (MRP6) 
 

This study looks at how RAIG practices, communication about using AI responsibly, 

legitimacy, and company performance are connected. Our model is illustrated in Figure 5 (see 

MRP6). We collected data from 329 employees in companies across Western Europe and the 

USA and used a method called PLS structural equation modeling to analyze it. We used an 

online survey to look at how RAIG practices affect a company's performance and legitimacy. 

The results show that RAIG practices directly improve performance and legitimacy, as we 

expected. The results also indicate that companies can improve their performance by gaining 

trust from stakeholders, who are more likely to engage with the company's products, services, 

and practices. The model also shows evidence that communicating about RAIG practices is 

important for gaining legitimacy, both inside and outside the company. However, we did not 

find any significant effect of communication on the relationship between RAIG practices and 

legitimacy, which was unexpected. In short, the findings show that RAIG practices are crucial 

for getting support from both internal and external environment and for improving 

performance. This study is the first, to the best of our knowledge, to show how RAIG, 

legitimacy, and performance are linked, highlighting the importance of using RAIG strategies 

and good communication to keep a company's legitimacy intact and achieve positive results 

in business. 

 

 

 

Figure 5: RAIG and competitive performance through legitimacy. 
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5     Discussion                                                                                     

 

In this chapter, the research results presented in the previous chapter are compiled, examining 

their impact on the research, practical applications, and policy considerations. Furthermore, it 

addresses the constraints and outlines potential directions for future research. 

 

5.1 Theoretical Implications 
 

The current thesis offers novelty regarding the role of RAIG practices in combination with 

legitimacy and the impact on firm performance. This inquiry makes a significant contribution 

to expanding the conceptualization of RAIG beyond operational and ethical dimensions, 

highlighting its role in bestowing legitimacy upon organizations with RAIG practices. It 

emphasizes the importance of organizational legitimacy in AI governance and underscores 

how RAIG practices can increase perceived legitimacy, thereby impacting organizational 

performance (Tseng & Lee, 2014). In doing so, we extend the work of previous researchers 

who have investigated the impact of corporate social responsibility (CSR) activities on firm 

performance and legitimacy (Colleoni, 2013; Khuong et al., 2021; Koh et al., 2023; Min et 

al., 2023) by arguing that firm performance and legitimacy can be increased through RAIG 

practices too. However, the study also points out a lack of understanding regarding how RAI 

communications interact with broader AI governance practices. Although the study shows 

some evidence in order to understand the mechanisms through which RAIG practices 

contribute to organizational legitimacy and how legitimacy influences performance 

outcomes, it did not find moderating effects of contextual factors on this relationship which 

could provide insights into AI governance practices across different organizational contexts 

(Zhang et al., 2023). Additionally, the study did not take into consideration the effectiveness 

of different RAI communication strategies and how organizational commitment to RAI 

practices impacts stakeholder perceptions of legitimacy; thus, extending legitimacy theory to 

other related disciplines could also increase our understanding of factors influencing AI 

governance practices and their implications for performance (Jan et al., 2021). 

In addition, we uncover the dark side effects of AI and how to mitigate them. Previous 

researchers focused on bias and fairness when it comes to hiring and criminal justice or 

ethical considerations when it comes to AI-generated content through deepfakes (Widder et 

al., 2022; Završnik, 2020). Our research focused on the dark side effects of AI in B2B 

marketing by examining employee adaptation to new AI technologies and by providing 

insight into managers’ actions. What is more, current B2B state research addresses 

accountability problems related to algorithmic misbehaviour (Rana et al., 2021), numerous 

ethical and legal concerns (Boyd & Wilson, 2017). We added to the literature by finding 

challenges in models learning from new data and stressed the importance of an effective 

organizational structure for successful AI integration. Also, we found that despite the need for 
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high-quality data, extracting insights remains difficult due to relevance and management 

issues, while determining responsibility for AI decisions poses a significant challenge 

(Papagiannidis Emmanouil et al., 2023). Beyond that, we argue that domain experts (traders 

in our case), though no longer directly involved, remained an important pillar for AI success. 

The companies we investigated prioritized explainable AI over higher-margin options and 

emphasized compliance in unregulated areas. Our study also explored the impact of reduced 

relationship bonds on B2B interactions (Gligor et al., 2021), showing socio-economic effects 

on client behavior, particularly in energy consumption. 

Researchers have investigated the harm inflicted upon the organization itself and the harm 

inflicted upon others (Sun et al., 2022). We expand the literature by going through 

organizational aspects, such as procedural changes and managing human capital, which are 

affected by AI adoption. We argue that managers have to find solutions to address challenges 

while preserving the firm's public image. We investigated the negative implications of AI in 

trading on individuals and society, including concerns about AI fear, deskilling, and 

unemployment (Paschen et al., 2019). We continued by arguing that while adopting AI is 

crucial, establishing procedures and mechanisms for aligning AI applications with business 

objectives is equally critical (Puntoni et al., 2021). AI's dynamic nature necessitates 

recognizing its negative aspects to ensure businesses function as intended. Furthermore, 

organizations have to consider the dark sides of AI when planning, designing, and building AI 

strategies and products. AI can lead to value co-creation but may also introduce challenges, 

ranging from job loss and privacy concerns to machine ethics, security issues, and the 

development of superintelligence. Effective AI governance is essential for bridging the gap 

between accountability and ethics in technological advancement (Davenport et al., 2020). 

This governance should address difficulties encountered during the AI deployment process 

and provide options and probabilities for addressing complex management tasks. 

However, it is important to note that not all companies have successfully developed AI 

solutions that result in significant organizational impact and added business value. The 

central argument is that while adopting AI is crucial, it is equally vital to establish the 

necessary processes and mechanisms to develop and align AI applications with the demands 

of the business environment (Fadler & Legner, 2021). A key challenge identified in our 

studies is the dynamic nature of AI governance, which necessitates continuous adaptation and 

modification in response to evolving conditions, including how employees perceive AI (Min 

et al., 2023). This dynamic aspect places increased importance on establishing effective 

processes, mechanisms, and structures to ensure that AI functions as intended and aligns with 

the organization's goals. Additionally, the research highlights the various approaches that 

companies take toward AI governance, such as creating ML pipelines and interactive 

dashboards.  

Notably, not all companies prioritize explainability in the early stages, focusing on what they 

perceive as more urgent priorities. In contrast to articles that primarily focus on the technical 

aspects of AI workflow implementation, this research emphasizes the development 

challenges and practical solutions firms can employ to build AI through effective 
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organizational practices. The proposed model (see more at MRP5) underscores how, despite 

the presence of inhibitors and barriers and the diverse approaches to AI governance, 

following best practices can yield positive outcomes. We identified the specific procedural, 

structural, and relational components necessary for achieving this. Therefore, our work sparks 

a discussion on the composition of AI governance and its potential dimensions. It delves into 

the connection between governance practices and the challenges they help overcome, 

involving various actors and practices. This is particularly significant for understanding how 

AI-based applications generate value by shedding light on how different resources are 

leveraged in the pursuit of business value. Additionally, we provide insights into the process 

view of AI deployments, opening up a dialogue about the unique challenges within each 

deployment phase. 

One major challenge that researchers need to highlight is the ever-changing nature of AI 

governance, which requires ongoing adjustments to ensure AI aligns with the organization's 

goals (Wu et al., 2015). We identify various approaches that firms take in AI governance, 

such as creating ML pipelines and interactive dashboards. However, not all of them prioritize 

explainability, as they are often focused on more immediate concerns. Unlike other articles 

that primarily focus on the technical aspects of AI implementation, this research emphasizes 

the practical challenges and solutions involved in building effective AI through organizational 

practices (Papagiannidis et al., 2021). AI governance, in this context, is viewed not as a single 

process but as a collection of critical components that have to be considered when designing 

and deploying AI practices to overcome challenges and achieve successful outcomes. This 

study presents a model (see MRP3) that suggests that, despite barriers and diverse approaches 

to AI governance, positive results can be achieved if best practices are followed. It identifies 

the specific procedural, structural, and relational elements crucial for success. This 

exploratory work sparks discussions about the composition of AI governance and its 

dimensions. It also explores the connections between the challenges AI governance helps 

address and the actors and practices involved in the process. This research is valuable for 

understanding how AI-based applications generate value and how resources are leveraged. It 

also provides insights into the various phases of AI deployment and the unique challenges 

encountered in each phase. 

Finally, there are many other paths for research when it comes to AI. We also establish a 

foundation for guiding prospective research ventures by examining existing assumptions and 

pinpointing domains with noticeable knowledge gaps. The research framework does not 

intend to comprehensively enumerate all possible research directions but rather underscores 

pivotal areas where our comprehension of how AI influences organizational conduct and 

competition is deficient. Consequently, we outline five research streams, each of which 

introduces various research pathways to enhance our insight. Figure 6 (see MRP1) visually 

depicts this research framework, illustrating the themes within enumerated circles. 
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Figure 6: AI and business value framework. 

 

Theme 1: AI Adoption and Diffusion 

Difficulties in the process of adopting and deploying AI. Many organizations face substantial 

challenges when attempting to adopt AI (Hammer & Karmakar, 2021). Technological 

readiness, organizational preparedness, and external factors such as government regulations 

play critical roles in the adoption of AI. Additionally, factors like infrastructure costs, talent 

acquisition, and partnerships can influence the adoption dynamics (Alsheibani et al., 2018). 

Furthermore, internal conflicts between shareholders and managers regarding automation and 

augmentation can delay actual AI deployment, and AI adoption may challenge cultural 

norms, creating barriers for both managers and customers (Dwivedi, 2021).  

Governance of AI projects. To achieve the full potential of AI in core operations, 

organizations need effective governance, resource management, and project oversight, 

spanning the entire project life cycle (Tallon & Pinsonneault, 2011). AI applications evolve 

through multiple maturation phases and may require explainability and accountability 

principles, particularly in areas like the public sector. Understanding the key activities that 

underpin AI governance is a significant research area, with the potential to optimize 

performance and alignment between business and technology functions. 

 

Theme 2: AI and Socio-organizational Change 

How does AI change organizational culture? The adoption of AI has been associated with 

fostering innovative organizational cultures. Research is needed to explore how AI may 

influence culture more broadly, affecting learning, collaboration, communication patterns, 

and the organization's overall openness to innovation. The "dark side" of AI, including the 

potential for distrust among employees due to opaque AI decision-making and privacy 

concerns, should also be investigated in the context of organizational culture.  
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What is the role of AI-driven automation in decision-making? The automation of decision-

making by AI systems can reduce employees’ workload but may also introduce challenges 

(Acemoglu & Restrepo, 2018). These include addressing potential biases in AI decision 

models, especially when making decisions related to gender, ethnicity, and personal data 

(Cirillo et al., 2020). AI automation can also impact human interactions, potentially leading to 

"AI anxiety" (Li & Huang, 2020). Research should explore whether AI automation genuinely 

benefits decision-makers or challenges their values.  

How does AI change the organization’s structure? Both the adoption of AI and the 

organization's structure can influence each other. While organizational structure may affect 

the ability to adopt AI, AI adoption can result in the reconfiguration of the organizational 

chart, changes in roles, and shifts in data and information flows. Quantitative research is 

needed to examine the relationship between organizational structure and AI adoption, as well 

as how AI impacts organizational structure. 

 

Theme 3: AI-driven Value Propositions 

How does the orientation of AI impact value propositions? AI can be leveraged for both 

internal-oriented functions (improving internal processes) and external-oriented functions 

(enhancing customer-facing products and services) (Davenport et al., 2020). The research 

should focus on understanding how the placement of AI in the value chain affects business 

performance and how organizations should organize themselves to realize value from AI 

applications.  

What is the role of complexity in AI application inimitability and value? Complex AI systems 

may be harder for competitors to imitate, potentially providing a competitive advantage 

(Monostori, 2003). Research is required to explore the relationship between the complexity of 

AI systems and their value creation for businesses. Understanding when complexity leads to 

value creation is vital for organizations. 

 

Theme 4: Competitive Value of AI 

What are the effects of AI on financial performance? Organizations often expect that AI will 

improve financial performance by increasing revenue, growth, and reducing costs (Alsheibani 

et al., 2020; Eriksson, 2020). However, there is a need for research to investigate the long-

term financial consequences of AI adoption, particularly for small and medium-sized 

enterprises. Understanding when and how AI applications generate positive financial returns 

is crucial.  

What are appropriate key performance indicators (KPIs) to measure AI success? Measuring 

the success of AI projects is challenging due to the unique outcomes of AI applications. 

Research should focus on identifying the appropriate KPIs to assess AI outcomes, especially 



76 
 

after AI applications have been deployed and used in practice (Ehret & Wirtz, 2017). These 

KPIs should be quantifiable and provide insights into the impact of AI on the business.  

How can AI drive innovation? While AI technology is behind innovative products and 

services, the socio-technical dynamics that lead to innovation need to be better understood. 

The interaction between AI technology, managers, knowledge workers, and their 

collaborations must be explored in more detail to facilitate technology-driven innovation. 

 

Theme 5: AI and the Extended Organization 

Extended organizational boundaries and partnerships. Organizations often engage in various 

forms of relationships with external partners, such as mergers, acquisitions, joint ventures, 

and alliances. Understanding how these relationships influence the types of AI applications 

developed and the nature of organizational engagements is essential. Research should 

investigate the governance schemes and conflicts of interest in such AI-specific partnerships 

and explore the optimal ways of organizing boundaries and partnerships (Yang et al., 2018).  

What is the role of AI in shaping the reputation of the organization? AI's introduction can 

affect trust and reputation within organizations. Research should delve into how AI impacts 

trust and, in turn, organizational reputation. The findings can guide organizations in making 

informed decisions about AI adoption (Cohen et al., 2020). 

 

5.2 Practical Implications 
 

Our work carries practical implications across different sectors. For managers, our findings 

emphasize the importance of adopting practices to ensure responsible use of AI that will lead 

to successful AI products. For AI developers, our findings emphasize the integration process 

where they need to prioritize explainability tools for their systems in order to enhance 

accountability and make end users feel more secure when using AI for decision-making. This 

approach also helps managers ensure employee safety, comply with legal regulations, and 

create transparency in the decision-making process. Additionally, organizations have to 

establish the necessary infrastructure to centralize their advanced systems, with a particular 

emphasis on AI. This should be done in a way that reduces inequality, promotes social 

empowerment, preserves individual autonomy, and ensures equitable benefits for all 

stakeholders. The explainability of AI plays a crucial role in building public trust and 

facilitating a better understanding of the technology, which, in turn, simplifies AI monitoring 

and allows for the reallocation of employees displaced by AI, thereby protecting their jobs. 

Furthermore, firms should develop tools for testing AI decisions to uncover new patterns in 

data, leading to deeper insights. This process encourages employees to generate innovative 

ideas that can drive productivity and innovation. Back-testing, a common practice for 

validating results, allows appropriate domain experts totest their hypotheses and refine AI 
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algorithms through their expertise, ultimately enhancing the company's competitiveness. 

Managers should prioritize these processes to keep their domain experts actively engaged in 

improving AI systems. 

Our research provides empirical evidence supporting the idea that RAIG directly influences 

KMC, which, in turn, indirectly affects a company's competitive performance. We suggest 

that pushing for changes in structures and processes may conflict with the organization's 

existing goals and priorities. Therefore, it is crucial for managers aiming to integrate 

responsible AI into their operations to first understand the requirements and then take the 

necessary steps to develop a responsible AI system. In the absence of well-defined AI 

governance practices, the process of redesigning organizational structures, accommodating 

responsible AI work, and implementing new management practices can be a substantial 

undertaking. 

That is why structural, procedural, and relational practices are needed. (1) Structural 

practices. Quality data is crucial for successful AI outputs, and preventing data poisoning is 

essential to avoid manipulation of AI results. Data poisoning can occur in two ways: injecting 

incorrect information into the system and creating a backdoor for exploitation. These issues 

highlight the need for RAIG, emphasizing data curation, continuous monitoring, and human 

oversight to prevent unexpected AI behaviour. Companies should update AI infrastructure 

based on their specific needs to avoid issues like hardware obsolescence and security 

breaches. (2) Procedural Practices. AI safety research should consider different AI 

paradigms and their safety implications, as well as anticipate the requirements of future, more 

powerful AI systems. Designing AI with respect to human autonomy, equality, and social 

empowerment is essential. While transparency in AI decision-making is valuable, it may also 

pose security risks, and its necessity depends on the context. Research should focus on 

defining the degree of transparency needed, the expandability of AI models, and the 

practicality of transparent algorithms in different applications. (3) Relational Practices. 

Businesses are increasingly recognizing the importance of AI ethics, with cases involving AI-

related concerns affecting organizational decision-makers. However, there is a need to 

overcome obstacles related to the awareness and understanding of AI ethics among managers 

and non-IT personnel. To foster organizational awareness, research could explore methods to 

reduce algorithmic aversion, leverage AI for efficient messaging, and align AI ethics with 

company goals. Managing user expectations and trust in AI is also critical, requiring checks 

and balances, peer reviews, risk assessments, and alignment with agile working methods. 

Additionally, promoting inclusion and diversity strategies within AI research can enhance 

innovation and collaboration, improving overall employee and customer experiences. 

The findings emphasize the need for firms to adopt new procedures when integrating AI into 

their operations to gain a competitive edge and enhance efficiency. It is crucial to establish a 

unified system for building AI pipelines, aligning it with the tools used by developers. This 

approach makes the system more robust, easier to maintain, and allows for improvements in 

various components. Additionally, managers should implement clear procedures that 

employees can easily understand and follow. Without well-defined guidelines, there is a risk 
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of wasting time and resources that could be better invested in other projects delivering greater 

business value. Firms should leverage AI for automating repetitive tasks, a change that 

employees generally appreciate since it frees them from monotonous work. However, it is 

equally important for managers to engage in extended conversations with employees from 

various departments. These discussions should reassure them that AI is not a threat to their 

job security but rather an opportunity for education and upskilling. Fostering this 

understanding is essential for maintaining internal stability, preserving trust in leadership, 

retaining talent, and ensuring the smooth adoption of new technologies. Companies can 

effectively use dashboards as a means of facilitating communication between humans and AI 

because dashboards serve as valuable tools for managing information, tracking key 

performance indicators (KPIs), metrics, and other critical data points. This approach helps 

overcome the black-box nature of AI models by presenting data in a visual format that 

simplifies complex datasets. It empowers end-users to evaluate results, identify outliers or 

anomalies in processed data, and promote transparency. Therefore, dashboards enhance the 

ability to review and adjust data analysis models directly. 

In practical terms, AI developers should not underestimate the importance of incorporating 

explainability tools for AI decision-making. This is vital for ensuring that accountable 

individuals, such as domain experts, have a clear understanding of decision processes, which 

fosters a sense of responsibility and confidence in using AI (Paschen et al., 2019). This 

approach helps managers ensure the well-being of their employees and align their processes 

with potential legal requirements that mandate transparency in decision-making. Moreover, 

organizations should establish suitable infrastructure for centralizing their advanced systems, 

with a particular focus on AI (Al-Surmi et al., 2022). AI, in particular, should be designed to 

reduce inequalities, promote social empowerment, maintain individual autonomy, and 

distribute benefits equitably (Puntoni et al., 2021). Ensuring AI's explainability is crucial as it 

plays a major role in building public trust and fostering a better understanding of the 

technology (Keegan et al., 2022). This not only simplifies AI monitoring but also allows for 

the redeployment of employees from roles AI takes over. Lastly, organizations should invest 

in tools for testing AI decisions to uncover new patterns and gain a deeper insight into data 

and information (Davenport et al., 2020). This approach can inspire employees to generate 

innovative ideas, leading to new strategies and tactics that enhance productivity and drive 

innovation. Much like how domain experts perform back-testing to validate hypotheses, 

managers should prioritize such processes, enabling domain experts to actively improve AI 

products through their expertise (Mikalef & Gupta, 2021). This contribution can result in 

more competent algorithms and, consequently, a more competitive company. 

Organizational leaders are encouraged to prioritize investments in RAIG frameworks to drive 

performance improvements, maintain competitiveness, and strategically manage legitimacy 

(Abioye et al., 2021). Prioritizing transparency and accountability in AI governance practices 

can increase perceived legitimacy, positively influencing performance metrics (Du & Xie, 

2021). Effective RAI communications are essential for shaping stakeholder perceptions of 

legitimacy, building trust, and credibility. Organizational leaders should align communication 

strategies with RAIG practices and organizational goals to enhance legitimacy and 



79 
 

performance Soomro et al., 2021). Considering contextual factors and industry-specific 

dynamics is crucial for building effective strategies related to AI governance (Akram et al., 

2018). 

 

5.3 Policy Implications 
 

Policymakers play a pivotal role in shaping the ethical and safe deployment of AI. The 

processes they are involved in include making regulations, applying standards, and providing 

guidelines to ensure that AI technologies are developed, used, and managed in a manner that 

upholds human rights, fairness, transparency, and accountability. Policymakers should 

provide a framework for addressing challenges related to bias, privacy, and the societal 

impact of AI, helping to strike a balance between innovation and responsible use. Effective 

governance and policy making in the AI domain are essential for building public trust, 

fostering innovation, and safeguarding against the potential harms associated with AI 

technologies. There are three key factors that affect RAIG. First, societal expectations and 

norms, which encompass unwritten codes of conduct shared by society and adopted by 

organizations, play a crucial role in shaping AI perspectives and ethical considerations. 

Organizations often adjust their operational approaches to align with these norms, aiming to 

maintain a positive public image. For instance, Google introduced a framework for RAIG, 

and entities like the European Commission and the Singapore Government have developed 

guidelines to address the ethical and legal concerns related to AI. Second, from an 

organizational standpoint, a belief that AI should serve people's best interests rather than the 

other way around is vital. Concerns about data privacy and security, particularly in AI 

recommendation systems using big data, are of great significance due to the challenges in 

explaining AI decisions and the potential impact on individuals' lives. Privacy legislation has 

to consider societal and political implications, and organizations aiming to establish 

trustworthiness need to address issues like false positives and negatives, overfitting, and the 

responsible use of personal information. Third, organizations need the capability to swiftly 

capture data influenced by evolving norms and adapt their responsible AI principles 

accordingly. Influencers, celebrities, and social movements can significantly affect public 

perspectives, requiring companies to stay aware of emerging technologies and societal shifts. 

Adjusting policies and strategies in response to such changes is essential to maintain a 

positive public image. Figure 7 (see MRP2) shows the antecedents, structure, and effects of 

RAIG. 
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Figure 7:  Antecedents, structure, and effects of RAIG. 

 

As far as AI applications and services are concerned, they offer significant opportunities for 

policy making, business-management, and decision making through data analytics. This is 

particularly evident in industries like energy, where AI helps optimize resource usage during 

potential energy crises. Policymaking should take into consideration the fact that responsible 

AI practices attract investors, but there are also potential negative effects, such as automated 

trading affecting stock markets and concerns about AI weaponization. These factors could 

shape future norms regarding AI. Hence, a lack of RAIG can lead to AI anxiety on a business 

level. It may result in the automation of work activities, job role redefinition, and potential 

job performance issues, impacting employee satisfaction and commitment. Research is 

needed to understand how societal norms influence organizational values and how these 

values affect responsible AI principles. Achieving a balance between automation and 

augmentation is crucial to avoid job displacement and overreliance on AI.  Incorporating end-

user involvement in AI development is vital, and cost-effective techniques should be explored 

to capture user needs. Giving users control over their data in semi-autonomous systems is 

essential for respecting their autonomy. AI norms vary across countries, so researchers should 

provide clear and practical definitions of “AI Ethics” based on cultural norms. Dedicated 

committees and oversight bodies may be established to evaluate the ethical implications of AI 

projects. Ethical AI applications can promote brands, but addressing bias in ML algorithms is 

a necessity. Detecting and eliminating the bias associated with social expectations is a 

complex challenge. Agent-based models and ML-based inference models can help improve 

sequential decision-making by studying behavioural patterns. Creating bias detection tools 

and fairness metrics, like AI Fairness 360 (AIF360), is essential for addressing bias in AI 

systems. 

In this work, we focus on examining how AI impacts behaviour and operations within B2B 

contexts. Several studies (Davenport et al., 2020; Farrokhi et al., 2020; Grewal et al., 2004; 
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Kushwaha et al., 2021; Troisi et al., 2020) have touched on various aspects related to AI, but 

none have thoroughly explored the direct implications of AI within the B2B domain. These 

studies provide valuable insights into AI in broader contexts, laying the groundwork for more 

focused research in the B2B sector. In response to this research gap, we propose several 

avenues for future investigation into the dark side effects of AI in B2B settings (see MRP4). 

Researchers could explore both the positive and negative impacts of AI on B2B operations, 

considering how AI may influence a company's reputation and market positioning. It is 

crucial to gain a comprehensive understanding of the potential consequences of AI and how 

to effectively manage and mitigate any negative effects and, based on that, new policies 

should be created. This extends beyond the business field and encompasses societal 

implications. However, we need to acknowledge that merely implementing an AI system is 

not a guarantee of success. Firms need to integrate AI into their organizational culture and 

provide adequate training to their employees, as new technologies, including AI, often 

introduce vulnerabilities. Policies that go through security breaches or AI hacks are required 

in order to build trust in AI systems. Additionally, policies centralizing a business ecosystem 

around AI require specialized considerations, as business environments significantly differ 

from each other. 

 

5.4 Limitations 
 

While the study demonstrates robustness, it is important to acknowledge several limitations. 

In our literature reviews (MRP1 and MRP2), we attempted to explore themes within the 

realm of IT-business value, although our approach was not exhaustive in documenting and 

presenting these themes in the paper. While we systematically examined and evaluated the 

articles' contents, we did not adhere to a specific protocol for data recording and reporting. 

Additionally, there is a lack of comparisons and integrations with other related studies, 

meaning that this thesis does not furnish a framework or methodology for implementing 

RAIG practices. Instead, the thesis aims to establish a foundation for synthesizing knowledge 

from various research strands in this field and propose directions for future research, 

primarily centered on the business aspects of AI. Another limitation arises from the diverse 

origins of the papers included, leading to fragmentation. Consequently, integrating them into 

a cohesive framework within the context of RAIG presents a notable challenge. Furthermore, 

the sources predominantly came from Western publications, which may introduce bias, as 

perspectives from regions like Asia, including China, India, and Japan, are conspicuously 

absent. Finally, further research is essential to expand the current frontier of knowledge in AI 

by incorporating principles and philosophies from traditional disciplines into existing AI 

frameworks, which could potentially serve as the basis for RAIG frameworks. Different 

research avenues can be pursued in response to the questions we posed. For instance, 

investigating how the automation and augmentation of jobs are affected by automating tasks 

or identifying obstacles to digital transformation based on RAIG. 
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Our qualitative studies have limitations too (see MRP3 and MRP4). First, our data collection 

primarily relies on interviews with companies that do not extensively deal with sensitive data. 

Consequently, our data may carry a degree of bias and offer an incomplete perspective on the 

challenges associated with these practices. Second, although we conducted numerous 

interviews with key personnel within these organizations, our data collection represents a 

snapshot in time and may not fully capture the entire spectrum of practices. Third, the 

organizations’ relatively short experience with AI deployment and their cautious, gradual 

approach to mitigating risks might have positively influenced their experiences, possibly 

affecting the results. Last, all the cases we examined originate from the same sector, 

potentially raising concerns about the generalizability of our findings. 

As for our quantitative studies (see MRP5 and MRP6), the participating companies are 

located in specific geographical areas where there is a reputation for upholding high standards 

of responsible and ethical practices. Consequently, it would be intriguing to explore how 

regions in different geographical areas, such as North America or Asia, address similar 

challenges. Another limitation of our survey is that it provides a mere snapshot of the 

activities of these companies. Given our limited knowledge of how they develop and enhance 

their AI products over time, we cannot discern the evolution of their practices and the 

mechanisms they employ. It is worth noting that we did not gauge diverse performance 

metrics, including those related to social responsibility, reputation, or trust for both studies. 

These metrics have the potential to exert both positive and negative influences on a 

company's standing in the market, as they can encapsulate the value an organization may 

accrue in the medium or long term. Another limitation could be response bias, where 

respondents alter their true opinions to match the norms. Alongside that limitation are 

selection bias, non-response bias, and the depth of our surveys, which are common 

limitations that apply to surveys.   
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6     Conclusion 
 

One of the main obstacles to achieving RAIG is the lack of well-defined guidelines and 

regulations specific to AI. With AI technologies advancing at a rapid pace, organizations, and 

policymakers face challenges in navigating the regulatory environment and determining 

suitable mechanisms to govern AI systems. This lack of universal standards adds another 

layer of complexity to AI governance, resulting in fragmented regulations that slow down 

innovation. There is a notable disconnect between the use of AI and the implementation of 

responsible AI practices. Despite some initial efforts, the low adoption rate shows that it is 

vital to identify effective practices for AI governance, explore any undesired effects 

associated with them, and investigate the relationship between RAIG and organizational 

performance.  

This doctoral thesis has examined the ways in which AI provides a competitive advantage 

over the competition, with a particular focus on how responsible AI use can promote a 

company’s credibility and through that enhance its overall firm performance. The thesis 

offers valuable insight into various aspects, including the procedural, structural, and relational 

practices of AI implementation, while exploring the potential dark side effects of AI adoption. 

Furthermore, the thesis lists the enablers and inhibitors of AI use that facilitate the 

deployment of AI, providing a complete framework and model for AI governance that can be 

beneficial for enterprises seeking to adopt or reorganize their AI strategy.  

In addressing the research gap in RAIG, we employed a diverse set of research techniques. 

We initiated our inquiry with an exploratory approach aimed at uncovering key concepts and 

their interconnections. Subsequently, we conducted confirmatory studies to confirm our 

assumptions. Our methodological framework included several components, such as a 

systematic literature review, a single-case study and a multi-case study, in-depth interviews, a 

questionnaire, and a survey. In sum, our research involved the active participation of 473 

firms, alongside interviews with 29 experts from the energy sector in Norway. Our findings 

discuss the ways in which RAIG boosts the capacity to acquire and distribute knowledge 

when there is strategic alignment with the company’s objectives. Other findings are about the 

classification of typologies of AI use, with primary and secondary consequences of AI 

deployment. Additionally, in our findings, we introduced a set of hypotheses about the 

activities that drive the core processes related to the orchestration of AI resources. Based on 

these, we ended up with four main contributions: 
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C1: Improve understanding of AI in business, its overall business value, and how to gain its 

competitive advantage. 

C2: Identify enablers, inhibitors, and antecedents of AI. 

C3: New knowledge on RAIG and which RAIG practices and principles are considered 

essential.  

C4: Explore the relationship between RAIG and firm performance. 

 

Most importantly, this thesis is an initial effort to provide empirical insights into the 

relationship between RAIG, legitimacy and firm performance, with its impact on both 

business and society. 

 

6.1 Avenues for Future Research 
 

In our journal papers, we have highlighted different directions for future research. Some of 

these include exploring AI adoption and diffusion, addressing overarching challenges in the 

AI landscape, and delving into AI-powered value propositions. Future researchers may 

investigate and develop the following: 

• Develop ethical frameworks and guidelines specific to AI technologies to create 

robust decision-making processes. 

• Investigate methods for assessing the societal and environmental impacts of AI 

systems, focusing on the ecosystems that the AI system will affect. 

• Study different governance models and structures for overseeing AI development and 

deployment, including both public and private players. 

• Explore the role of AI in addressing global challenges like healthcare, sustainability, 

and automation while ensuring ethical and responsible use. 

• Investigate governance challenges posed by AI technologies, such as virtual agents. 
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6.2 Final Remarks 
 

In summary, the adoption of responsible AI practices represents a strategic necessity for 

organizations seeking to outperform their competitors. By placing a priority on RAIG 

implementation, organizations can unlock a plethora of advantages that can be seen 

throughout their operations. Foremost among these, prioritizing RAIG bestows organizations 

with credibility, trustworthiness, and acceptance within their stakeholder ecosystem. Creating 

an environment marked by ethical principles and transparency boosts confidence among 

stakeholders, making stronger and more enduring relationships with partners and customers. 

Beyond this, RAIG serves as a preventive mechanism against risks, addressing ethical 

concerns and issues. By proactively engaging with these matters, organizations substantially 

reduce the probability of enduring reputational damage or causing harm to users, physical or 

not. This proactive stance ultimately safeguards the long-term sustainability of the 

organization. Moreover, the alignment of responsible practices with organizational goals 

serves as a catalyst for improved firm performance. Organizations that embrace RAIG are 

better positioned to develop innovative solutions that not only fulfil societal needs but also 

adhere to ever-evolving regulatory requisites. Additionally, decision-making within such 

organizations stands to benefit significantly from the insights garnered through RAIG 

frameworks. These insights translate into more informed and ethical decision-making 

processes, thereby catalyzing positive business outcomes. Perhaps one of the most salient 

advantages of RAIG is its inherent adaptability. As organizations embrace these practices, 

they become more agile, enabling them to pivot swiftly in response to shifting norms and 

regulatory landscapes. In essence, RAIG is far from a mere luxury for organizations; it is an 

indispensable framework. It serves as the linchpin ensuring that organizations not only meet 

their ethical and legal obligations but also flourish in a fiercely competitive environment 

where trust, risk management, and sound decision-making are paramount. To neglect RAIG is 

to court severe consequences that could imperil the very existence of the organization. 

Therefore, it should be regarded as a strategic imperative for any forward-thinking entity 

aiming to thrive in the AI-driven landscape of today and tomorrow. 
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Abstract 

Artificial Intelligence (AI) are a wide-ranging set of technologies that promise several advantages for 

organizations in terms off added business value. Over the past few years, organizations are increasingly 

turning to AI in order to gain business value following a deluge of data and a strong increase in computational 

capacity. Nevertheless, organizations are still struggling to adopt and leverage AI in their operations. The lack of 

a coherent understanding of how AI technologies create business value, and what type of business value is expected, 

therefore necessitates a holistic understanding. This study provides a systematic literature review that attempts to 

explain how organizations can leverage AI technologies in their operations and elucidate the value- 

generating mechanisms. Our analysis synthesizes the current literature and highlights: (1) the key enablers and 

inhibitors of AI adoption and use; (2) the typologies of AI use in the organizational setting; and (3) the first- and 

second-order effects of AI. The paper concludes with an identification of the gaps in the literature and develops a 

research agenda that identifies areas that need to be addressed by future studies. 

Keywords Artificial intelligence . Systematic literature review . Research agenda . Artificial intelligence capabilities 

 

1 Introduction 

While Artificial Intelligence (AI) is not something new, it has 

gained much attention in recent years (Ransbotham et al., 

2018). AI has been argued to be a force of disruption for 

businesses worldwide and in a wide range of sectors 

(Davenport & Ronanki, 2018). Organizations implementing 

AI applications are expected to attain gains in terms of added 

business value, such as increased revenue, cost reduction, and 

improved business efficiency (AlSheibani et al., 2020). A re- 

cent study by MIT Sloan Management Review found that 

more than 80% of organizations see AI as a strategic 
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opportunity, and almost 85% see AI as a way to achieve 

com- petitive advantage (Ransbotham et al., 2017). In the 

search for competitive advantage, many organizations are 

thus investing in AI technologies. However, despite the 

growing interest in AI, many companies struggle to realize 

value from AI (Fountaine et al., 2019). The expected 

benefits of AI may be absent even though companies 

invest time, effort, and re- sources into the adoption 

process (Makarius et al., 2020). 

The introduction of AI in organizational operations 

signals a new set of barriers and challenges (Duan et al., 

2019). Some of these include bridging cross-domain 

knowledge to develop models that are accurate and 

meaningful (Duan et al., 2019), identifying, integrating and 

cleansing diverse sources of data (Mikalef & Gupta, 2021), 

and integrating AI applications with existing processes and 

systems (Davenport & Ronanki, 2018). To capture the 

potential value from AI, organizations need to understand 

how to overcome these challenges as well as the value-

adding potential of these technologies. Yet, recent re- 

search on AI is more focused on a technological understand- 

ing of AI adoption than identifying the organizational chal- 

lenges associated with its implementation (Alsheibani et al., 

2020). While some studies have identified research gaps 

(Dwivedi et al., 2019), and looked at important aspects in 

being able to leverage AI technologies (Mikalef & Gupta, 

2021), there is still a lack of a holistic understanding of how 

AI is adopted and used in organizations, and what are the main 

value-generating mechanisms. 
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In this paper we attempt to address this gap by providing a 

synthesis of the current body of knowledge and developing an 

agenda that can help advance our knowledge. We therefore 

perform a systematic collection of the extant literature, and put 

forward a narrative review by summarizing the existing body 

of literature and providing a comprehensive report which 

guides future studies (Templier & Paré, 2015). The objective 

of this paper is to identify in which ways organizations can 

deploy AI, and what value-generating mechanisms AI can 

enable. The first step in our study is collecting studies that 

examine organizational adoption and use of AI from 2010 

onwards. After assessing the papers' relevance and quality, 

the remaining studies are analyzed and synthesized which lead 

to a framework form understanding AI business value. Based 

on the synthesis, a research agenda is created, identifying 

areas that need to be addressed by future research. 

 

 

 

2 Research Methodology 

The review was conducted in six distinct stages, following the 

established method of a systematic literature review in order to 

ensure that all relevant literature to date was included in our 

analysis (Kitchenham, 2004). First, the review protocol was 

developed which outlined the choice and structure of key- 

words and phrases. Second, the inclusion and exclusion 

criteria for relevant publications were identified in order to 

filter those publications that were of interest towards our re- 

view. Third, the search for papers was performed based on the 

pre-defined phrases as combinations of the keywords. The 

articles found in the search were critically assessed before 

performing data extraction and synthesizing the findings. 

The previously mentioned stages (Fig. 1) are described in 

further detail in the next subsections. 

 

 

 

2.1 Protocol Development 

 
The systematic literature review started by developing a re- 

view protocol following the method of the Cochrane 

Handbook for Systematic Reviews of Intervention (Higgins, 

2008). In this protocol, the main research questions were 

established together with the search strategy, inclusion, exclu- 

sion, and quality criteria. The method of synthesis was also 

established in the protocol. The following research questions 

motivated the review process: What aspects enable or inhibit 

AI use in the organization? What are the types of AI uses in 

organizations? Through what mechanisms is AI value 

realized? These research questions formed the basis for decid- 

ing how to proceed in the next steps a what sets of keywords 

and data sources to utilize. 

2.2 Inclusion and Exclusion Criteria 

 
A number of inclusion and exclusion criteria were applied to 

set boundaries for the systematic literature review. Studies 

were included if they were focused on how AI can provide 

business value or how AI is adopted and used in an organiza- 

tional context. This meant that studies that focused on solely 

technical aspects of AI, such as technical infrastructure or 

benchmarking of difference models were not in the scope of 

papers that were selected. Only publications from 2010 on- 

wards were selected since the majority of organizational uses 

of AI, with novel methods, have been in the last decade. 

Studies not written in English were excluded from this review. 

In addition, the systematic literature review included journal 

articles and conference proceedings. Book series, disserta- 

tions, reports, and webpages were excluded, as were also other 

publications that were not peer-reviewed. 

 

2.3 Data Sources and Search Strategy 

 
The first step in the search strategy was to form search strings. 

Two sets of keywords were created (Appendix Table 8): the 

first set containing keywords related to AI and associated 

technologies, and the second set regarding the organizational 

perspective. Keywords from the two sets were combined to 

form the search string using wildcard symbols in order to 

reduce the number of search strings. The search terms were 

then applied in the search engine Google Scholar, as well as 

several other electronic databases such as Scopus, Business 

Source Complete, Emerald, Taylor & Francis, Springer, Web 

of Knowledge, ABI/inform Complete, IEEE Xplore, and the 

Association of Information Systems (AIS) library. This was 

done to ensure that all relevant articles had been indexed. The 

collection procedure started on September 14, 2020 and was 

concluded on September 30, 2020. To further ensure that the 

most important articles had been identified, we performed a 

separate search in the AIS basket of eight journals using the 

same sets of strings. 

 

2.4 Quality Assessment 

 
Two of the co-authors went through the papers independently 

after the eligibility check and assessed their quality in terms of 

several criteria. Studies were examined in terms of scientific 

rigor, credibility, and relevance. Scientific rigor meaning that 

the appropriate research method has been applied. Credibility 

refers to if the research is believable and the findings are well 

presented. Relevance refers to if the findings are relevant to 

the academic community and organizations engaging in AI 

projects. Together these quality criteria ensure that the papers 

remaining after this stage are likely to make a valuable con- 

tribution to the review. After this stage, 43 papers were left for 

data extraction and synthesis. 
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Fig. 1 Stages of the study selection process. 

 

2.5 Data Extraction and Synthesis of Findings 

 
A concept matrix was created in order to categorize the studies 

and synthesize findings. This was done by analyzing the pa- 

pers and organizing information from the studies in a spread- 

sheet. Organizing the studies in this way makes it easier to 

make comparisons across studies and translate the findings 

into higher-order interpretations. The studies were analyzed 

based on the following areas of focus: organizational perfor- 

mance outcomes of AI, adoption, and use of AI in an organi- 

zational context, and organizational change caused by the 

adoption of AI. The information recorded included the re- 

search methodology, important definitions, level of analysis, 

key findings, theories used, context of investigation, and other 

important concepts from the paper. Two of the co-authors 

performed the data extraction based on the developed matrix, 

and then through an iterative process all co-authors reached a 

consensus about the context included in each category, and 

about adding additional dimensions to capture all relevant 

data. The remaining 43 papers were all analyzed and added 

to the concept matrix before the findings were synthesized. 

 

 

3 Definitions 

While AI has gained much attention in the last years due to the 

recent advancements in computer hardware, computer net- 

work speeds, the vast amount of available data, and process- 

ing algorithms (Alsheibani et al., 2020), there is considerable 

ambiguity about what the notion means and what it entails. 

The development of AI consists of several sub-disciplines 

based on fundamentally different approaches (Schmidt et al., 

2020), and their meaning is often used interchangeably to 

encompass a broad set of technologies and applications 
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(Dwivedi et al., 2019). Therefore, it is essential to draw a clear 

distinction between these core concepts and provide compre- 

hensive definitions. We draw a distinction between three key 

areas of focuses: AI as a scientific discipline, technologies 

used to realize AI, and AI capabilities. These three levels 

provide a distinction between the discipline and its objective, 

the tools and technologies used to attain the goal, and the 

organizational capacity to use a set of diverse tools and tech- 

nologies that support AI. In the sub-sections below, we pres- 

ent the definitions used in past research and provide a synthe- 

sis of the current body of knowledge. 

 

3.1 Artificial Intelligence 

 
Several definitions of AI have been published in an attempt to 

distinguish it from other conventional information technolo- 

gies (Table 1). To understand the concept of AI, it is necessary 

to first understand the notions of "artificial" and "intelligence" 

separately. "Intelligence" can be described as involving men- 

tal activities, such as learning, reasoning, and understanding 

(Lichtenthaler, 2019). "Artificial", on the other hand, refers to 

something that is made by humans, rather than occurring nat- 

urally (Mikalef & Gupta, 2021). By combining these two 

together, Artificial Intelligence can be understood as making 

machines capable of simulating intelligence (Wamba- 

Taguimdje et al., 2020). 

 

From the definitions in Table 1, it is evident that there is a 

consensus that AI refers to giving the computer human-like 

capabilities, meaning that computers are able to perform tasks 

that normally require human intelligence. This includes activ- 

ities such as understanding, reasoning, and problem-solving 

(Mikalef & Gupta, 2021). AI emulates human performance by 

acting as an intelligent agent, which performs actions based on 

a specific understanding of input from the environment 

(Eriksson et al., 2020). In other words, the aim of AI is to 

try to reproduce human cognition by emulating how humans 

learn and process information. Cognitive technology is a term 

often used when referring to this capability. Cognitive tech- 

nologies resemble the action of the human mind (Bytniewski 

et al., 2020),meaning that it provides the computer the func- 

tion to think and act like a human. 

In their definition, some scholars focus on the idea that AI 

should not need to be explicitly programmed to perform an 

intelligent task (Demlehner & Laumer, 2020). It should be 

able to sense, interpret, learn, plan, comprehend, and act on 

its own (Demlehner & Laumer, 2020; Kolbjørnsrud et al., 

2017; Wang et al., 2019), meaning that AI should be able to 

correctly interpret external data, learn from this data, and use 

this learning to achieve specific goals and tasks through flex- 

ible adaption (Makarius et al., 2020). Doing so should be 

achieved without following predetermined rules or action se- 

quences throughout the whole process (Demlehner & Laumer, 

2020). 

It is also identifiable that there are two main ways of defin- 

ing AI. The first of these defines AI as a tool that solves a 

specific task that could be impossible or very time-consuming 

for a human to complete (Demlehner & Laumer, 2020; 

Makarius et al., 2020). The second group of definitions 

regards AI as a system that mimics human intelligence and 

cognitive processes, such as, interpreting, making inferences, 

and learning (Mikalef & Gupta, 2021). Both categories of 

definitions share some similarities but also present some im- 

portant differences. A common notion in both categories is 
 

 

 

Table 1 Sample definitions of artificial intelligence 

Author(s) and date Definition 

Kolbjørnsrud et al. (2017) AI is defined as computers and applications that sense, comprehend, act, and learn. 

Afiouni (2019) AI is the general concept for computer systems able to perform tasks that usually need natural human 

intelligence, whether rule-based or not 

Lee et al. (2019) Artificial Intelligence: Intelligent systems created to use data, analysis, and observations to perform certain 

tasks without needing to be programmed to do so 

Wang et al. (2019) AI is a broad concept that captures the intelligent behavior of the machine 

Makarius et al. (2020) Artificial Intelligence: a system’s capability to correctly interpret external data, to learn from such data, and 

to use those learnings to achieve specific goals and tasks through flexible adaption 

Schmidt et al. (2020) Artificial Intelligence: The endeavor to mimic cognitive and human capabilities on computers 

Demlehner and Laumer (2020) Artificial Intelligence: a computer system having the ability to percept, learn, judge, or plan without being 

explicitly programmed to follow predetermined rules or action sequences throughout the whole process. 

Wamba-Taguimdje et al. (2020) Artificial Intelligence: defined as a set of "theories and techniques used to create machines capable of 

simulating intelligence. AI is a general term that involves the use of computer to model intelligent 

behavior with minimal human intervention" 

Mikalef and Gupta (2021b) AI is the ability of a system to identify, interpret, make inferences, and learn from data to achieve 

predetermined organizational and societal goals. 
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that AI does not necessarily replace humans, but instead, AI 

operates as an augmentation agent for performing difficult and 

time-consuming tasks (Mikalef & Gupta, 2021). Yet, both 

categories of definitions have some diverging points. 

While one category of definitions assumes that AI is per- 

fectly capable of imitating human behavior (Kolbjørnsrud 

et al., 2017; Wang et al., 2019), the second category of defi- 

nitions regards AI as a tool, assuming it cannot exactly repli- 

cate human capabilities (Wamba-Taguimdje et al., 2020). 

Another noticeable difference is that some definitions refer 

to AI as a discipline of scientific inquiry (Schmidt et al., 

2020), while others perceive the notion as an applied capacity 

of a system or machine (Afiouni, 2019; Lee et al., 2019). 

These definitions show that there are noticeable underlying 

assumptions, and some important differences about what AI 

is and what it encompasses. For the purpose of this article, we 

adopt the stance that AI is an applied discipline that aims to 

enable systems to identify, interpret, make inferences, and 

learn from data to achieve predetermined organizational and 

societal goals. 

 

3.2 AI Technologies 

 
Moving from the broad definition of what AI encompasses, 

the next level of definitions attempts to capture the techniques 

used to realize the objectives set in the previous definitions. 

Our analysis of the extant literature points out to the fact that 

this can be achieved through several different ways, with the 

largest proportion of studies focusing on cases where machine 

learning, and deep learning were being used. This section 

provides an overview of how some of the main types of AI 

technologies are defined in the literature, highlighting some 

key aspects of them, and outlining some important differences 

in terms of their application areas. 

 

3.2.1 Machine Learning and Deep Learning 

 
Machine learning is a subset of AI techniques, and one of the 

most widely used methods over the last few years. Machine 

learning has gained a lot of interest over the past few years, 

particularly due to the increase in data availability coupled 

with advances in computational power (Afiouni, 2019). 

Several definitions of machine learning exist in the literature, 

some of them shown in Table 2 as identified in our sample of 

papers. The objective of machine learning is to train a machine 

to be able to learn from data and make inferences, predictions, 

and identify associations, which can guide decisions (Afiouni, 

2019; Wang et al., 2019). Machine learning techniques ac- 

complish this by parsing data, learning for data, and making 

informed decisions based on what has been learned (Wang 

et al., 2019). This is an inductive approach in which decision 

rules are identified based on the collected data using statistical 

methods (Schmidt et al., 2020). 

Machine learning algorithms can be further sub-divided 

into four categories: supervised, semi-supervised, unsupervised, 

and reinforcement learning (Wang et al., 2019). In supervised 

learning, the training data include the target value (Schmidt et al., 

2020). The system then identifies patterns from the training data 

and infer its own rules from the labeled data (Afiouni, 2019). For 

unsupervised learning approaches, however, the target value is 

not included in the training set. The system has to analyze the 

structure of the training data and its statistical properties to solve 

the problem (Afiouni, 2019). Unsupervised learning is often used 

to discover hidden patterns in the data set with prominent appli- 

cations being automatic clustering, anomaly detection, and asso- 

ciation mining (Schmidt et al., 2020). In semi-supervised learn- 

ing, both labeled and unlabeled data are used (Quinio et al., 

2017). In contrast, reinforcement learning does not learn from 

past data (Afiouni, 2019). Rather, it enables learning from feed- 

back received through interactions with an external environment 

(Quinio et al., 2017). The core idea is that the system has an 

objective set by a human agent and receives rewards based on 

how well the objective is met, which involves finding the best 

strategy or combination of actions (Afiouni, 2019). 

 

Machine learning can be either shallow or deep. All four 

training categories apply to both shallow and deep machine 

learning. Shallow-structured learning architectures are the 

most traditional, where it learns from data described by pre- 

defined features (LeCun et al., 2015). In contrast, deep ma- 

chine learning, usually referred to as deep learning, can derive 

structure from data in a multi-layered manner (Wang et al., 

2019). What differentiates deep learning from the more tradi- 

tional machine learning is the use of an artificial neural net- 

work architecture (Afiouni, 2019; Wamba-Taguimdje et al., 

2020) Neural network solutions refer to the human brain’s 

functionality (Jelonek et al., 2019) by imitating human neu- 

rons (Schmidt et al., 2020). Deep learning is based on creating 

deep neural networks with several hidden layers, where the 

layer closest to the data vectors learns simple features, while 

the higher layers learn higher-level features (Quinio et al., 

2017). It represents the world through a hierarchy of concepts, 

in which each concept can be divided into more straightfor- 

ward concepts (Borges et al., 2020). In recent years, deep 

learning has become an area with considerable attention due 

to its many use cases and its ability to produce remarkably 

accurate results in various domains (Wang et al., 2019). 

 

3.2.2 Other AI Technologies 

 
While machine learning applications appear to be dominating 

the research interest in the Information Systems (IS) domain, 

there are also several other key AI technologies that have been 

examined in empirical studies and are presented in Table 3. 

Today, most of these technologies are used in combination 

with machine learning or deep learning, to provide solutions 
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Table 2 Sample Definitions of Machine Learning 

Author(s) and date Definition 

Wang et al. (2019) Machine learning empowers the machine to "learn" without explicit programming. This learning process 

is accomplished by machine itself through collecting data, analyzing data and making predictions. 

Wang et al. (2019) The principle of machine learning incorporates training algorithms to enable machines to learn how to 

make accurate predictions. There are four training categories of machine learning algorithms: 

supervised, semi-supervised, unsupervised and reinforcement. 

Afiouni (2019) Machine learning is that subset of AI that is capable of "learning from data and making predictions and/or 

decisions" without human dictated rules. 

Schmidt et al. (2020) Machine learning uses an inductive approach in which decision rules are identified based on collected 

data using statistical methods. 

Wamba-Taguimdje et al. (2020) Machine Learning - automatic learning: machine ’learn’ from the datasets offered to them 
 

 

that to evolve and learn. For instance, in the case of chatbots 

both natural language processing (NLP) and machine learning 

are applied (Baby et al., 2017). The functionality enabled 

through NLP allows chatbots to understand and communicate 

using the human language. On the other hand, the machine 

learning algorithms facilitate chatbots to learn and evolve as 

they get access to more data (Castillo et al., 2020). Other 

notable types of AI technologies studies in IS empirical works 

are presented in Table 3. 

 

 

3.3 AI Capabilities 

 
While the previous definitions concern the broader quest of 

what AI aims to achieve, as well as the methods and technol- 

ogies used to actualize these objectives, the notion of an AI 

capability is revolved around the organizational capacity to 

deploy such applications in support of operations (Mikalef 

& Gupta, 2021). With AI becoming an increasingly important 

asset for organizations, there is a growing body of research 

examining how such technologies and techniques can be lev- 

eraged towards the attainment of organizational goals 

(Bytniewski et al., 2020; Schmidt et al., 2020; Wang et al., 

2019). The notion of an AI capability has thus been introduced 

to explain how this value is achieved, and how organizations 

should be organized in order to realize value from AI 

investments. 

While there are still few studies adopting an analysis of AI 

from the focus point of an organizational capability, there is 

growing body of research building on this concept as present- 

ed in Table 4. The definitions differ slightly but all encompass 

what an organization should be able to do with AI 

 

 

Table 3 Definition of other AI Technologies 
 

Technology Definition Reference(s) 
 

 

Natural language processing (NLP) NLP: the process through which machines 

can understand and analyze language as 

used by humans. 

Computer vision Computer vision: Algorithmic inspection and 

analysis of images. 

Expert system Expert systems are directed at imitating 

human decision-making by capturing and 

representing the expertise of experts for 

other organizational members to use, serv- 

ing as a knowledge base. 

Planning and scheduling The development of action strategies and 

sequences for subsequent execution 

Speech synthesis systems Includes text-to-speech and speech-to-text 

solutions.舃Text-to-speech: the production 

of speech by machines, by automatic con- 

version of text to a phonemic specification 

of pronunciation of the sentences to utter. 

Speech-to-text systems takes a human speech 

utterance as an input and requires a string of 

words as output 

Jarrahi (2018) 

 

 

Jarrahi (2018) 

 

Afiouni (2019); Lichtenthaler (2019) 

 

 

 

 

Lichtenthaler (2019) 

 

Lichtenthaler (2019) 

Damper et al. (1999) 

Ghadage and Shelke (2016) 

 
 



Inf Syst Front 

 

112 
 

 

Table 4 Sample definitions of AI capability 

Author(s) and date Definition 

Schmidt et al. (2020) AI capability: The ability of organizations to use data, methods, processes and people in a way that creates 

new possibilities for automation, decision making, collaboration, etc. That would not be possible by 

conventional means. 

Schmidt et al. (2020) AI-capabilities are digital capabilities that integrate AI-specific assets, for instance, AI-algorithms, training 

data, etc. in order to enable value creation. 

Wamba-Taguimdje et al. (2020) AI capabilities could be defined as the firm’s ability to create a bundle of organizational, personnel, and AI 

resources for business value creation and capture. 

Mikalef and Gupta (2021) An AI capability is the ability of a firm to select, orchestrate, and leverage its AI-specific resources. 
 

 

 

investments, while some also include the desired outcomes of 

deploying an AI capability. The definition of Schmidt et al. 

(2020) for instance belongs to the latter category, as they de- 

fine AI capabilities as "the ability of organizations to use data, 

methods, processes and people in a way that creates new 

possibilities for automation, decision making, collaboration, 

etc. that would not be possible by conventional means". This 

definition includes not only data and methods, but also the 

people and processes required to orchestrate and leverage AI 

into action. Similarly, other definitions include complementa- 

ry resources that are required to reap the benefits provided by 

AI technologies (Wamba-Taguimdje et al., 2020). All defini- 

tions through converge in that they have an underlying notion 

that an AI capability is about how an organization uses its AI- 

specific resources in order to enable value creation (Schmidt 

et al., 2020; Wamba-Taguimdje et al., 2020). These AI- 

specific resources can be both technological, e.g. training data 

and AI-algorithms (Schmidt et al., 2020), and non-technical, 

e.g. employee skills (Wamba-Taguimdje et al., 2020). Hence, 

the notion of AI capability extends the view of AI to not only 

focus on the technical resources, but also include all related 

organizational resources that are important in order to exploit 

the full strategic potential of AI. 

 

 

 

4 Synthesis of Literature Review 

This section presents the findings from the systematic litera- 

ture review, structured according to the thematic codes that 

emerged during the analysis of past studies. The findings were 

obtained through an analysis process following the research 

methodology. To be able to assess the body of knowledge on 

AI and business value, we differentiated between three inter- 

dependent levels, which are depicted in Fig. 2. In this organi- 

zational framework we show that there are several important 

factors relating to the technological readiness, organizational 

aspects, and environmental factors that have an important im- 

pact on the ability of organizations to deploy and utilize AI. In 

turn, we develop two broad categories of AI use in organiza- 

tions and summarize the current knowledge regarding the ap- 

plications within these categories. Next, we differentiate the 

impacts of AI into first-order effects and second-order effects. 

These represent impacts that materialize at the process and 

firm levels respectively. We therefore argue that second- 

order effects need to be examine first through the first-order 

effects they stem from. The section is structured in accordance 

with the organizing framework, concluding with an overview 

of theories that have been used in the study of AI and business 

value. 

 

 

4.1 Enablers and Inhibitors of AI Use 

 
Based on the clustering of the context of papers, we find that 

enablers and inhibitors can be subdivided into three main cat- 

egories: technological, organizational, and environmental. 

Based on this categorization we discuss what the current body 

of research and what we know so far about aspects that either 

accelerate AI deployments or generate obstacles for use. The 

findings are summarized in Table 5 and discussed below. 

 

 

4.1.1 Technological 

 
Data At the core of AI is data. Large data sets are used to train 

the AI (Pumplun et al., 2019; Schmidt et al., 2020). AI learns 

to make decisions based on these data sets, rather than based 

on an explicitly defined set of rules defined by expert knowl- 

edge (Pumplun et al., 2019; Schmidt et al., 2020). Therefore, 

an essential enabler of AI adoption in organizations is the data 

they produce, e.g., sensor data (Demlehner & Laumer, 2020), 

or have access to (Mikalef & Gupta, 2021). The term big data 

is often used to refer to these large data sets. According to 

Beyer and Laney (2012), big data is "high-volume, high-ve- 

locity, and/or high-variety information assets that require new 

forms of processing to enable enhanced decision making, in- 

sight discovery, and process optimization" (Mikalef et al., 
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Fig. 2 Organizational framework of AI and business value 
 

2018). This definition captures big data’s main characteristics, 

namely the "three Vs": volume, velocity, and variety. To de- 

velop high-quality AI applications, large volumes of training 

data have to be available (Afiouni, 2019; Keding, 2020; 

Pumplun et al., 2019; Schmidt et al., 2020). A common chal- 

lenge when using AI is the lack of enough training data (Baier 

et al., 2019). Velocity, or timeliness, refers to the speed at 

which the data are collected and updated (Gregory et al., 

2020; Mikalef et al., 2018). Timeliness affects AI systems that 

heavily rely on the freshness of data, e.g., time-series forecast- 

ing. In addition, having a wider range of variety in the training 

data broadens the model’s ability to make predictions, thus 

increasing its accuracy (Wang et al., 2019). 

 

Another critical aspect of the data used to train the AI is the 

quality of the data (Alsheiabni et al., 2018; Baier et al., 2019; 

Demlehner & Laumer, 2020; Lee et al., 2019). Data quality is 

crucial for providing reliable predictions (Alsheiabni et al., 

2018). "Garbage-in, garbage-out" is a fundamental principle 

for AI (Lee et al., 2019), meaning that if training data has low 

quality, the insights generated by the AI will also be of low 

quality and not useful in the organizational context. Common 

problems regarding the data’s quality include incomplete data, 

incorrect entries, and noisy features (Baier et al., 2019). 

Recognizing these quality problems can be quite challenging. 

Thus, data scientists and domain experts need to collaborate 

closely to identify data quality problems (Baier et al., 2019). 

An important aspect of quality also relates to using data that 

are free from bias and follow responsible and trustworthy 

principles. Bias can be introduced in the used data at 

different points, such as during the generation or collection, 

or even during the processing. Ntoutsi et al. (2020) propose a 

number of methods in their work in order to understand, mit- 

igate, and account for bias in order to reduce negative conse- 

quences. Such bias stems not only during the generation or 

collection, but is also a result of annotation, when data is 

assigned semantic meaning (Geva et al., 2019). Hence, we 

see that from the body of empirical studies that data charac- 

teristics are multifaceted, and are a core requirements in order 

to be able to actualize AI applications (Afiouni, 2019; Mikalef 

& Gupta, 2021). 

 

Technology infrastructure A complementary and equally im- 

portant aspects for organizations is having the right technolo- 

gy infrastructure for adopting AI AlSheibani et al., 2020). To 

successfully deploy AI in an organization, three things are 

needed: computing power infrastructure, algorithms, and rich 

data sets (Wamba-Taguimdje et al., 2020). AI algorithms 

build models based on the data. These algorithms can be com- 

plex, and the data sets can be enormous. Therefore, the infra- 

structure could require massive amounts of computing power 

(Baier et al., 2019; Wamba-Taguimdje et al., 2020). In other 

words, having high speed and being ‘infinitely’ scalable 

(Wamba-Taguimdje et al., 2020). It is not feasible for many 

companies to have these resources on-site (Schmidt et al., 

2020). Large companies, such as Google, Amazon, and 

Microsoft, have thus started to provide infrastructure for ma- 

chine learning in the cloud (Borges et al., 2020), e.g., Google 

Cloud AI. These solutions give other organizations online 

access to the infrastructure necessary for adopting AI 
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(Borges et al., 2020; Schmidt et al., 2020; Wang et al., 2019). 

Therefore, to adopt AI, companies either need access to a 

cloud-based solution or have the right computational hard- 

ware to facilitate the use of AI on their own. 

 

4.1.2 Organizational 

 
Organizational enablers and inhibitors of AI are concerned 

with how the organizational context, such as strategic orien- 

tation and organizational structure, affects the organization’s 

ability to adopt AI successfully. 

 

Culture The culture in the company is argued in research to be 

a strong force in the decision to adopt AI (Mikalef & Gupta, 

2021; Pumplun et al., 2019). AI can be seen as an innovative 

technology, possibly changing the company’s business model 

and systems (Lee et al., 2019). Thus, the organization must be 

able to respond to this change. This includes having em- 

ployees willing to use the new technology in the long run 

(Pumplun et al., 2019). Innovative cultures have a passion 

for and willingness to exploit new, opportunistic ideas, and 

are therefore more likely to embrace AI technologies (Mikalef 

& Gupta, 2021). Having employees who are continuously 

willing to learn and innovate will support the deployment 

and use of AI applications (Lee et al., 2019). This is because 

employees with an innovative mindset are more open to using 

a new technology, as well as being able to identify and seize 

new opportunities for applications of AI. Therefore, organiza- 

tions with an innovative culture are posited to be better posi- 

tioned to integrate AI in their work line (Mikalef & Gupta, 

2021). 

 

Top Management Support One of the strongest determinants 

of AI adoption, and a recurrently noted aspect is top manage- 

ment support (Alsheiabni et al., 2018; AlSheibani et al., 2020; 

Alsheibani et al., 2020; Demlehner & Laumer, 2020). 

Adopting AI is a complicated process where many challenges 

must be faced, organizational as well as technological. Top 

managers and business owners should thus take part in explor- 

ing AI technologies and not leave this solely to the technolo- 

gists (Alsheibani et al., 2020). For example, a company’s cul- 

ture has shown to influence AI adoption, as discussed above, 

and top managers play a crucial role in establishing this cul- 

ture (Lee et al., 2019). Also, top-level management can sup- 

port the adoption of AI by allocating resources and providing 

capital funds (AlSheibani et al., 2020). The dedication and 

engagement of top-level management is thus suggested to be 

a strong contributor towards organizational AI deployment 

 

Organizational Readiness Organizational readiness refers to 

the availability of the complementary organizational resources 

needed for AI adoption (Alsheiabni et al., 2018; AlSheibani 

et al., 2020). As with other innovations, the adoption of AI 

requires financial resources through a dedicated budget 

(Pumplun et al., 2019). A high budget, with no obligations 

to meet specific performance targets, is suggested to enable 

the adoption of AI, as employees have the ability to learn 

while working with the development of AI solutions 

(Pumplun et al., 2019). Additionally, the implementation of 

AI is heavily dependent upon the skills of the organization’s 

human resources. Adopting new technology may lead to new 

skill requirements. Organizations adopting AI need em- 

ployees with technical skills to create and deploy AI systems, 

e.g., they should be able to utilize technical AI libraries such 

as TensorFlow, PyTorch, or Keras (Pumplun et al., 2019). 

They also need domain experts who understand the tasks, 

workflows, and logic of the existing business processes and 

have the ability to consider how AI systems can improve them 

(Alsheibani et al., 2020; Pumplun et al., 2019). An evaluation 

of the internal availability of expertise is thus required in order 

to ensure that technical employees, as well as managerial staff 

know not only how to utilize such novel tools and technolo- 

gies, but also for what business functions they should be 

targeted towards (Mikalef & Gupta, 2021). 

 

Employee-AI Trust AI systems have been shown to be able to 

perform tasks that replicate human cognition or automate pre- 

viously manual tasks (Zheng et al., 2017). In many of these 

cases, humans were the ones responsible for carrying out such 

tasks, and the implementation of AI can consequently change 

the roles of the organization’s employees. Roles may need to 

be redesigned, and new roles can emerge. Thus, the em- 

ployees need to understand the purpose of AI, what role it will 

play, and how it will change the employee’s role and respon- 

sibilities within the organization (Makarius et al., 2020). 

Employees possibly have to co-work or base their decisions 

based on AI systems. This means that they have to trust the AI 

system, and have an understanding about how they operate 

and reach conclusions (Makarius et al., 2020). The interaction 

between humans and AI is a complex process and building 

trust between humans and machines can be difficult. AI does 

not experience emotions the same way as a human does, and 

neither does it have the same empathy capabilities (Makarius 

et al., 2020). Employee-AI trust can thus be an inhibitor of AI 

use, with employees causing strong inertial forces to change. 

The problem of trust however, also applies to managers since 

they need to know that AI will operate according to the design 

directives. A manager’s willingness to trust an AI system is 

related to the degree to which there is an understanding of the 

technology (Keding, 2020). 

 

AI Strategy To reap the benefits of AI, organizations should 

develop an AI strategy (Finch et al., 2017a; Keding, 2020). 

The strategy should describe how the organization will adopt 

and implement AI in order to utilize its benefits. The actions 

described should align with the company’s existing goals 
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(Keding, 2020). AI strategies are not merely stating what the 

organization would like to achieve with the implementation of 

AI, but also provide specific processes, plans, and timeframes 

for actualizing these objectives. In addition, an AI strategy is 

likely to require considerable modifications to how the orga- 

nization is structured, the level of collaboration between de- 

partments, as well as how data is governed throughout the 

organization (Mikalef & Gupta, 2021). Thus, it is essential 

first to define the relative advantage and compatibility of the 

AI solution to organizational goals and strategy. 

 

Compatibility Compatibility refers to the fit between the de- 

sired application and technology (Pumplun et al., 2019). A 

stronger fit between the technology and the task will lead to 

higher levels of adoption and use (Mishra & Pani, 2020). The 

compatibility concept can be divided into two subcategories: 

business processes and business case (Pumplun et al., 2019). 

A concrete, solid business case has to be formulated and 

aligned with existing strategies (Alsheiabni et al., 2018; 

AlSheibani et al., 2020; Pumplun et al., 2019). This means 

defining an exact problem that the adoption of AI is intended 

to solve (Pumplun et al., 2019). A solid business case should 

describe what the AI technology will do and demonstrate how 

its algorithms will enhance business processes’ execution and 

outcomes (Alsheiabni et al., 2018). When adopting AI, new 

requirements will arise. The company’s business processes 

must be adapted to these new requirements for the adaption 

to be successful (Pumplun et al., 2019). 

 

4.1.3 Environmental 

 
Organizations operate in dynamic and constantly changing 

environments, consisting of actors such as competitors and 

government, that have an influence on how the organization 

can and should conduct business. This, in turn, exerts different 

types of pressure on the organization’s ability and propensity 

to adopt AI. This section presents environmental enablers and 

inhibitors of AI use. 

 

Ethical and Moral Aspects Ethical and moral aspects are es- 

sential aspects when adopting AI. AI systems have human- 

like abilities, which means that the boundaries between 

humans and machines become less transparent. Thus, the or- 

ganization must ensure that AI applications have been devel- 

oped based on ethical principles and do not embed within 

them unknown biases (S. A. Alsheibani et al., 2020; Baier 

et al., 2019; Coombs et al., 2020). AI ethics have been defined 

as "... a set of values, principles, and techniques that employ 

widely accepted standards of right and wrong to guide moral 

conduct in the development and use of AI technologies" 

(Alsheibani et al., 2020). AI ethics can help organizations 

make sure that their use of technology aligns with their values. 

Transparency, bias, and discrimination are some of the 

challenges that emerge when developing AI systems 

(Alsheibani et al., 2020; Baier et al., 2019). AI is data-driven, 

thus it can lead to potentially biased and discriminatory out- 

comes if the underlying data set is imbalanced or discrimina- 

tory (Baier et al., 2019). It can also replicate the biases and 

preconceptions of the system designer. In fact, there have been 

several reports on prominent companies such as Apple and 

Amazon, on misuse of AI which resulted in discrimination 

and bias (Dastin, 2018; Vigdor, 2019). 

In taking a more holistic perspective on ethical and moral 

aspects surrounding AI, several public and private bodies have 

initiated working groups with the aim of defining key princi- 

ples that should underlie AI use (European Commission, 

2019a). A recent report published by the European 

Commission, highlights seven key dimensions that organiza- 

tions should consider when deploying AI applications 

(European Commission, 2019b). These go beyond aspects 

related to bias, and include dimensions such as transparency 

of AI applications, accountability, safety and security, societal 

and environmental well-being, design for universal access, 

and human agency and oversight. The purpose of reports such 

as the above and other empirical works is to minimize the 

potential risks faced by organizations (Arrieta et al., 2020), 

and to ensure that AI applications enact behaviors that are 

more ethically correct than humans (Coombs et al., 2020). 

Building on such principles is also argued to help organiza- 

tions balance between black-box and white-box AI applica- 

tions, or in other words, finding the right equilibrium between 

accuracy and interpretability (Loyola-Gonzalez, 2019; 

Wanner et al., 2020). 

 

Regulations Government policies and regulations manifest the 

social attitudes on ethical and moral issues, and provide direc- 

tives that shape how AI applications are developed. In 

May 2018, the General Data Protection Regulation (GDPR) 

was enforced in the European Union (EU) and the European 

Economic Area (EEA). GDPR regulates activities such as the 

processing of personal data. This new law has caused some 

issues for organizations employing AI solutions as they struggle 

to provide personal data to use in the training of their intelligent 

machines (Pumplun et al., 2019). Many data sets need to be 

anonymized to handle these new legal requirements, which 

makes the use of intelligent, self-learning algorithms more diffi- 

cult or even impossible (Pumplun et al., 2019). GDPR increases 

the complexity of the deployment of AI (Baier et al., 2019; 

Pumplun et al., 2019) and can thus can lead to inhibited AI 

adoption. Other legal aspects that can prove to hurdles in the 

adoption of AI concern the intellectual property entailed in AI 

algorithms and the data sets used by it (Baier et al., 2019; 

Demlehner & Laumer, 2020). In addition to the governmental 

regulations, each industry has its own set of requirements that 

affect AI adoption (Coombs et al., 2020; Pumplun et al., 2019). 

This can be laws or other external circumstances that affect the 
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company and its interaction with the environment (Pumplun 

et al., 2019). Highly regulated sectors, such as healthcare, may 

encounter additional challenges in deploying AI compared to less 

regulated sectors (Coombs et al., 2020). 

 

Environmental Pressure An important driver of AI adoption is 

competitive pressure (AlSheibani et al., 2020; Demlehner & 

Laumer, 2020; Pumplun et al., 2019). Competitive pressure 

refers to how an organization is affected by its competitors and 

the action taken in response to these. Attainting a competitive 

advantage over rivals, means that organizations have to take 

action in order to reconfigure and adapt based on continuous 

and rapid change. The threat of losing a competitive advan- 

tage therefore acts as a force in motivating organizations to 

adopt IT innovations (AlSheibani et al., 2020). Competitive 

pressure can thus make organizations more prone to adopt AI 

in order to gain or maintain a competitive advantage. On the 

other hand, there is also a strong pull for the demand side. 

Customers are the ones who purchase goods and services from 

a company, which required that organizations need to meet 

and exceed the needs of its customers. When a company de- 

cides to adopt AI, it is also essential to consider its customer 

base’s knowledge and acceptance (Pumplun et al., 2019). 

Customers are increasingly expecting individualized services 

and products, such as the recommendation engine of Netflix. 

This will push the companies to adopt AI in order to design 

individualized, intelligent products (Pumplun et al., 2019). 

 

4.2 AI Use 

 
The applications of AI span several diverse areas, such as 

marketing, production management, enterprise management, 

and customer service (Alsheiabni et al., 2018; Jelonek et al., 

2019). AI applications can be deployed across the entire value 

chain of an organization, and it has the potential to revolution- 

ize many key aspects of our daily lives (Wamba-Taguimdje 

et al., 2020). AI applications depending on their use can be 

divided very broadly into two categories: AI for automation 

and AI for augmentation. Automation refers to AI systems 

that are tasked in replacing human work, while augmentation 

enhances human intelligence by providing insight that can aid 

decision-making. Both automation and augmentation have 

applications in many organizational processes, or affect the 

organization’s customers through new or improved products 

and services that implement AI. 

 

4.2.1 Automation 

 
The notion of automation is not something new, it is an 

established concept relating to machines replacing humans, 

such as robots performing tasks on an assembly line. This 

description is true also for the automation enabled by AI, but 

it does not describe the radical changes that AI causes. Recent 

advances in AI have enabled machines to learn, improve, and 

adapt, thus increasing performance over time (Coombs et al., 

2020). Therefore, AI technologies are able to automate more 

complex tasks involving cognition, such as learning and 

problem-solving (Lee et al., 2019). This automation is often 

called Intelligent Automation (Welling, 2019). Intelligent 

Automation enables the automatization of tasks that were pre- 

viously considered too difficult to automate, such as knowl- 

edge and service work (Coombs et al., 2020). An example is 

the use of virtual robots to automatically process emails 

(Wamba-Taguimdje et al., 2020). 

In the manufacturing and construction industries, AI is used to 

automate budgeting and planning, as well as inventory and re- 

plenishment (Wamba-Taguimdje et al., 2020). In the service 

context, AI can provide customers with digital and robot services 

to influence their customer experience (Prentice et al., 2020). An 

example of this is chatbots, which are conversational software 

systems that emulate humans’ communication capabilities 

(Nuruzzaman & Hussain, 2018). Chatbots can assist customers 

through a voice or text interface (Castillo et al., 2020). In the 

credit card insurance industry, chatbots are used to answer basic 

questions, resolve insurance claims, sell products, and ensure that 

the customers are adequately covered by their insurance 

(Nuruzzaman & Hussain, 2018). Chatbots are thus doing a job 

that was previously occupied by a human employee. 

In addition to using AI for automating tasks within an or- 

ganization, it can also create new or enhanced products and 

services to automate tasks for the customers. An example of 

this is conversational intelligent agents, such as Apple’s Siri 

and Amazon’s Alexa (Castillo et al., 2020; Prentice et al., 

2020), which can automate tasks such as writing texts, making 

calls, and starting a playlist through voice commands. These 

agents can also be coupled with devices, such as Arduino and 

Raspberry Pi, to provide smart home automation through 

voice interaction (Matei & Iftene, 2019). This type of systems 

can automate simple day-to-day tasks at home, e.g., interac- 

tions with TV and lights. Another example is the introduction 

of facial recognition in smart phones, which automates the 

process of user authentication. These examples show the mul- 

titude of potential applications of AI, and the diversity of areas 

in which they can be used to automate tasks. 

 

4.2.2 Augmentation 

 
In recent years, AI has exceeded humans in performing certain 

complex tasks (Jarrahi, 2018). AI can process large amounts 

of information at high speed beyond humans’ cognitive capa- 

bilities (Jarrahi, 2018). Hence AI can be used to overcome the 

cognitive limitations of humans. Augmentation refers to inte- 

grating AI with human expertise to enhance decisions and 

optimize actions (Schmidt et al., 2020). The focus is on AI’s 

assistive role, indicating that it supports humans rather than 

replacing them. 
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Organizations often produce or have access to vast 

amounts of data. By considering this data, managers can make 

better-informed decisions. However, the data are often too 

complex to be analyzed by a human. Thus, managers can 

use AI to gain insights through data for better decision- 

making (Borges et al., 2020). Predictive analytics can learn 

from data and make accurate predictions and transaction-level 

decisions (Makarius et al., 2020). Possible use cases include 

interpreting previously unknown management control indica- 

tors and proposing corrective actions when sales decrease and 

the competition introduces new products (Bytniewski et al., 

2020). AI can also be used in the analysis of opinions, atti- 

tudes, and emotions related to a particular product or a service 

(Jelonek et al., 2019), which is becoming more and more 

critical for organizations as they can get detailed insight to 

how their customers perceive their offerings (Bytniewski 

et al., 2020; Davenport & Ronanki, 2018). 

In healthcare, computer vision vision can be used to pro- 

cess MRI images of the brain to mark tiny hemorrhages in the 

images for doctors (Jarrahi, 2018). AI can also detect cancer 

patterns (Jarrahi, 2018) or create surgical robots that can assist 

physicians during complicated surgeries (Makarius et al., 

2020). In public relations, AI can be used to monitor social 

media and predicting media trends (Galloway & Swiatek, 

2018). In marketing, AI can be applied to customer segmen- 

tation to classify customers based on preferences and lifestyle 

(Mishra & Pani, 2020). In fashion industries, AI is used to 

anticipate customer habits, predict future trends, and optimize 

recommendation systems (Wamba-Taguimdje et al., 2020). 

AI can also be applied to products and services that orga- 

nizations offer to enhance their customer’s intelligence. An 

example is Netflix’s recommendation engine, which uses var- 

ious parameters based on the customer data, such as location, 

content watched, and the data searched by the user, to give 

personalized recommendations (Netflix (2020). Machine 

Learning, 2020-12-03). These personalized recommendations 

increase the likelihood of customers choosing to watch some- 

thing they genuinely will like. 

 

4.3 Impacts of AI 

 
The question of how AI can lead to competitive performance 

is of interest to every business executive. To answer this ques- 

tion, the impacts of AI at both the process- (first-order) and 

firm-levels (second-order) should be studied. How does AI 

change business processes, and how does this lead to compet- 

itive performance? The next subsections address the first- and 

second-order impacts of AI. 

 

4.3.1 First-Order Impacts 

 
The first order effects of AI use are related to the changes it 

causes at the process level of an organization. Key 

performance indicators (KPIs) concerned with efficiency, ef- 

fectiveness, capacity, productivity, quality, profitability, com- 

petitiveness and value are common measures of the perfor- 

mance improvements at the process level, and are used to 

monitor the output of an organization (Wamba-Taguimdje 

et al., 2020). To assess the impacts of AI on the process level, 

three different effects are discussed: process efficiency, insight 

generation and business process transformation. 

 

Process Efficiency Using AI to automate tasks or augment 

human intelligence in organizations can improve business 

process performance by increasing efficiency indicators 

(Coombs et al., 2020; Kirchmer & Franz, 2019). 

Automation of tasks through AI involves replacing human 

work with a machine. By automating tasks, organizations 

may relieve some employees of repetitive routine tasks, which 

enables them to focus on other knowledge-intensive activities 

that add more value to the organization (Makarius et al., 

2020), thus increasing their productivity (Balasundaram & 

Venkatagiri, 2020; Bauer & Vocke, 2019; Bytniewski et al., 

2020; Finch et al., 2017a). Moreover, machines can perform 

tasks quicker and with greater precision than humans, increas- 

ing organizations’ throughput, particularly in manufacturing 

industries and supply chain operations (Balasundaram & 

Venkatagiri, 2020; Finch et al., 2017a). Furthermore, AI use 

can reduce the time required to complete some key business 

processes (Coombs et al., 2020), and improve the error-rate 

and lag times by automatizing a series of tasks (Wamba- 

Taguimdje et al., 2020). For example, using AI in car 

manufacturing to automate visual recognition of barcodes 

and license plates improves efficiency compared to when per- 

formed by a human employee (Demlehner & Laumer, 2020). 

The replacement of human work by machines also includes 

reducing or eliminating errors made by human employees, 

and increasing transparency. Consequently, the quality of 

the results is suggested to be improved (Finch et al., 2017b). 

 

Insight Generation One of the most prominent first-order ef- 

fects of AI is that it can unlock insight and patterns hidden in 

large volumes of data (Mikalef & Gupta, 2021). By collecting, 

processing, and disseminating data within and between orga- 

nizations, AI can present previously unknown information 

and help make insight-driven decision (Jelonek et al., 2019). 

According to Lichtenthaler (2019), "Even if two firms have 

access to the same internal and external knowledge, they 

may achieve different competitive positions if one firm has 

superior intelligence that enables specific insights as a basis 

for targeted competitive moves that the other firms lacks". 

This suggests that organizations should foster ways by which 

they can leverage AI in order to gain insight that their com- 

petitors lack (Lichtenthaler, 2019). 

The hidden value unlocked by AI can be used to make 

better-informed decisions, or even to partially automate tasks. 
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AI can assist managers overcome their cognitive limitations 

by providing an efficient way to handle the large volumes of 

data available (Finch et al., 2017a; Keding, 2020). When 

decision-makers have access to more detailed knowledge, 

the quality and speed at which decisions are taken will in- 

crease (Keding, 2020). AI, therefore, enables faster and better 

decision-making (Wang et al., 2019). Organizations that can 

exploit AI’s informational effects are better positioned to 

quickly sense and respond to market dynamics (Wamba- 

Taguimdje et al., 2020). This capability of responsiveness is 

also known as organizational agility, and it consists of sens- 

ing, informed decision-making, and responding (Wang et al., 

2019). AI, and deep learning, in particular, can play an active 

role in each of these activities. Specifically, AI applications 

can be steered towards systematically and effectively identi- 

fying patterns and underlying signals that humans may miss 

(Eriksson et al., 2020), and be trained to respond to these 

signals fast and accurately (Wang et al., 2019). 

 

Business Process Transformation As an innovative and (often) 

disruptive technology, AI enables organizations to innovate 

and transform business processes (Wamba-Taguimdje et al., 

2020). The goal of all business processes is to convert inputs 

into valuable outputs, and new technology is expected to im- 

prove these processes through radical transformation (Mishra 

& Pani, 2020). AI is no exception, as it can enable the redesign 

of business processes with the intention of radically changing 

how current operations are executed (Mishra & Pani, 2020). 

Through this process, AI is also a driver for re-engineering 

and redesigning the existing organizational structure (Wamba- 

Taguimdje et al., 2020). It influences how human resources 

are being used, facilitating change in business processes and 

the organizational structure. The implementation of AI brings 

a new set of skills and capabilities for managers, employees, 

and AI to work together (Makarius et al., 2020). As a conse- 

quence, jobs may need to be redesigned, and new jobs can 

emerge. By using AI, organizations can reallocate resources, 

which, in the long term, have the potential to redraw the or- 

ganizations’ organizational chart (Eriksson et al., 2020). In 

other words, the transformational effects of AI on business 

processes can be either direct, or indirect. 

 

 

4.3.2 Second-Order Impacts 

 
The second-order impacts of AI are related to the firm-level 

effects of AI use in operations. These effects can be divided 

into four categories: operational performance, financial or ac- 

counting performance, market-based performance, and sus- 

tainability performance. 

 

Operational Performance AI can have an impact on the oper- 

ational performance in several ways, such as through the 

introduction of new products and services and enhancing the 

quality of existing products and services. 

Introduction of new products and services One way of 

reaping the benefits of AI is for companies to identify oppor- 

tunities to enter the market with a new offering (Mishra & 

Pani, 2020). AI can search through massive amounts of data 

to find patterns that can show opportunities for introducing 

new products and services. For example, by discovering shifts 

in customer preferences, organizations can find opportunities 

for entering markets with untapped profitable segments. 

Besides, as an innovative technology, AI facilitates the design 

of new products and services (Wamba-Taguimdje et al., 

2020). In this regard, there are many possibilities for creating 

products and services that embed AI-based functionality. For 

example, organizations can use AI to introduce new services 

around conventional products in order to enhance customer 

service with applications such as recommender systems, 

chatbots, or intelligent agents (Alsheibani et al., 2020). In 

sequence, the introduction of new products and services can 

prompt business model innovation. Furthermore, studies have 

shown that AI-based recommendations can aid product devel- 

opers in designing new products, particularly when it comes 

with design aid which can enhance creativity (Mikalef & 

Gupta, 2021). Business model innovation can, in turn, help 

companies preserve their market position (Lee et al., 2019). 

Enhance the quality of products and services AI can also 

enhance the quality of already existing products and services. 

Davenport and Ronanki (2018) found in a survey that more 

than half of the executives said that their primary goal of 

adopting AI was to make existing products better. There are 

numerous ways AI can enhance the quality of products and 

services. For example, Netflix uses AI to enhance the video 

quality of their streaming services. Spotify uses AI to enhance 

their product in several ways, such as providing personalized 

song recommendations. Personalization of products and ser- 

vices are becoming more and more popular these days. By 

using AI to analyze customer data, organizations can provide 

a personalized experience to each customer, possibly causing 

the customers to perceive the product or service to have en- 

hanced quality. Spotify, Netflix and Amazon are some of the 

many companies using AI to personalize the experience for 

customers. 

 

Financial Performance Over the last few years, AI has been 

gradually embedded in key organizational activities, 

prompting business growth is various sectors (Eriksson 

et al., 2020). Organizations that have implemented AI solu- 

tions have realized financial and accounting performance 

gains, such as increased revenue and cost reduction 

(Alsheiabni et al., 2018; Davenport & Ronanki, 2018). In a 

recent empirical study, Mikalef and Gupta (2021a) find that 

companies that have developed a structured approach to AI 

adoption and use, and developed an organizational capability 
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around the novel technologies have realized performance 

gains. Their analysis points out to the fact that an AI capability 

has a positive effect on important financial and accounting 

performance indicators such as growth in overall financial 

performance. Nevertheless, to date there are few studies ex- 

amining other measures of financial performance, such as re- 

turn-on-investments, profitability, and gross profit margin af- 

ter the introduction of AI. 

 

Market-Based Performance Marketing effectiveness 

Organizations using AI for marketing purposes are suggested 

to experience several benefits. A typical way in which AI can 

lead to marketing performance is to segment customers based 

on their needs to target the segments with different and cus- 

tomized marketing strategies. AI can enhance customer seg- 

mentation by processing and learning from existing customer 

data, enabling organizations to learn about their customers’ 

preferences and lifestyle in a whole new way. This capability 

enables a more precise segmentation because organizations 

can classify customers on a finer level (Mishra & Pani, 

2020). Consequently, organizations can target their marketing 

better (Afiouni, 2019), and it opens for the possibility of de- 

livering one-to-one marketing by personalizing the experience 

(Mishra & Pani, 2020). Thus, AI enhances the marketing ef- 

fectiveness and accuracy by targeting the right customers with 

the right marketing strategy. Also, as customer behavior 

changes, segmentation suggestions from the AI system are 

regenerated so that organizations can effectively adapt their 

marketing strategy (Afiouni, 2019). 

Customer satisfaction Customer satisfaction is related to 

how satisfied a customer is with a company’s offerings, and 

it directly affects the loyalty and retention of customers. By 

using AI, companies can learn more about their customers’ 

behaviors and, in turn, use this enhanced understanding to 

proactively prevent any negative experiences (Riikkinen 

et al., 2018). In doing so, companies can provide offerings 

that reduce customer attrition, such as providing personalized 

services or offers. For example, by using AI in the interaction 

with customers, customer satisfaction can increase because 

customers get better informed and find better-customized so- 

lutions guided by AI (Schmidt et al., 2020). However, the use 

of AI can also lead to customer dissatisfaction. For example, 

customers interacting with AI-powered chatbots can find the 

experience frustrating and ineffective (Castillo et al., 2020). 

Hence, it is important in the design of AI systems that have a 

direct interaction with customers, that their experiences and 

perceptions are considered. 

 

Sustainability Performance AI’s disruptive potential can drive 

business model innovation toward sustainability (Toniolo 

et al., 2020). Sustainable business models describe how orga- 

nizations create, deliver, and capture value in a way that con- 

tributes to the sustainable development of the company and 

society (Toniolo et al., 2020). In other words, companies 

should conduct their business while at the same time focusing 

on environmental and social matters. AI has the potential to 

impact individuals and society in a disruptive and long-term 

manner (Alsheibani et al., 2020). 

Environmental AI can affect environmental sustainability, 

such as by minimizing energy costs, reducing energy con- 

sumption and, in turn, reducing negative environmental im- 

pacts (Borges et al., 2020; Toniolo et al., 2020). Also, the use 

of AI tools can help organizations to reduce pollution and 

waste (Toniolo et al., 2020). A growing body of research is 

also examining the impact that AI applications have in 

supporting circular economy strategies, by enabling organiza- 

tions to pursue strategies that promote recycling, reduction of 

emissions, and re-use of materials (Rajput & Singh, 2019). 

Social By considering social responsibility, organizations 

can improve their reputation and increase their market share, 

which in turn can affect their competitive advantage (Toniolo 

et al., 2020). The adoption of AI opens up many new chal- 

lenges for organizations in fulfilling their social responsibili- 

ties. Examples are challenges regarding privacy and discrim- 

ination. Recall that the fundamental enabler of AI systems is 

data. Organizations need to ensure the privacy of data on their 

customers and employees (Lee et al., 2019). Also, they must 

ensure that the the use of AI does not result in discriminatory 

actions or results. As AI is based on data, the results can be 

biased or discriminatory if the underlying data is. AI systems 

understand neither the inputs they process nor their outputs 

(Keding, 2020). They learn by interpreting patterns in previ- 

ous data to predict the future. Thus, the results may reflect 

suspicious patterns, such as sexism and racism, found in the 

underlying data (Keding, 2020). For example, in recruitment 

processes: if the AI system explores the existing recruitment 

process, and this process lacks diversity (e.g. gender and eth- 

nicity), then the results of the system will continue to embrace 

this underlying discrimination (Afiouni, 2019). On the other 

side, as AI systems are objective, they can reduce human bias 

in processes, such as recruitment and customer segmentation 

(Afiouni, 2019; Toniolo et al., 2020). Also, employees’ safety 

and working conditions can be enhanced with the introduction 

of AI. Using AI robots in manufacturing where hazards may 

be present, the safety conditions for employees can increase 

(Toniolo et al., 2020). Besides, automating repetitive routine 

tasks causes employees to use their capabilities and compe- 

tencies elsewhere, possibly leading to more meaningful and 

creative jobs (Toniolo et al., 2020). This change can affect 

how employees perceive their working environment. 

 

Unintended Consequences and Negative Impacts While re- 

search predominantly focuses on positive effects of AI de- 

ployment and use, several recent examples showcase that in 

the absence of appropriate AI governance practices, negative 

and unintended consequences can occur. One of the most 
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prominent examples is the failure of organizations to identify 

and eliminate bias in the data or AI algorithms, which can 

result in discrimination or unfavorable outcomes to particular 

ethnic groups, genders, or population clusters. For instance, 

there have been several news reports on biased AI outcomes 

concerning gender (Dastin, 2018; Vigdor, 2019) and racial 

discrimination (Zuiderveen Borgesius, 2020). Such outcomes 

have negative effects on the image of the companies they 

involve, and in some cases have resulted to financial losses 

and significant fines (Engler, 2021). Such outcomes increase 

the pressure towards organizations that use AI to apply prac- 

tices to reduce bias in data and algorithms throughout all 

stages of deployment. In fact, due to the surge of several 

noteworthy cases of bias and discrimination as a result of AI 

outcomes, governmental agencies such as the European 

Commission, are now proposing concrete regulations that will 

dictate how AI applications are developed and used. 

Negative impacts due to AI use, however, are not restricted 

to biased outcomes, but include a number of other aspects 

such as black-box algorithms, lack of transparency and ac- 

countability, security concerns, as well as harm to society 

and the environment (Yudkowsky, 2008). An example of 

the effects such unintended consequences have had includes 

the growing requirement for organizations to introduce 

explainability in how AI algorithms reach certain outcomes 

(Arrieta et al., 2020). In addition, this move has sparked a 

general need to provide more transparency of the entire pro- 

cess from data collection to outcome generation (Loyola- 

Gonzalez, 2019). A lack of explainability practices and low 

transparency hampers individuals trust in AI systems and 

leads to non-use (Samek & Müller, 2019). In addition, cases 

of AI use for customer and citizen interaction (e.g. chatbots) 

that have not taken into account human-centric principles have 

resulted in frustration and complaints from users, hampering 

the corporate image (Marcondes et al., 2019). 

 

4.4 Theories and Frameworks in Empirical Studies 

 
In this section we examine the theoretical perspectives that 

were used in the sample of articles we analyzed. While not 

all articles built their investigations on a theoretical grounding, 

a surprisingly high number of papers did. In the table present- 

ed below (Table 6), we document those that have been 

employed, describing how they have been applied in the study 

of AI, and their overall scope of application. Despite still be- 

ing at a nascent stage, the papers looking at different facets of 

AI in organizations demonstrate considerable variety in the 

use of theoretical perspectives. Specifically, we see that many 

articles use firm-level theories in studying aspects that con- 

tribute to the effective adoption and deployment of AI appli- 

cations in the organizational setting, such as the TOE frame- 

work and the Resource-Based View (RBV) of the firm. As 

research in this domain is still at an early stage, it expected that 

the majority of work will be revolved around understanding 

how to deploy these novel technologies in operations, and 

complementary organizational resources need to be deployed 

to support these. 

However, we find that several articles also examine the 

processes of AI development, and the knowledge-intensive 

practices that surround AI maturation. As AI applications in- 

volve a lengthy process of development and refinement, by 

tweaking algorithms, data, and analysis methods, they create 

an opportunity for organizations to learn by doing. Several 

studies have applied relative theoretical perspectives, such as 

organizational learning theory and theory of artificial knowl- 

edge creation to elucidate this process. In addition, as AI ap- 

plications are heavily data-dependent, other articles such as 

that of Gregory et al. (2020) have worked on developing 

new theoretical perspectives such as the network effect, in 

an attempt to understand how AI platforms become more use- 

ful and of value as users and data increase. Finally, some 

studies have focused on the individual as the unit of analysis, 

with theoretical perspectives such as dual process theory 

looking into the interactions of human and AI for optimizing 

decision-making, and value co-destruction building on a dark- 

side angle of how negative interactions reduce use of AI 

systems. 

 

 

5 Research Agenda 

From the synthesis in Section 4, several research gaps are 

identified in relation to the study of AI use in organizations. 

Through challenging assumptions and identifying areas where 

there is a significant lack of knowledge, this section aims to 

provide a framework for guiding future research. The goal is 

not to present an exhaustive list of potential research direc- 

tions, but rather, to highlight some important gaps in our un- 

derstanding of how AI is shaping the way organizations are 

conducting business and competing. We therefore define five 

research themes, with each presenting a number of research 

directions (D) that can help expand our knowledge. The re- 

search framework is presented in Fig. 3, with the themes being 

represented in the enumerated circles. 

 

 

5.1 Theme 1: AI Adoption and Diffusion 

 
D1.1 Difficulties in the Process of Adopting and Deploying AI 

Although the proposed business value that organizations can 

derive from AI is argued to be significant for all kind of busi- 

ness operations, there is still a very small percentage of com- 

panies that to date have adopted and deployed AI applications 

beyond pilot projects (Anon, 2020). Companies face a number 

of challenges when it comes to adopt and deploy AI 

(Alsheibani et al., 2018). According to Alsheibani et al. 
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Fig. 3 AI and business value research framework 

 

(2018) technological readiness, organizational readiness, and 

environmental readiness (environmental conditions such as 

government regulations) are important aspects that influence 

the adoption of AI. Other difficulties can include the costs in 

infrastructure, hiring capable employees and relying on exter- 

nal partners. Hence, the different dynamics that have a role in 

allowing organizations to adopt AI and in turn develop an AI 

capability require a deeper understanding. Due to the nature of 

AI that requires employees from different business units to 

work together to build AI applications, the socio-technical 

arrangements and the process through which AI applications 

are developed and deployed warrants further investigation 

(Holton & Boyd, 2019). 

 

In addition, conflicts between shareholders and managers 

could have important consequences on the actual use of AI 

in operations. Specifically, the conflicting views where share- 

holders encourage automation for reducing costs (Dedrick 

et al., 2013), while managers promote augmentation may 

cause a paralysis in actual deployment (Shollo et al., 2020). 

Moreover, the use of AI might challenge cultural norms and 

act as a potential barrier for managers or even customers to 

accept AI technologies (Dwivedi et al., 2019). Hence, further 

enlightenment in these areas is needed as it is crucial identi- 

fying the difficulties and the cultural obstacles and knowing 

how to overcome them. Finally, the modes of human-AI sym- 

biosis and the changes these induce in organizational struc- 

tures require further investigation (Shrestha et al., 2019). AI is 

argued to lead to significant adjustments to how business and 

IT functions work, collaborate, and exchange knowledge, so 

finding optimal ways of doing so is critical for successful AI 

deployments. 

 

D1.2 Responsible AI Governance While investing in techno- 

logical infrastructure for AI may be an important part, organi- 

zations hoping to use AI in core operations must be able to 

govern the necessary resources and have thorough practices 

and mechanisms for orchestrating and following up on pro- 

jects from ideation to completion (Papagiannidis et al., 2021). 

In addition, AI applications require several phases of matura- 

tion, and are subject to continuous improvement and develop- 

ment. A core requirement for most types of AI applications 

(e.g., in public sector) is taking into account ethical aspects 

and principles of responsible design. Hence, the concept of AI 

governance is inextricably associated with responsible and 

ethical principles being embedded throughout the process of 

design, deployment, and evaluation. Therefore, being able to 

break down the concept of AI governance and outline which 

key activities underpin the notion is an important research 

quest. 

Past studies on IT governance have shown that having 

established such practices not only helps optimize output, 

but also enables organizations to achieve business and IT fit 

(Tallon & Pinsonneault, 2011). Nevertheless, AI poses an 

additional concern since the effects towards, as well as the 

interactions with humans shifts fundamentally. This poses a 

requirement to examine not only how AI applications are de- 

veloped so that they are aligned with responsible principles 

(European Commission, 2019a), but also to anticipate and 

plan for their effects as the gradually become embedded in 

everyday activities. In their recent work, Amer-Yahia et al. 

(2020) outline what they refer to as “intellectual challenges”, 

which comprise of major themes organizations must consider 

when they plan to deploy AI applications that concern the 

changing nature of interaction between humans and technol- 

ogy. An important area of inquiry therefore concerns what 

responsible AI governance comprises of, as well as what are 

the effects of implementing such practices at different levels of 

analysis. 

 

5.2 Theme 2. AI and Socio-organizational Change 

 
D2.1 How Does AI Change Organizational Culture? 

Organizational culture has been consistently noted as being 
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an important part of AI adoption and use (Mikalef & Gupta, 

2021). Innovative cultures are in a better position to adopt AI. 

But can an innovative technology like AI lead to alteration to 

the organizational culture itself? This question has yet to be 

examined, particularly in relation to the ripple effects the 

adoption and use of AI may have on different aspects of or- 

ganizational culture, like learning, collaboration, and commu- 

nication patterns. In addition, an interesting point to explore is 

if the adoption of innovative technologies like AI affects the 

organization’s ability to innovate further. Does the introduc- 

tion of AI change the mindset of the employees to being more 

open to innovations? An interest field of inquiry therefore 

concerns if and through what mechanisms innovation out- 

comes are achieved as part of AI deployments. With the in- 

troduction of new and disruptive digital technologies, many 

prominent cases of organizations have documented an in- 

crease of innovation output (Nambisan et al., 2017). Future 

research therefore needs to examine through what arrange- 

ments organizations are able to harness the possibilities of 

AI technologies in order to drive innovation. 

 

Taking a contrarian view, the dark side effects of AI also 

warrant further investigation in the context of organizational 

culture. The introduction of AI and displacement or shifting of 

several conventional job roles is likely to lead to increased 

tensions, conflict, and feelings of distrust towards the technol- 

ogy itself and the units that promote its deployment (Huang 

et al., 2019). Therefore, a major challenge for practitioners is 

how to be able to manage the human factor internally when 

planning their AI implementations. Negative perceptions can 

result in rigidity in digital transformation and lead to inertia, 

thus significantly impacting organizational performance. 

There is, as a result, a need for future research to examine 

how IT managers can plan for and deploy AI applications to 

minimize potential friction and facilitate trust and acceptance 

of newly deployed solutions. 

 

D2.2 What is the Role of AI-driven Automation in Decision- 

making? Automating processes through the use of AI is ar- 

gued to reduce the workload of employees in certain activities 

and increase efficiency of process completion (Acemoglu & 

Restrepo, 2018). At the same time, AI is able to automate 

decision-making when provided with appropriate data and 

business rules (Duan et al., 2019). Delegating such authority 

to AI applications however raises the issue of how to prevent 

bias that AI models might have, and how to ensure that new 

decision-making structures are improved, rather than debased, 

with the introduction of AI (Cirillo et al., 2020). While a 

number of studies have opened up the discussion about what 

the optimal decision-making structures are and how organiza- 

tions can ensure that the introduction of AI enhances them, 

there is still a lack of empirical studies examining the effects of 

such arrangements (Shrestha et al., 2019). Such studies 

require an understanding of the impacts from the individual 

level, up to the business and organizational level of analysis, 

in order to fully capture the nature and types of effects that 

blended human-AI arrangements have. 

 

D2.3 How Does AI Change the Organizations Structure? The 

connection between AI adoption and organizational structure 

is one of a reciprocal nature. Organizational structure may 

affect the ability to adopt AI, and AI adoption may affect the 

organizational structure. Pumplun et al. (2019) found that a 

company’s organizational structure may affect its ability to 

adopt AI and propose that "Departments who keep relevant 

data to themselves, an overreliance on status quo as well as 

slow and bureaucratically shaped corporate structures will 

have a negative effect on the adoption of AI in companies". 

This proposition suggests that organizations structured in 

functional silos, will encounter more challenges when 

adopting AI. A reason for this can be that these structures do 

not facilitate a holistic approach to solve problems. On the 

contrary, agile organizational structures are more flexible 

and can respond quickly to change, thus supporting innova- 

tion. However, such arrangements have received little empir- 

ical attention to date. Therefore, future research needs to en- 

gage in the study of how organizational structures affect AI 

adoption. Nevertheless, such relationships are likely to have a 

dynamic and reciprocal nature. As identified during the sys- 

tematic literature review, AI influences how human resources 

are used, possibly redesigning the organizational chart 

(Eriksson et al., 2020) (Wamba-Taguimdje et al., 2020). 

Previous roles and structures are likely to change, and new 

roles may emerge. Therefore a promising avenue for future 

research is to examine through longitudinal approaches how 

organizations transform in order to embrace AI technologies. 

 

5.3 Theme 3. AI-driven Value Propositions 

 
D3.1 How Does the Orientation of AI Impact Value 

Propositions? The potential use cases for AI technologies 

within the organizational sphere are manifold, and a plethora 

of value-adding applications have been suggested both for 

private and public organizations (Davenport & Ronanki, 

2018). One broad categorization that can be made involves 

the distinction between the use of AI for internal- and 

external-oriented functions. Internal functions involve using 

AI for improving internal business processes, such as deci- 

sion-making, or for streamlining internal business processes. 

On the other hand, external functions include using AI in 

products and services that are in direct contact with customers 

Some examples of the later include the use of AI to recom- 

mend songs of interest to listeners by Spotify. It is therefore 

expected that the value-adding possibilities of AI applications 

are very diverse in nature. To date, there are to the best of our 

knowledge no studies that differentiate on performance 
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metrics depending on the use case of AI. Furthermore, such an 

area of inquiry also raises the question of what the appropriate 

metrics are in order to be able to capture effects of AI and how 

to benchmark different similar applications. 

 

D3.2 What is the Role of Complexity in AI Application 

Inimitability and Value? While high complexity in AI appli- 

cations may lead to black-box systems with limited transpar- 

ency, high complexity can also result in difficult to imitate 

projects, leading to a longer period where firms can sustain 

an edge over their rivals (Wamba-Taguimdje et al., 2020). 

Nevertheless, the notion of complexity is compound, and in- 

volves aspects such as how many features are included in the 

model (Monostori, 2003), the diversity of data sources used, 

the interactions with other systems and processes, as well as 

the breadth and depth of activities they span. There are in- 

stances where large cooperation’s, such as Alibaba’s fraud 

risk management system (Chen et al., 2015), initiated high 

complexity projects that yielded significant returns. 

Nevertheless, some of these projects had little success and 

the value creation for the business was little if none. Hence, 

the correlation between the complexity of an AI system and 

the value creation for the business requires further exploration. 

Understanding when value creation is adding based on the 

complexity of the AI system could allow organizations to 

identify what aspects of their developed AI projects lead to a 

competitive advantage. As a result, a deeper understanding of 

how complexity adds or retracts value in the case of AI appli- 

cations presents an interesting field of study, as well as devel- 

oping deeper theorizing on the phenomenon of digital com- 

plexity (Benbya et al., 2020). 

 

5.4 Theme 4. Competitive Value of AI 

 
D4.1 What are the Effects of AI on Financial Performance? 

One of the key expectations from practitioners before 

adopting AI applications is that they can help improve finan- 

cial performance indicators, such as revenue, growth, and help 

reduce costs (Alsheiabni et al., 2018; Eriksson et al., 2020). 

Nevertheless, there is a long chain of causal associations, and 

to date it is still not clear if and how AI can help organizations 

achieve financial performance gains. From our sample of ar- 

ticles there were none that studied the long-term financial 

consequences of AI adoption. Instead, the focus was on iden- 

tifying short-term operational trends. Thus, it is important, 

particularly for small and medium-sized enterprises to eluci- 

date the financial impacts that AI applications have in the 

long-term. As there are large financial investments tied to AI 

adoption, it is critical for firms that do not have large slack 

resources to know exactly the timeline in which AI applica- 

tions start generating positive financial returns, and through 

what means and mechanisms. Prior studies have documented 

that there are large associated costs incurred by some 

organizations due to technology adoption, and which have 

resulted in significant financial losses (Chakravorty et al., 

2016). It is therefore important to understand where the equi- 

librium lies between investing in the necessary AI resources, 

and the expected financial return. 

 

D4.2 What are Appropriate Key Performance Indicators (KPIs) 

to Measure AI Success? Measuring the impact of an AI project 

is challenging as the results are often difficult to capture with 

purely quantitative measures. While businesses use KPIs to mea- 

sure performance, AI applications are often gauged in their suc- 

cess in completely different measures. Some examples of AI 

success measures include calculating various metrics such as 

Mean Squared Error, Confusion Matrix and F1-score 

(Kawaguchi et al., 2017). These metrics are good for determining 

the overall performance of a model, but they say very little about 

the overall project success. More organizational-focused KPIs 

could prove more valuable, after AI applications have been de- 

ployed and used in practice (Ehret & Wirtz, 2017). Nevertheless, 

such measures are typically very context specific. In addition, the 

selected KPIs should be quantifiable and provide managers with 

insights about the impact of the AI project in the business 

(Glauner, 2020). There is as a result a large gap in understanding 

what appropriate measures are to identify AI outcomes, and help 

guide key stakeholders. 

 

D4.3 How Can AI Drive Innovation? New products and services 

have been developed building on the functionality and 

affordance enabled by AI (Plastino & Purdy, 2018). Some prom- 

inent examples include Netflix’s recommendation systems, 

Amazon’s chatbot Alexa, and Tesla self-driving cars. Although 

AI is the technological innovation behind these services and 

products, there is little understanding regarding the socio- 

technical dynamics that lead to innovation to be generated. 

While undoubtedly the novel technologies that support AI have 

an important impact on the creation of such innovation output, 

the role of managers and knowledge workers, as well as their 

interactions needs to be understood in more detail. As new digital 

solutions are now one of the main components of innovations, it 

is imperative to understand the nexus of associations that sur- 

rounds technology-driven innovation. To date, research on the 

business value of AI has not built sufficiently on the growing 

body of knowledge on digital innovation (Nambisan et al., 

2020). Thus, there is a need to understand the phenomenon of 

AI and its role in driving innovation in a more structured and 

theory-driven manner, that can allow for more nuanced under- 

standing of how such outcomes are achieved. 

 

5.5 Theme 5. AI and the Extended Organization 

 
D5.1 Extended Organizational Boundaries and Partnerships 

All businesses, despite their size and industry must interact 

with the external environment in order to remain competitive 
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and evolve (Yang & Meyer, 2019). A sought-after option by 

many such organizations is engaging in different forms of 

organizational relationships, such as mergers, acquisitions, 

joint ventures and alliances. Yet, when it comes to AI appli- 

cations literature largely sees the development of AI as an 

activity that happens in the focal organization. As organiza- 

tions typically have complementary key datasets, or 

interlinked organizational processes, it is important to exam- 

ine how these relationships dictate the types of AI applications 

that are developed, as well as how they prompt organizations 

to engage in different forms of organizational engagements. 

Large corporations have access to AI resources that are un- 

available for the majority of the businesses, especially for 

small and medium-sized enterprises (Garbuio et al., 2011). 

Despite the managers' efforts for pioneering AI initiatives, it 

is not always possible to achieve goals due to limitations in 

key resources (Pellikka & Ali-Vehmas, 2016). A possible 

model to mitigate such limitations could be to engage in such 

strategic alliances. Doing so enables the organizations to have 

access to resources which they would not be able to acquire by 

themselves in other circumstance, while at the same time, both 

companies are able to increase their business value and benefit 

from each other's capabilities. Nevertheless, research regard- 

ing governance schemes for effectively cooperating under 

such AI-specific partnerships is still at an early stage in re- 

search. Building on this avenue helps understand that dynam- 

ics and conflicts of interest in such collaborative arrange- 

ments, as well as optimal ways of organizing. Furthermore, 

a prominent area of study is how organizations develop the 

necessary IT infrastructure to facilitate such inter- 

organizational collaboration around AI. 

 

D5.2 What is the Role of AI in Shaping the Reputation of the 

Organization? Maintaining D5.2 What is the role of AI in 

shaping the reputation of the organization?a good reputation 

with customers and partners is essential for organizations. It 

can affect several business areas, such as market value, ability 

to attract more skilled employees, and customers’ loyalty 

(Eccles et al., 2007). An organization’s reputation is highly 

linked with the ability of customers and stakeholders to trust 

the organization, and in turn has significant effects on overall 

financial performance. Yet, the introduction of AI technolo- 

gies can influence the level of trust among critical external 

entities, such as customers and business partners. While AI 

technologies may have many of the same capabilities as 

humans, in cases where there is a lack of transparency on 

where and how AI is used, issues of distrust may arise. 

Some early studies have shown that in order for humans to 

garner feelings of trust towards AI outcomes, they need to 

understand how such technologies work, and have clearly 

defined indications of safety and reliability (Marcus & 

Davis, 2019). Thus, organizations adopting AI must be aware 

of the role of trust, how to build trust, and in turn, how trust 

influences their reputation and interaction with external stake- 

holders. Thus, a promising area for further research is to un- 

derstand how the introduction of AI affects the trust people 

have in the organizations and, in turn, how it affects the orga- 

nization’s reputation. Such research can examine the technical 

features of AI, how communications patters influence trust- 

formation, as well as if there are any cultural differences 

among individuals in how they perceive AI applications 

(Felzmann et al., 2019). 

 

5.6 Cross-cutting Challenges 

 
The themes presented above that form our proposed research 

agenda, and the corresponding directions described within 

these themes, also raise several important concerns regarding 

the extended information value chains of organizations and 

the related activities within these (Abbasi et al., 2016; 

Koutsoukis & Mitra, 2003). In Table 7, we present some of 

the core challenges within the information value chain, and 

their relationship to our directions presented above. 

Specifically, we follow the distinction regarding the sequence 

of activities within the information value chain that differen- 

tiate between data, information, knowledge, decisions, and 

actions. 

The table indicates that there are several cross-cutting chal- 

lenges among the future directions which we defined. For 

example, when looking at the data artefact, issues regarding 

how data infrastructures are designed and deployed, as well as 

how they need to be adapted to the socio-technical context 

present a challenge that span several research directions within 

the first theme. Further challenges such as that of integrating 

data from a variety of sources, as well ensuring high quality 

input to AI algorithms, present serious obstacles for contem- 

porary organizations (Ransbotham et al., 2018). 

 

Table 7 Information value chain challenges and research directions 

Information Challenge Direction(s) 

Value Chain 
 

Data Data infrastructures D1.1, D1.2 

Data integration D1.1, D1.2, D3.2 

Data quality D1.2 

Information Information representation D1.2 

Information access D1.2, D2.3, D5.1 

Information processing D1.1, D2.2, D4.3 

Knowledge Innovation management D3.1, D4.3 

Business intelligence D2.2, D4.3 

Decisions Decision structures D2.1, D2.2, D2.3, D4.3 

Accountability D1.2, 

Actions Value measurement D4.1, D4.2 

Competitive advantage D4.1, D5.2 
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Similarly, defining the procedures that surround informa- 

tion access, processing, and representation constitute tough 

obstacles for private and public organizations, as they concern 

technical facets of AI, as well as organizational and procedural 

aspects that span the entire organization (Dwivedi et al., 2021; 

Schaefer et al., 2021). As AI applications span multiple units 

within organizations, being able to deal with the technical 

requirements, as well as the necessary organizational changes 

that are needed to generate business value, is a challenge that 

organizations of all size-classes with be required to face 

(Mikalef & Gupta, 2021). The same applies also concerning 

how knowledge that is derived from AI applications or in- 

fused into such applications, is managed within organizations. 

Being able to harness the knowledge that AI applications can 

deliver is critical in generating business value out of AI appli- 

cations, so it is important that organizations are structured 

appropriately in order to leverage such technologies in ways 

that contribute to value generation (Collins et al., 2021). 

A final consideration regarding the cross-cutting themes of 

AI in organizations has to do with how decision-structures are 

shifted, as well as what competitive actions such technologies 

enable. There has been an ongoing debate about the different 

configurations of decision-making structures that utilize the 

strengths of human and AI agents, as well as their potential 

to generate business value (Shrestha et al., 2019). Adding to 

this, to be able to evaluate the value of AI applications, it is 

also important to have appropriate indicators of the value they 

deliver, as well as associate their use with the ability to attain a 

competitive advantage (Dwivedi et al., 2021). 

specifically how organizations change and how this leads to 

competitive performance. Several implications of AI at both 

the process- and firm-level are identified. 

The findings in this article have several implications for 

how to manage AI in organizations. By considering the en- 

ablers and inhibitors found, organizations can better assess 

their ability to adopt AI successfully and know which changes 

to make. Moreover, by knowing how AI can be used, organi- 

zations can make better decisions about where in their value 

chain to implement AI solutions. Lastly, knowing the possible 

effects of AI adoption can better prepare organizations to in- 

troduce AI in their line of work. We conclude this study by 

presenting a research agenda that identifies areas that need to 

be addressed by future research to understand AI technolo- 

gies’ value-generating mechanisms in the broader organiza- 

tional environment. While this study may not follow an ex- 

haustive approach in documenting and presenting the themes 

in the paper, we attempt to present themes through the IT- 

business value perspective. In addition, although a systematic 

approach was used in searching for and analyzing the paper 

contents, we did not follow a specific method for documenting 

and reporting results, such as PRISMA (Moher et al., 2015). 

 

 

 

Appendix 

Table 8  Keywords used in selection of papers 
 

 

 

6 Conclusion 

AI is increasingly becoming important for organizations to 

create business value and achieve a competitive advantage. 

However, many AI initiatives fail even though time, effort, 

and resources have been invested. There is a lack of a coherent 

understanding of how AI technologies can create business 

value and what type of business value can be expected. 

In this paper, we present a narrative review to identify how 

organizations can deploy AI and what value-generating mech- 

anisms such AI uses have. The result of this analysis consists 

Thematic 

Category 

 
AI technologies 

Keywords 

 
Artificial intelligence, cognitive technology, robotic 

automation, cognitive insight, process automation, 
machine learning, deep learning, cognitive automation, 
neural network, supervised learning, unsupervised 
learning, natural language processing, computer vision, 
machine vision, expert systems, cognitive application, 
image recognition, reinforcement learning, deep mind 
technologies, adaptive algorithms, recurrent neural 
networks, machine perception, machine intelligence, 
heuristic search techniques, decision tree, data mining, 
convolutional neural network, cluster analysis, 
classification, chatbots, autonomic computing, semantic 
analysis, image recognition, simulation intelligence, 
challenges of AI, integrate AI, cost of AI, deployment of 
AI, AI and big data, influence of AI, AI transformation, 
Bayesian learning system 

of three parts. First, several enablers and inhibitors of AI use 

are identified. These antecedents of AI adoption consist of 

technological, organizational, and environmental resources 

and conditions. Second, different use cases for AI are distin- 

guished. Organizations can use AI technologies to automate 

tasks or augment humans, either for internal or external pur- 

poses. Internal purposes mean using AI to improve internal 

business processes, where the customer is not in direct contact 

with the AI-solution. Furthermore, external purposes mean 

using AI in products and services that are in direct contact 

with the customers. Lastly, the impacts of AI are discussed, 

Organizational Business value, organizational challenges, organizational 
opportunities, adoption, business benefits, business 
process redesign, organizational change, firm 
performance, organizational performance, competitive 
advantage, process innovation, business transformation, 
business process management, digital transformation, 
business strategy, business gains, business performance, 
cognitive engagement, business opportunities, 
transformation process, business activities, data-driven 
decisions, competitive performance, business efficiency, 
reduce business costs, business management, business 
decision, business challenges, commercial value, busi- 
ness value proposition, business growth, business 
success, customer value, customer fragmentation, cus- 
tomer service, corporate value, leadership, swot analysis, 
obstacles, deployment, assimilation 
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Abstract 

In recent years artificial intelligence (AI) has been seen as a technology with tremendous potential for enabling companies 

to gain an operational and competitive advantage. However, despite the use of AI, businesses continue to face challenges 

and are unable to immediately realize performance gains. Furthermore, firms need to introduce robust AI systems and miti- 

gate AI risks, which emphasizes the importance of creating suitable AI governance practices. This study, explores how AI 

governance is applied to promote the development of robust AI applications that do not introduce negative effects, based on 

a comparative case analysis of three firms in the energy sector. The study illustrates which practices are placed to produce 

knowledge that assists with decision making while at the same time overcoming barriers with recommended actions leading 

to desired outcomes. The study contributes by exploring the main dimensions relevant to AI’s governance in organizations 

and by uncovering the practices that underpin them. 

Keywords AI governance · AI data governance · AI challenges and outcomes · Performance gains · Competitive advantage 

 

1 Introduction 

As businesses adopt Artificial Intelligence (AI), they are 

faced with new value propositions, but they also have to 

deal with new challenges, such as reducing the gap between 

intent and action(Amershi et al., 2019; Enholm et al., 2021; 

Mishra & Pani, 2020). Artificial intelligence has been per- 

ceived as a tool with which we can layer many different 

functions or as a solution to problems that are beyond the 

ability of traditional applications to solve. (Smuha, 2019). In 

order to gain a competitive advantage over their competitors 

(Raisch & Krakowski, 2021), businesses have implemented 

 
and deployed AI solutions to automate their processes, 

increase efficiency and reduce costs (Frank et al., 2019; 

Gregory et al., 2020). To achieve these goals, AI governance 

is essential. According to Butcher and Beridze (2019), AI 

governance “can be characterized as a variety of tools, solu- 

tions, and levers that influence AI development and applica- 

tions”. Yet, further research is needed to better determine 

how AI Governance can be introduced into a company and 

whether AI governance can assist a company in achieving 

its objectives. 

While AI has the potential to generate business value in 

terms of performance, productivity and effectiveness, it is 

   not autonomous, as it works in concert with human capa- 
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bilities (Zhang et al., 2021). Consequently, organizational 

capabilities are the results of combining and deploying 

multiple complementary resources within a firm to achieve 

competitive advantage (Mikalef & Gupta, 2021). When 

a firm optimizes its firm-level resources and adopts AI 

technological innovations, it can enhance its transformed 

projects' business value which drives business value and 

impacts performance (Wamba-Taguimdje et al., 2020). 

Simultaneously, the AI algorithms can be considered per- 

formative in the sense that they assist in decision-making, 

the extent to which their use can form organizational pro- 

cesses, or even take autonomous decisions (Faraj et al., 
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2018; Grønsund & Aanestad, 2020) that leads to new 

organization capabilities through AI. The use of AI, for 

instance, could create more substantial customer acquisi- 

tion or higher customer lifetime value and lower operating 

costs or reduce credit risk. 

The main goal of this work is to analyze AI governance 

when designing and implementing AI applications in order 

to achieve organizational goals. In particular, this study 

examines how AI Governance helps top-level managers 

achieve their goals by introducing robust systems that auto- 

mate processes and enhancing tasks that traditionally were 

done by intuition or simple data analysis without negatively 

impacting employees. The main challenge for adopting AI 

in organizational operations is that AI technologies vary in 

scope and complexity, hindering familiarity, especially for 

non-technical employees (Holmstrom, 2021). Hence, it is 

crucial to define actions for overcoming barriers and chal- 

lenges (technical and non-technical) to align AI applications 

to the organization’s objectives. As an example, employees 

might resist new technologies due to fears of being replaced 

by AI. Based on the results, companies will be able to gain 

a better understanding of how AI technologies are used, 

identifying focal points and mechanisms of value genera- 

tion (e.g., augmentation or automation of decision-making 

or processes) and what challenges AI technologies present 

to organizations. Hence, we argue that AI value realization 

is not yet fully understood and called for and specific gov- 

ernance practices may help in doing. This study, therefore, 

builds on the following research questions: 

RQ1. Which practices underpin AI Governance? 

RQ2. What are the antecedents and effects of AI Govern- 

ance? 

 
To answer the research question, we collected data 

through a multi-case study, conducting interviews with 

multiple respondents within three companies in the energy 

sector. The interview questions focused on methodologies 

companies currently use, mechanisms and processes used 

in AI application development, the collection of data, and 

the consequences of AI application in decision making (AI 

risk). During this multi-case study, employees from vari- 

ous departments were interviewed, primarily the business 

department and the IT department since these two depart- 

ments play a crucial role when developing an AI application. 

We also built on secondary data sources, such as reports and 

internal documents, which help to explore AI governance 

dimensions and practices as well as compare, triangulate 

and verify results. Among the outcomes of the study, AI 

was found to be most helpful for (1) reducing maintenance 

costs, (2) increasing flexibility and robustness of the devel- 

opment process, (3) improving confidence in the results 

and final products, and (4) gaining a competitive edge over 

the competition. Lastly, we proposed a model where we 

discussed challenges, recommended actions, and desired 

outcomes. 

The rest of the paper is structured as follows. The sub- 

sequent section presents the background of this study and 

the relevant work in the domains of technology governance, 

and then specifically focuses on AI governance practices. 

Section 3 details the methodology that is applied for gath- 

ering and analyzing the data. In Sect. 4, we present each 

case separately followed by a cross-case analysis. The paper 

concludes with a discussion of the findings and limitations 

in Sect. 5, where we interpret and analyze the data. 

 
2 Background 

2.1 IT and Information Governance 

 
IT governance is an area of corporate governance that falls 

under the responsibility of the board of executives and 

focuses on the implementation and transformation of IT to 

meet current and anticipated business and client needs and 

is broader than IT management, which refers to the man- 

agement of existing IT services and internal supply of IT 

(Saunders et al., 2020; Wilkin & Chenhall, 2010). In other 

words, IT Governance is a formal way to align IT strategy 

with business strategy. Governance frameworks for IT pro- 

vide a structure (who is governed, what is governed, how 

is governed) for ensuring that IT investments support busi- 

ness objectives (Tiwana et al., 2013). Through embracing IT 

Governance, organizations can achieve measurable results 

towards their strategies and goals. However, implementing 

a comprehensive IT governance program requires a lot of 

time and effort (Debreceny, 2013). 

In the digital era, information governance has an even 

more central role, as it promotes a more purposeful path to 

obtaining information. (Cath, 2018). Research previously 

conducted in similar areas sought to answer questions like 

what information governance practices are firms adopting 

and what are the effects of information governance on per- 

formance. According to a study conducted by Intel (Tallon 

et al., 2013a, b), Big data governance policies achieved the 

main goal of maximizing business value while minimizing 

technical and organizational risks related to data privacy 

(Tallon et al., 2013a, b). Furthermore, research studies 

have been conducted and supported by empirical evidence 

on developing AI capabilities by creating a unique set of 

resources that can effectively leverage investments and gen- 

erate business value that leads to competitive advantage 

(Mikalef & Gupta, 2021). 

In their empirical research, Tallon and colleagues (Tal- 

lon et al., 2013a, b) discovered that Information governance 

is associated with a range of intermediate or process-level 
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benefits and many of these intermediate effects could pos- 

sibly affect firm-level performance. The authors suggest a 

need for extending structures and practices employed in IT 

governance and to decompose information governance into 

a range of structural, procedural, and relational practices. In 

this paper, the structural, procedural, and relational practices 

are used as the main dimensions to explain how to govern 

information and boost firm performance (Appendix). 

2.2 Governance of AI Projects 

 
While IT governance intends to manage IT assets, hard- 

ware and software components, that assist in establishing 

the automation of well-defined tasks, data governance aims 

to manage data assets as facts having value or potential 

utility that are documented (Fadler & Legner, 2021). Fur- 

thermore, sophisticated forms of analytics involve artificial 

intelligence and automated decision-making, requiring new 

roles and responsibilities, but also leading to new risks. Gov- 

ernance should therefore not be limited to the content, but 

should also include its analysis, as AI should be considering 

a dynamic frontier of computing (Berente et al., 2021). In 

addition to IT and data governance, analytics governance 

mechanisms are needed to overcome challenges, such as the 

alignment among business users and analytics practitioners 

(Fadler & Legner, 2021). AI increasingly influences many 

aspects of society, from healthcare and marketing to human 

rights. Allowing the development of AI applications that 

are not under any supervision could be harmful (Chatterjee 

et al., 2020; Mishra & Pani, 2020); thus, it is important to 

promote a trustworthy AI that is lawful (complying with 

laws and regulations), ethical (ensuring ethical principles 

and values) and robust (from a technical and social per- 

spective). For example, the use of AI in healthcare poses 

various issues, including a loss of privacy in health infor- 

mation, diminished human oversight in decision-making, 

and increasing prejudice across the board (Johnson et al., 

2021; Trocin et al., 2021b). Governing AI projects can be 

interpreted differently depending on the perspective of dif- 

ferent individuals and algorithmic management should be 

a concern. Because of the extent to which algorithms and 

the institutional frameworks allow them to get acquire man- 

agement jobs to define AI's impact on key organizational 

processes such as delegation, coordination, and decision- 

making (Holmström & Hällgren, 2021). 

In contrast, researchers from Microsoft (Amershi et al., 

2019) approach AI governance from a technical perspec- 

tive, while European Commission (EC) (Smuha, 2019) 

and Singapore principles approach AI governance from a 

human-and ethics-centric perspective. To extend this point, 

researchers at Microsoft (Amershi et al., 2019) have a deep 

focus on the technical aspects of AI. They emphasized the 

best practices that Microsoft teams have implemented over 

the years to create a united workflow that has software engi- 

neering processes and offers insights about several essential 

engineering challenges that an organization may face in cre- 

ating large-scale AI solutions for the marketplace. Accord- 

ing to their findings, AI governance consists of three main 

aspects: (1) discovering, managing, and versioning the data 

required for machine learning applications is more complex 

than a typical software application, (2) the required skills 

for building models and customizing them can vary based 

on the project, and (3) AI components might be difficult to 

manage if distinct modules, as well as models, exhibit non- 

monotonic error behavior. The European Commission’s and 

Singapore governments’ principles see AI governance as a 

way to promote Trustworthy AI through guidelines. Based 

on these guidelines, a framework has been created that offers 

guidance on fostering and securing ethical and robust AI. 

Further, the guidelines aim to go beyond the ethical prin- 

ciples by guiding how such principles can be operational- 

ized in sociotechnical systems (Smuha, 2019). Fairness and 

explicability are key principles that an AI application must 

have, which can be achieved by governing data, reducing 

bias and collecting diverse data. Hence, AI can be trusted 

when making suggestions or taking decisions. Meanwhile, 

AI should be human-centric by safeguarding the well-being 

and safety of individuals. This calls for human oversight over 

AI with human agents making decisions and holding them- 

selves accountable. As a result, it is argued that in the exist- 

ing literature researchers investigate IT governance and data 

governance and they suggested frameworks or procedures 

for improving performance or minimizing risks caused by 

AI. There is, however, a gap in AI governance, which deals 

with both IT governance and data governance, and has a 

direct relationship with AI (Mikalef et al., 2020). Therefore, 

the literature would benefit from an investigation into how 

AI governance can increase organizational performance, 

while at the same time neglecting negative consequences 

of AI use. 

2.3 Typologies of AI Organizational Value 

 
The value of AI in organizations varies based on the sector 

and the organization's activity(Collins et al., 2021). Machine 

learning (ML) technologies reduce the cost of repetitive, 

time-consuming tasks while it enhances automation and 

assists with predicting events or trends. But these technolo- 

gies also have the ability to bring societal inequalities into 

organizational processes (Teodorescu et al., 2021). Lebovitz 

et al. (2021) discovered a knowledge gap between AI and 

specialists in their research, allowing managers to better 

understand the risks and benefits of each technology. When 

the underlying information is unknown, their research dem- 

onstrates the dangers of using ground truth labels objectively 

in ML models; thus, the organization value that AI offers 
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has some constrains. Furthermore, in a multi-method study 

that comprised an analytical model, experimental testing, 

and a simulation study, Fügener et al. (2021) investigated 

how AI counsel effects complementarities between people 

and AI, concentrating on what humans know that an AI does 

not (unique human knowledge). They observed that human 

judgments converge on similar responses, which enhances 

individual accuracy. Individual unique human knowledge 

decreases when the group's overall individual accuracy 

improves (Fügener et al., 2021). Nonetheless, as revealed in 

a two-year ethnographic study (Van den Broek et al., 2021) 

when AI economic value could not be easily realized, human 

engagement in the development phases remained crucial. 

Despite the researchers' objective to keep domain experts 

"out of the loop," they observed that developers and experts 

collaborated to create a new hybrid practices that merged 

ML with domain experience (Van den Broek et al., 2021). 

Finally, when it comes to the introduction and deployment 

of AI, senior executives with a comprehensive understand- 

ing of the technologies have a direct positive effect on their 

organizations’ overall strategic direction and goals resulting 

in long-term economic benefits (Li et al., 2021). 

 
3 Methodology 

AI Governance in both the public sector and private sector 

is a set of practices that still have not been consolidated. 

The inadequate empirical data on mechanisms and pro- 

cedures that firms deploy led us to engage this research 

using an exploratory, comparative case study approach 

that boosts generalizability while at the same time giving 

room for extending theory via cross-case analyses (Ramesh 

et al., 2017). As AI will receive more attention in the fol- 

lowing years because of the numerous challenges it poses, 

we sought revelatory cases that throw light on the phenom- 

enon for the purpose of gaining a better understanding of 

it (Lewis et al., 2011). In addition, there is no established 

framework or theoretical model that is commonly accepted 

by the industry and describes in detail the overall govern- 

ance firms should adopt. For carrying out our multiple case 

studies, we followed established guidelines for case study 

research as illustrated by Baskarada (2014), Stewart (2012) 

and Eisenhardt (1989). Also, we make use of the Informa- 

tion value chain schema to facilitate the interplay between 

people, processes and technologies over the information 

value chain, as proposed by Abbasi et al. (2016). 

Trustworthiness in the evaluation process and the find- 

ings themselves were of the utmost importance; thus, we 

enhanced the research methodology by strengthening credi- 

bility, dependability, transferability and confirmability (Kor- 

stjens & Moser, 2018; Sikolia et al., 2013). To ensure valid- 

ity in our findings, we used triangulation across multiple 

sources and methods through the convergence of informa- 

tion. In terms of transferability, the firms have common traits 

and operations, but they have some key differences in their 

business strategy. Dependability was achieved by being con- 

sistent in the analysis process and being in line with the 

accepted standards. Finally, confirmability was achieved 

by conducting interviews with different employees in the 

same firm who have key positions and belong to the same 

or different departments. What is more, data were analyzed 

and coded independently by three authors bringing various 

insights and points of view so that the authors could iden- 

tify similarities and differences in their results, creating a 

comprehensible and coherent framework. Hence, in order to 

develop a theory based on empirical data, it was necessary 

to establish three iterations of data analysis. 

3.1 Case Selection 

 
The selection process of the cases was conducted based on 

the common characteristics in respect to industry, use of 

AI systems, size of development teams and cultural envi- 

ronment. All firms operate in the same industry and have 

similar capabilities in terms of collecting, analyzing and 

interpreting data for making business decisions. The most 

common perspective among the selected firms is that AI 

must be developed, expanded and adopted in the following 

years as it will be crucial for gaining or maintaining their 

competitive advantage over rivals or new companies enter- 

ing the frame and seeking a piece of the pie. Also, the nature 

of AI projects undertaken by firms indicates that they face 

similar challenges, so they require similar solutions. Com- 

paring the selected companies is fair because (1) they are all 

allocated in Norway, (2) they have similar AI teams in terms 

of size and experience, although the size of the companies 

ranges, and (3) their cultural differences are limited. There- 

fore, choosing these three firms from the industry allows us 

to compare the cases for commonalities and key differences 

and spot how AI Governance has been implemented. Also, a 

generalized and standardized framework would assist com- 

panies and the state in adopting AI and planning ahead for 

the resources, infrastructure and necessary processes that are 

required. In Table 1, the cases are presented with an over- 

view of their size, revenue and AI strategy that they follow 

or plan to follow in the upcoming years. 

3.2 Data Collection 

 
Conducting interviews is an excellent mechanism for gath- 

ering information, especially when the researcher does not 

have a priori guiding theory or assumptions (Qu & Dumay, 

2011). Also, interviews can be used to refine a theory or 

understand a phenomenon (Tallon et al., 2013a, b). As 

shown in the background section, previous researchers 
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Table 1 Overview of companies 

Company A Company B Company C 

Country Norway Norway Norway 

Sector Energy Energy Energy 

Employees 200 530 100 

Turnover 2020 180 million dollars 260 million dollars 23 million dollars 

AI Vision Use AI to become one of the top players in the 

market 

 
AI Technologies Both cloud and local ML pipelines combined 

with intelligence dashboards – Python, 

Grafana 

Use AI to increase flexibility and business 

capabilities 

 
ML pipelines combined with intelligence dash- 

boards – Python, Grafana, Power BI 

Create AI products that are 

customer oriented and 

boosts customer value 

ML pipelines combined 

with intelligence 

dashboards – Python, 

Grafana, Tableau 
 

 

 

decompose information governance into a range of struc- 

tural, procedural, and relational practices, which could be 

used as part of our baseline to understand how to build prac- 

tices that enable AI Governance. A case study approach is 

chosen because it allows for in-depth analysis using inter- 

views as generating method for collecting data. By exploring 

these data, new knowledge can be generated allowing for 

meaningful insights that explain similar situations (Oates, 

2005). Also, the research is qualitative as it involves the use 

of qualitative data, which can be used to understand and 

explain the research question (Michael, 1997), as it involves 

the use of experiences, beliefs, and attitudes of the key 

respondents through the semi-structured interviews (Wynn 

& Williams, 2012). 

Every case was initiated by contacting the human 

resources department or those who should have been able 

to handle this type of communication, for instance, man- 

agers. A brief introduction was sent via email to establish 

an understanding of the purpose of this research project 

and in some cases, quick telephone calls where necessary 

in order to provide some extra information. We described 

ideal candidates for interview as employees that (1) have 

a key position in the firm, for example, managers and 

leading developers, (2) have a good understanding of AI 

technologies and (3) have contributed to the overall devel- 

opment of AI either through their domain knowledge or 

their software development skills. A total of 15 individuals 

were interviewed, including both domain and technical 

experts who have worked in their current positions for at 

least one year, but have relative experience of at least five 

years. This means they are experienced, and they gained 

a solid understanding of AI development over time. Fur- 

thermore, participants shared how they understand spe- 

cific issues, according to their own thoughts and in their 

own words (Pessoa et al., 2019) as members of either the 

business department or the IT department, as input from 

both departments is needed in order to understand how AI 

governance is designed. Table 2 shows information about 

 

Table 2 Responders’ role and 
 

 

Firm Respondent Role Years in firm Interview time 

length of interviews    

A 1 Chief AI officer 3 90 min 

 2 AI Software Developer 3 55 min 

 3 Machine Learning Engineer 3 45 min 

 4 AI Software Developer 3 43 min 

 5 Project Manager 4 49 min 

 6 Machine Learning Engineer 3 35 min 

 7 Machine Learning Engineer 3 45 min 

B 1 Data Analyst 9 49 min 

 2 Head of AI department 1 25 min 

 3 Head of Data Analytics department 4.5 59 min 

 4 Digitalization Engineer 10 55 min 

 5 Head of Digitalization department 2 43 min 

C 1 Data Scientist 2 65 min 

 2 Head of Analytics department 3 60 min 

 3 Operation Manager 3 60 min 
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the interviews, such as the firm candidates’ number and 

their current position. 

The interviews formed on open-ended questions that led 

to interesting conversations, where the interviewees had the 

opportunity to adopt their questions based on the answers or 

even ask questions that were not part of the interview guide- 

lines. Before each interview, we explained to each inter- 

viewer individually what we hope to accomplish through 

the interviews and what we expect to be the outcome of 

our research, while at the same time we encourage them 

to add anything they believe is relevant or that we missed 

during the interviews. The questions were split into three 

categories: 

1. The business value and the organizational context where 

we try to see how AI grew over time. 

2. The data management where the interviewees were 

explaining how their firm deals with data services and 

governance practices. 

3. The control and technical aspects focused on control 

processes and mechanisms that ensured AI systems were 

acting upon set goals. 

Each interview lasted approximately 55 min on average, 

with the range being between 25 and 90 min via Zoom, 

which was used to record each session and then the audio 

was transcribed using Otter AI. The audio files were tran- 

scribed in a verbatim way so that the text remains identical to 

the audio, meaning that all raw data are transparent, and the 

findings and results could be reproduced and tracked down 

rigorously. As part of the process, we had to go through the 

text and the audio to make sure everything was looking good 

since we wanted our text to match the audio and the only 

way to guarantee that was by checking all results manually. 

In addition, we used related data publicly available on 

the company’s site (e.g., annual reports, vision and firm 

structure) because we consider them to have merit in our 

research. These documents served both as validations for our 

findings as well as information that we did not have prior to 

the interviews, assisting us to obtain a better understanding 

of the vision, objectives and regulations of each company. 

3.3 Data Analysis and Theory Building 

 
A narrative analysis is followed for analyzing the content 

from the interviews as the stories and experiences shared by 

employees are used to answer the research questions. 

As a first step, we went through the interview tran- 

scripts and commented on our initial thoughts by writing 

memos. Although memos are usually used at the beginning 

of a text analysis, we continued to use them for updating 

our thoughts and interpretations or even adding new ideas. 

The generated transcripts were imported into the software 

NVivo, where open and axial coding were applied, and 

categories were formed based on the notation process 

(coding). NVivo has an add-on module called “NVivo 

Collaboration Cloud” allowing teams to collaborate by 

storing projects securely in the cloud. Two of the writers 

had an “administrator” role while the rest had a “work- 

space owner” role, so it was convenient to store, upload 

and update our project files. Each writer was responsible 

for updating his content to the cloud and the administra- 

tors reviewed the changes, but not the content, in case 

something went entirely wrong; for example, unintention- 

ally deletion of a file. If the administrators were satisfied, 

then a merge was performed and everybody could work 

on the updated version of the project. Backup files were 

part of the process in case we lost our work or needed to 

go back to a previous version, so at the end of each week, 

a backup process was in place and the files were stored 

independently of NVivo. 

In the first iteration, we tried to identify all the concepts 

related to AI Governance and the adopted practices by the 

firms. Initially, there were 200 descriptive codes, such as, 

“working with domain experts” and “domain experts lead 

projects” but after an iteration the number was reduced to 

95, since many codes were merged into a more appropri- 

ate coding name such as “domain experts take lead of a 

project to ensure quality of the final product”, where the 

combined codes become abstract. 

The next logical step was to apply axial coding, where 

the main nodes that have been coded were procedural, 

relational, structural, AI development and AI challenges. 

In addition, comments and observations from different 

transcripts were combined to identify commonalities and 

patterns in the processes used when creating and deploying 

AI systems that assist firms minimize AI risks. Grouping 

the comments and observations, known as axial coding 

(Charmaz, 2014), allowed for better interpretations since 

the employees could refer to the same concept with simi- 

lar terminology, depending based on their technical skills, 

knowledge, experience and position in the firm. In order 

to obtain a high level of confidence, researchers validated 

findings by examining reports, public information and 

presentations related to this research and focused on the 

AI aspects (Table 3). 

Once all cases had been adequately analyzed, and the 

researchers had reached consensus, a cross-case analysis 

was performed. In the course of the discussion, we identi- 

fied a number of patterns that were either similar or dif- 

ferent and explored the reasons behind them through open 

discussion, trying to establish consistency and cohesion, 

arguing which interpretation seems most reasonable to our 

goal and how AI Governance is created among these cases 

and which practices companies should adopt or introduce. 
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Table 3 Nodes and possible items under each node 

Dimension Definition 

Procedural Practices associated with data migration, system messages, documentation and processes for expansion, dynamic 

model selection, pipeline evaluation, human and AI interaction, data quality sources 

Relational Practices that deal with employees and communicating goals, domain experts, AI education for employees 

Structural Practices associated with IT, optimization and automation, AI automation, ML pipelines, data access 

AI culture Understanding of AI capabilities, AI-phobia, Trust issues against AI 

AI architecture 

Legal regulations 

Domain challenges 

Adoption problems 

Competitive Advantage 

Flexibility 

Cost maintenance 

Scaling up 

Superior AI results 

Development best practices, cloud infrastructure, unified tools 

GDPR, legal constrains of AI use 

Data challenges, domain knowledge, external challenges 

Fear of losing position 

Developing unique AI strategy, keep AI knowledge in house 

Cloud services boost flexibility 

Minimize costs from various operations 

AI assists in scaling up without needing more resources 

Internal AI teams can give high value through solutions that are targeted in a specific problem and not generalized 
 

 

 

4 Case Analysis 

4.1 Within Case Analysis 

 
All cases have some commonalities in their characteris- 

tics and practices. Firstly, all the cases operate in the same 

industry and have overlapping areas of operation. Secondly, 

development best practices were followed such as the use 

of Git, documentation and containerization platforms like 

Docker. Thirdly, data privacy (GDPR) is not a genuine con- 

cern (expect in the last case) since their data mainly consists 

of environmental data that anyone could access or buy, while 

legal regulations restrict them to using AI in specific areas, 

for instance they are not allowed to speculate on prices. 

Lastly, the set-up goals mainly concern reducing costs and 

forecasting energy demands. 

 
4.1.1 Company A 

 
Company A is a Norwegian company in the energy sec- 

tor using environmentally friendly production and energy- 

related services. The main focus is on the areas of hydro- 

power production and wind power production, meaning the 

center of attention is on developing renewable solutions that 

supports positive societal development. The company trades 

in different markets by forecasting how much energy is pro- 

jected to be consumed each day known as intraday, while 

being actively involved in planning for hydropower plants. 

Hydropower plants are a controlled energy source that the 

owners can decide how much energy they want to produce, 

compared to wind energy that is affected by environmen- 

tal variables. In this sense, optimization plays a key role.AI 

contributes to the reduction of predictive maintenance costs, 

which is challenging in Norway due to its harsh weather 

conditions, especially during winter. 

As part of its strategy, the company developed an AI 

team internally and adopted or utilized cutting-edge AI 

technologies and techniques more extensively. A small 

group of recently hired developers forms the AI depart- 

ment and becomes part of the business development and 

innovation team of the company. Among the reasons 

for that decision was the belief that the company cannot 

maintain a competitive advantage without using AI in the 

upcoming years, and eventually, larger corporations will 

absorb them. The AI team brought value to the firm by 

forecasting energy consumption, assisting in decision- 

making for the end-users and automating repetitive tasks. 

As a result, performance was boosted and maintenance 

costs were down. 

Control of key domain knowledge was one of the main 

concerns for firm. Company A did not want to give away 

domain knowledge to external partners, who offer special- 

ized AI products, since they could build and sell similar 

AI products to their rivals: 

“If we help them (the software company) develop 

their software, they will take this software where 

we provide the data, we provide domain knowledge 

and sell it to everyone, especially to our rivals”. 

(Respondent 1, Company A) 

The development team aimed for automation and flex- 

ibility but they did not want to develop the entire soft- 

ware from scratch since it would be time-consuming to do 

everything. At the same time, they did not prefer to use 

software of other companies, so they decided to develop 

the intelligence that runs on top of cloud services (boost- 

ing flexibility at the same time) despite the fact that using 

cloud services was challenging in the beginning: 

“The real challenge was not to deploy a single model 

but a whole cascade of models that were dynami- 
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cally selected between each other”. (Respondent 3, 

Company A) 

Standardization and unification of AI technologies was an 

issue because the team is consisted of people from different 

backgrounds and with different skills creating obstacles in 

AI development. The problem occurred because each mem- 

ber of the team had his preferences about which tools and 

style should use during development time, making it difficult 

to exchange or understand others’ code since the system was 

not unified. The team decided through internal workshops 

to unify the used tools (e.g., programming languages, data- 

bases) while creating a shared vocabulary through collabora- 

tive wiki pages: 

“We were responsible for our own code. There was no 

code sharing, there were no shared tools that people 

can use amongst each other as a team, because every- 

one else was doing their own thing”. (Respondent 2, 

Company A) 

In the beginning, data was exchanged through Excel 

files. These files were not secure, and at the same time they 

realized that they could not scale up, so APIs were used to 

replace Excel files. The necessary data was collected through 

vendors, so it was possible to compare data and ensure high 

quality outcomes for the trained models. To increase secu- 

rity, data access was only possible through intranet, but the 

company did not define clear data management roles, mak- 

ing the data request process time consuming: 

“You're getting data from somewhere, and the data for 

some reason, you don't have access at that particular 

time. And that that's something that pops up multi- 

ple time. You can of course, try to get around, having 

some to wait a bit, and you know, retry”. (Respondent 

4, Company A) 

Multiple steps were taken into consideration to achieve 

robustness and reliability. To govern the process of data 

cleaning and model evaluation, ML pipelines were cre- 

ated in the cloud. This made it easier to oversee the overall 

process and apply quantifiable metrics on the ML results. 

Also, domain experts participated in the evaluation so they 

can provide their insights and feedback to make the model 

outputs reliable and trustworthy. Rather than increase profit 

margins, the model outputs emphasize reducing errors, 

because Company A places higher priority on prediction 

safety instead of profitability. In case of failure, local sys- 

tems (ML pipelines) were ready to support decision-making, 

ensuring a reliable and robust system that could always gen- 

erate output and assists employees with their everyday tasks: 

“You still need to have an option to run them, not on 

the cloud solution itself, but on your local system. So 

basically, we do have these kinds of processes, in case 

something fails, because things fail much more often 

than you would think”. (Respondent 2, Company A) 

Domain experts manage the projects as their knowledge 

and expertise are needed at each step of the development 

phase. For example, their insights could determine, which 

data should be needed for the machine learning models. In 

addition, domain experts help with the creation of meaning- 

ful dashboards that are responsible for alerting information 

to employees, explaining historical data and assisting in 

decision making for end users. At the same time, develop- 

ers focused on alerting errors and failures, for instance, if a 

data stream stopped delivering data. Another way to ensure 

robust outcomes after deployment was to test the models 

against real-time datasets. Through This, they were able 

to make adjustments to the models, obtain a better under- 

standing of the data, and improve the overall quality of the 

system: 

“When an incident happens, usually the ones who have 

developed the system and some stakeholders from the 

rest of the organization, they sit down and sort of meet 

… and they questioned what happened, what was the 

consequences, and then the developers go into find out 

the reasons for that”. (Respondent 5, Company A) 

Due to radical changes in processes and operations AI 

training for end-users was more than necessary. All these 

changes caused human agents to feel phobic when interact- 

ing with the machine, as they had the overall watch and 

check periodically that everything is in working order. From 

the employees’ point of view, these automations raised con- 

cerns as they saw themselves being automated and driven 

away from their posts, which could result in unemployment: 

“People get scared of the fact that we will automate 

them away. So, we had a hard environment. We 

started talking about why we need the people here, 

their domain knowledge … so we had regular meetings 

explaining what AI can do and not”. (Respondent 1, 

Company A) 

To summarize, company A built AI capabilities to auto- 

mate procedures and assist with decision-making by using 

cloud services, ML pipelines and domain experts to under- 

stand data and the outcomes of models. Flexibility, produc- 

tivity, and reduction of costs were the immediate effects that 

the company saw as positive results allowing them to remain 

a competitive player while achieving their set up goals of 

their overall AI strategy. 

 
4.1.2 Company B 

 
Company B is a Norwegian renewable company that focuses 

on customers' needs by producing and distributing clean and 
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renewable energy. The company’s management believes that 

future energy consumption will differ from what it is today 

in many ways. Energy customers will produce their own 

energy and they will want to have the opportunity to com- 

bine this with smart energy solutions, meaning that the cus- 

tomer will more than ever be at the centre of attention where 

he will play a small but still significant role in the production 

of energy. The firm understood that the adoption of AI is 

vital for creating new products and services that will make 

them a leading provider of competence services. 

Data analysts performed data surveys to evaluate which 

data they think to be the finest and most suited for their pur- 

poses. Within the last five years, the firm has hired a couple 

of analysts with machine learning experience and they have 

begun developing AI models in conjunction with domain 

experts. To build the AI capabilities data were gathered 

internally and externally from various vendors as it needed 

to verify and ensure the quality of the data since it is crucial 

for the AI models: 

“We have a data survey, to make sure that we have the 

right data for what we think would do the job. And 

then we build the model”. (Respondent 1, Company B) 

Reducing maintenance costs and errors, as well as creat- 

ing flexible systems that can scale, were all top priorities. 

Initially, the team used cloud services, but they were not 

flexible enough, or at least to their liking, so they moved 

to influx databases that allow storing and retrieving time 

series data. By contrast, a containerization platform like 

Docker was adopted from the start to let developers to pack- 

age applications into containers. Thus, these standardized 

executable components boosted flexibility and the cloud 

services were put aside. With the help of the IT department 

help new tools and processes were introduced to detect early 

problems and warnings by using different types of sensors. 

Based on these inputs, autoregressive (AR) models were 

developed to detect anomalies in the system, saving time and 

effort, which means fewer maintenance costs in the long run: 

“We have audio surveillance, to monitor and detect 

early problems with just sound and then we have the 

AI model. It is listening to the sound and try to detect 

early warnings”. (Respondent 4, Company B) 

“We had a cost of around two million a year and it has 

been reduced to around ten thousand a year, almost 

nothing”. (Respondent 3, Company B) 

Nevertheless, it is expensive to add many features and 

takes a lot of time to develop. Despite the use of ML appli- 

cations with neural networks, all the applications are con- 

sidered to be weak AI (AI that is limited to a narrow task). 

Because of that the company still uses conventional and tra- 

ditional ways in parallel with AI, while they plan to replace 

them over time in the future: 

“We have used this technology started with basic AI … 

using more machine learning and neural networks and 

so on and that has only been around for two years, but it 

was a strategic decision”. (Respondent 5, Company B) 

“It's always a question of cost them money… so that's, 

maybe that's why we use Excel for many processes, 

because it's, it's very easy to set up and when you have 

set up something that works, and you have to pay in 

order to replace it”. (Respondent 4, Company B) 

Another challenge that the developers faced came from 

employees who refused to use the new technologies as they did 

not trust the results or even oppose the change. Although the 

AI works as assistance in most cases and helps with decision 

making, the employees could not accept that a new member 

of the firm that has no experience in their field could improve 

their work significantly: 

“I've got some feedback from people that “you can't 

come here and tell me what to, how to do it. I worked 

here for 20 years with the same thing”. So, they are 

there are scared of me doing their job better, I think”. 

(Respondent 3, Company B) 

Nevertheless, when people start using the applications, they 

misunderstand the AI capabilities. End-users had unrealistic 

expectations of what the model could or should predict, and 

the developers spent many hours explaining what a statisti- 

cal output is and how the model actually make predictions. 

Furthermore, they elaborated on what is possible and what is 

not doable, which took a long time for the end-users to digest 

all these new information and the training process lasted for 

months. 

Last but not least, the data administrator is a straightforward 

process because there are only two roles primarily, one admin- 

istrator who can perform all actions (e.g., write and read), and 

one reader who can only read specific data as part of their 

work. This simplicity in roles and the fact that they do not deal 

with private data in their applications led to the decision to not 

have a dedicated employee responsible for data management. 

To sum up, company B uses AI as a tool for prediction for 

identifying market opportunities and reducing maintenance 

costs. To accomplish this, a small team of AI developers was 

formed, who introduced new technologies and processes with 

data from various vendors. The complexity of the system was 

kept low to prevent high development costs while the end- 

users were introduced to AI capabilities to enable them to trust 

and adopt AI in their daily work. 

4.1.3 Company C 

 
Company C is a firm that identifies itself as climate-con- 

scious, where they assist their customers through digital 

technologies to reduce energy consumption. Their services 
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cover many aspects such as charging devices and heating 

in the home, which is appealing for many people as their 

services assist in saving a considerable amount of money 

every month. Company C realized that there was a big 

gap in the market since energy-producing companies did 

not offer any customized services. Hence, they decided to 

adopt AI practices to build the necessary capabilities to 

create customized applications for each client. A direct 

effect was that customers came with constructive feedback 

driving the firm to become even more efficient and build- 

ing new services that were highly demanded: 

“Every time a customer approaches with a question, 

we take those questions. And let's say a customer just 

comes and says like, I would like to control my water 

boiler at home, and I can't, and I am spending a lot of 

money on this. So, I would like you to improve that.” 

(Respondent 1, Company C) 

Building these AI capabilities though would be impos- 

sible if the company did not follow best development 

practices. In addition, cloud services are used to cover 

areas that the members of the development team have no 

expertise or the time to develop: 

“We would need to build our own data centers, which 

is completely out of our expertise, we would need 

to hire people and know how to distribute the load, 

then you need to secure your data etc.” (Respondent 

1, Company C) 

To ensure robustness, the development team has created 

procedures that covers extensively any AI behavior change 

and when the timeline that these changes are allowed to be 

published, for example, not before a big event, in produc- 

tion to avoid AI failures. AI unit tests are also in place to 

ensure the system's outputs are reliable. To gather the data 

for their AI models, Company C uses APIs from different 

vendors. As previously mentioned, the firm uses private 

data, so a dedicated team was formed to deal with privacy 

issues by introducing procedures during the data transfor- 

mation and data storage phases: 

“We have a team in the company that it's exclusively 

focused on privacy, and how to comply with the reg- 

ulations.” (Respondent 1, Company C) 

Nevertheless, data roles and data management were 

not always in the spotlight as almost all employees could 

access data since the company’s size was small. The 

growth in numbers led to the decision of introducing data 

management roles and restrictions on the data types and 

situations under which employees can access data. This 

was accomplished through data-gates where   employ- 

ees had to ask for permission from the supervisor of the 

system: 

“If they need to access that data, they will need to 

request it from their supervisor for example. And then 

it depends on the type of data that you use, what data 

you get access to, but I would say like data scientists 

and developers usually we get access to basically eve- 

rything because we work on everything.” (Respondent 

1, Company C) 

The AI applications focus on specific needs, which usu- 

ally involve forecasting ancillary services, customer needs 

(AI assistants) and reducing maintenance costs by minimiz- 

ing business risks at the same time. To ensure trustworthi- 

ness and confidence in their provided services, the team 

has implemented ways for explaining AI decisions (XAI) 

which allow customer service employees to communicate 

efficiently with customer requests that involved AI decisions 

or AI suggestions: 

“The machine taking decisions and that the customer 

wondering why the machine took the decision and ask- 

ing support for this. And then we need to tell them 

why the machine took this decision.” (Respondent 1, 

Company C) 

It is worth mentioning that Company C never experienced 

any problems related to AI fear since all employees have a 

good understanding of what AI can offer and how it helps 

them in their everyday lives. Two could be the main reasons 

for that. Firstly, employees have an extensive onboarding 

training process and secondly, people who applied to the 

company are aware that the firm uses extensive AI products; 

thus, work candidates have prior knowledge of AI technol- 

ogy and AI products or are willing to embrace AI. 

4.2 Between Case Analysis 

 
The interviewees talked about how their company trans- 

formed over the years and the necessary steps that were 

taken in order to expand and maintain a competitive advan- 

tage, while minimizing AI risks. In Table 4 there is a sample 

of the grouped observations that are generated based on the 

interviews. 

4.2.1 Procedural 

 
As far as the procedural practices are concerned, all firms 

aimed to build new capabilities using external software. 

Algorithms, trading strategies and machine learning pipe- 

lines are developed by the internal AI teams, using platforms 

from third partners, keeping domain knowledge in house. 

“We try to build all by ourselves. We do not want third 

parties to build what we can because they can use the 

same software for different purposes”. (Respondent 2, 

Company C) 
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Table 4 Nodes and grouped observations (sample) based on the interviews 

Node Observations Code 
 

Procedural Having a backup [offline] AI model is recommended Backup offline ML pipelines 

Use AI platforms mostly for deploying models Build intelligence on top of 

external AI services 

Correct the source data not the cleaning process Data quality sources 

understand concepts not just data Data quality sources 

Create dashboards for monitoring actions and results Enable human—AI interaction 

Create AI products that do one task Create weak AI applications 

Ensemble models to maximize the output Dynamic model selection 

Relational   Onboard training processes AI education for employees 

Operators should understand what the model is (and not) capable of predicting AI education for employees 

Read data from different vendors to increase quality of model Data vendors 

Domain experts take lead of a project to ensure quality of the final product Domain experts lead projects 

Hire external consultants to predict the value of the project or help with specific cloud technolo- 

gies 

AI consultants 

Explain to customers AI decisions Explainable AI 

Structural    Automate operations that take place 24–7 AI Automation 

Repetitive and boring tasks should be automated AI Automation 

AI solutions that focus on a very specific problem perform much better than generalized AI solu- 

tions 

Locus of AI strategy 

Allocate required resources and create plan for AI development Locus of AI strategy 

Access data through intranet for security reasons Intranet data access 

No clear roles who is responsible for data management Data ownership responsibilities 

Data transformation process has been standardized ML pipelines 

 

For all projects, data governance, data quality and data 

security are common elements to ensure quality and secu- 

rity. All firms attempted to fix potential issues in the data 

sources, through data collection corrections and the use of 

APIs, instead of extending their cleaning process: 

“We do not do much cleaning of the data; we are 

focusing on getting it right.” (Respondent 4, Com- 

pany B) 

The evaluation of ML pipelines was a continuous pro- 

cess that took place at different points of the pipeline for 

ensuring robustness and quality. The outcomes of the pipe- 

lines were AI products that are considered to be weak AI, 

executing singular tasks or providing with suggestions for 

decision making (AI assistants). Nevertheless, the end- 

users had to follow the AI suggestions intuitively and use 

their domain knowledge to fill gaps that AI was not capa- 

ble of. In addition, intelligence systems should include 

notification systems, error detection and decision-making 

tools. By doing so, firms measure the credibility of their 

systems and evaluate the performance gained through 

KPIs: 

“We need to always monitor the quality measures and 

always be on our toes and improve that.” (Respond- 

ent 4, Company B) 

4.2.2 Structural 

 
As for the structural practices, AI strategy for current or 

feature development projects seems to be the centre for 

top managers as they need to design products that focus on 

specific needs, while adding business value. Also, manag- 

ers need to allocate the right resources and plan precisely 

as the costs and timelines for AI projects do not follow the 

usual software projects: 

“We need to plan and decide how long it takes, these 

are the resources that we need to do it, and this is 

the plan, and then we will go through a decision.” 

(Respondent 1, Company A) 

Managers had to separate the nice to have features that 

were often requested by either clients or employees. Oth- 

erwise, these requests could delay considerably the project 

and skyrocket the cost of development leading the project’s 

failure. A note of caution is that AI development is usually 

more expensive than traditional software development: 

“It depends on the available resources and time; it 

is really costly to add a lot of AI functionality. We 

would definitely like to have them, but it is not fea- 

sible”. (Respondent 3, Company C) 
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Managers could estimate the for building a pipeline based 

on the project specifications. It is common in AI projects to 

reuse parts of one pipeline for another, which reduces the 

overall development time considerably. At the same time, 

pipelines provide confidence in the quality of the end result 

as the final product is robust, easily maintainable and extend- 

able for new features. 

“We have all kinds of pipeline, for example, usually, 

we have basic, like getting the data as a first step and 

we do some preprocessing. Then we do feature selec- 

tion, building different models, compare the perfor- 

mance etc.”. (Respondent 6, Company A) 

Data management practices consider mostly securing 

data, using secure databases and intranet access, and creat- 

ing a few roles for data access, where usually there are two 

types of roles, (1) developers with full access and (2) end- 

users with access to specific data: 

“There is a there is a shift now. So, if you work with 

data, you will get access to that data ... before every- 

thing was open …, and we needed to implement these 

restrictions.” (Respondent 1, Company C) 

 
4.2.3 Relational 

 
In all cases, domain experts were involved in all develop- 

ment phases for two reasons. Firstly, their domain knowl- 

edge was crucial to the success of the project, and secondly, 

they led the projects as project managers. Also, with the help 

of AI developers they built notifications systems, by declar- 

ing which notifications should be sent via email and which 

should be displayed in dashboards: 

“If something (bad) happens, we get a warning to our 

email. Then we can find the bugs or look more on tools 

and see what happened in there and fix it.” (Respond- 

ent 6, Company A) 

External AI consultants assisted only at the beginning, 

and they were only called on in rare cases when the devel- 

opment team was unsure how to proceed with a particular 

project: 

“We had consultants for cloud services that we weren’t 

familiar with and for some ML optimizations”. 

(Respondent 3, Company B) 

Lastly, establishing an AI culture inside the firm through 

extensive training was not an easy process, especially true 

for the two first cases. Employees did not trust the outcomes, 

sometimes they described the recommendations as naive, 

and most importantly, employees saw AI and automation as 

a way of losing their status and position. This direct threat, 

as they experienced it, was handled by many workshops and 

internal meetings. 

“We explain to them that we are going to help them; 

we're not going to automate them away, and I talked 

quite a lot about this, when I explain sort of what we 

were doing and how it was going to work. So, taking 

away this fear that we were coming from the outside as 

aliens and our work is to identify patterns (basically) it 

helped a lot”. (Respondent 1, Company A) 

What is more, AI teams explained what AI is all about 

and how it works because most employees who started using 

AI as assistant in their decision-making processes misun- 

derstood very often AI’s ability to predict certain patterns 

(especially true when AI models were updated): 

“You need to ensure that model operates in a way that 

the operators understand and they agree with how it 

was developed … allow an operator to make changes 

to the decision, what you often see is that the perfor- 

mance gets much worse.” (Respondent 6, Company A) 

4.2.4 Enablers and inhibitors 

 
Firms encounter various enablers and inhibitors when they 

innovate their business model. One of the main enablers for 

AI governance is unification in the choice of technologies 

and infrastructure because there are different tools for devel- 

oping AI products. For example, Company A had legacy 

code written in different programming languages making 

compatibility among applications an issue. The need to 

unify and standardize the set of used tools was more than 

a necessity: 

“Developers were programming in MATLAB or 

Python, and everyone was doing their own thing”. 

(Respondent 4, Company A) 

Furthermore, it became essential to increase the speed 

of models and scale up because the company increased the 

amount of data while creating new intelligence based on the 

data. These changes were boosting efficiency and employees 

liked automation that lifted the heavy load of the work: 

“One of the big changes and additions that everyone 

started programming, and automating stuff is that we 

went fully on cloud in all our systems, and it ena- 

bled us really be very flexible with our resources”. 

(Respondent 2, Company A) 

AI culture promotes the acceptance of AI, meaning that 

employees use and trust AI. The lack of AI understanding 

could lead to AI phobia, which is a huge inhibitor when 

digital transformation process is in place. Another inhibi- 

tor could be lack of domain knowledge or lack of data for 
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creating business intelligence. On top of that legal regula- 

tions forbid certain uses of AI, for example, the prediction 

of energy prices. 

 
4.2.5 Outcomes 

 
The outcomes were similar in all cases. That could be 

because their desired goals were similar. The need for 

reducing maintenance costs and forecasting energy con- 

sumption were the top priorities since most of the business 

value come from these two outcomes: 

“It is similar in other industries. It is said that they 

are estimating, based on big data, that reduction in 

maintenance costs is about 20%—30%”. (Respondent 

4, Company B) 

Flexibility and robustness were products of the develop- 

ment process as their AI systems have to be able to adapt 

and estimate market trends. As an example is Company C, 

which strives to understand its customers’ habits so it can 

adapt to each one, while at the same time, AI decisions 

should be robust and non-costly for the customer to use: 

“If there is a break, and someone wants to charge 

his car, and then start heating up… in an hour that 

price is high, then the cost would be pretty high… 

the customers is going to be angry.” (Respondent 2, 

Company C) 

This superiority in results, boosts confidence in decisions 

and the potential customer value is high, especially for firms 

that have a more direct relationship with their clients. As a 

result, companies gain a significant competitive advantage 

over the competition as they can reduce the overall product 

cost and provide clients with exceptional services that adopt 

in their specific needs. 

Table 5 shows challenges and recommended actions that 

firms faced and followed collectively in order to achieve 

desired outcomes. 

A proposed model is constructed based on the foregoing 

discussion. Our model (Fig. 1), which includes the struc- 

tural, procedural, and relational components as key compo- 

nents, illustrates the techniques that companies have used 

over the last five years. Enablers include existing AI culture 

and architecture within a company, whereas inhibitors are 

mostly legal constraints, domain challenges, high develop- 

ment costs, and AI-phobia. Companies that seek to use AI 

should ensure that these problems have been examined and 

addressed in advance, since numerous impediments can lead 

to failure and waste of company resources. The model's most 

essential results are a competitive advantage, cost reduction, 

and dependable AI systems, all of which are critical to any 

business's success, particularly in competitive marketplaces. 

5 Discussion 

In this study, we set out to explore the underlying activities 

that comprise an organization’s AI governance. Specifi- 

cally, we built on the prior distinction between structural, 

relational, and procedural dimensions of governance in 

order to understand how organizations are planning around 

their AI deployments. Through a multi-case study of three 

organizations that have been using AI for several years, we 

conducted a series of interviews with key respondents and 

identified a set of activities that were relevant under each 

of the three dimensions, as well as challenges they faced 

during deployments of AI and how they managed to over- 

come them. Our analysis essentially points out the various 

obstacles that AI governance is oriented to overcoming, 

and the mechanisms employed to operationalize them. 

Specifically, we find that the obstacles that are identi- 

fied during the process of deploying AI are observable 

at different phases and concern different job roles. When 

it comes to difficult management responsibilities that a 

business owner must do, AI solutions can always provide 

a variety of responses and probabilities for each of these 

alternatives. However, AI lacks the ability to make deci- 

sions in specific contexts. To make the ultimate decision, 

a business owner or manager must employ intuition to 

reconcile the choices provided by AI (Kar & Kushwaha, 

2021). In addition, they span various levels of analysis, 

from the personal, such as fear of AI and reluctance of 

employees to adopt it, to organizational-level ones, such 

as organizational directives on how to comply with laws 

and regulations. What is more, the study reveals not only 

that AI governance is a multi-faceted issue for organiza- 

tions but that it spans multiple levels, therefore requiring 

a structured approach when it is deployed. In addition, dif- 

ferent concerns emerge at different phases of AI projects, 

so AI governance also encapsulates a temporal angle in its 

formation and deployment. 

The significance of governing AI can be critical in 

attaining digital innovation. The firms we looked at were 

leveraging AI to help them reinvent their operations. 

Instead of having an information collection approach, 

these firms followed an information analysis approach. 

Information analysis refers to the opportunity of develop- 

ing unbiased approaches for evidence-based data analysis 

(Trocin et al., 2021a), where AI can foster digital process 

and service innovation as companies did in this study. 

Also, AI has the potential to foster a digital innovation 

process by developing new and evidence-based approaches 

for data collection (Mariani & Nambisan, 2021). First, it 

enables organizations to modify particular parameters to 

appeal to a wider audience when content is released online, 

and second, it allows them to gather online behavioral 
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Table 5 Challenges, recommended actions and desired outcomes 

Challenges Recommended actions Outcomes 

Development AI cloud is challenging to build Offline recommendation system 

Develop intelligence on top of external 

platforms 

Boost flexibility 

AI development does not follow neces- 

sarily traditional software develop- 

ment 

Prediction techniques vary based on 

sector 

Standardized executable components 

Unify technological tools 

Create shared libraries 

Allow human interaction in high 

uncertainty to prevent high AI bias 

Robustness 

Reduce amount of workload 

Robustness 

Lack of data Choose AI algorithms based on data 

volume and data types 

Generate data from existing data 

Read data from different sources 

Buy data from vendors using APIs 

Boost flexibility 

Robustness 

Lack of domain knowledge by AI 

developers 

Allow domain experts to lead Save money and time 

Robustness 

Employees Misunderstand of AI capabilities AI training to understand what the 

models can do and what cannot do 

 
Employees do not adopt AI AI training to understand how to use 

the new technologies 

Better communication between depart- 

ments 

Easier adoption of AI 

Better communication between depart- 

ments 

Easier adoption of AI 

Employee’s fear losing their position 

because of AI 

 
Different vocabulary for different 

departments 

 

Value Classical optimization tools are still 

better than AI models 

AI training to explain why their exper- 

tise cannot be replaced 

 
AI training to be familiar with differ- 

ent terms and processes 

Create different dashboards for differ- 

ent concepts 

Automate operations that 

1. take place 24–7 

2. there is a 1–1 correlation between 

workload and number of employees 

3. are repetitive and boring document 

code and process 

Better communication between depart- 

ments 

Easier adoption of AI 

Better communication between depart- 

ments 

Easier adoption of AI 

Measure performance 

Save money and time 

Scaling up becomes easier 

Reduce amount of workload 

Hard to predict effort and costs Avoid nice to have features as they 

will delay the whole process con- 

siderable 

use KPIs to quantify performance 

Save money and time 

Scaling up becomes easier 

External environment Giving out knowledge to external 

partners 

 
Distance with third parties can affect 

development 

Develop intelligence on top of external 

platforms instead of using external 

solutions 

Develop internal AI team to speed up 

processes considerably 

Maintain competitive advantage 

 

AI Development is focused on your 

specific problem not to a generic 

solution 

maintain competitive advantage 

Legal constrains and GDPR Create clear data management roles Security 

 
 

data and store it for a set period of time (e.g. one year) in 

accordance with GDPR regulations (Trocin et al., 2021a). 

It is worth mention that emotional intelligence is not part 

of these systems although understanding how people deal 

with emotional challenges is crucial for AI systems to 

emulate human reasoning (Luong et al., 2021). Finally, 

the COVID-19 pandemic has introduced new challenges 

and opportunities for digital transformation and innova- 

tion. For example, the United Kingdom intends to employ 

health information technology and execute proposals for 

a national learning health and care system as a result of 

a serious public health shock. Hence, each UK country's 

digital health and care strategy should be re-evaluated in 

light of the pandemic's lessons (Sheikh et al., 2021). 
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Fig. 1 Proposed model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.1 Research Implications 

 
This study contributes to IS literature. Despite the consider- 

able debate in the scientific community about what is con- 

sidered AI and how companies should incorporate AI in 

their everyday operations, we tried to understand the pro- 

cesses firms use to govern AI. However, not all companies 

have managed to build AI solutions that have had significant 

organizational effects and resulted in added business value. 

In this article, it is argued that although it is important to 

adopt AI, it is equally vital to create the necessary processes 

and mechanisms for developing and aligning AI applica- 

tions with the requirements of the business environment. 

One of the main challenges we identify is that AI govern- 

ance requires continuous adaptation and modification as 

new data emerges or conditions change, for instance how 
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employees perceive AI. Thus, there is a form of ephemer- 

ality which places an increased focus on establishing pro- 

cesses, mechanisms, and structures to ensure that it is func- 

tioning as required and that it aligns well with the goals of 

the organization. 

Furthermore, there is a multitude of angles that a firm 

can approach AI governance; for instance, companies in 

this study tried to create ML pipelines and interactive dash- 

boards, but not all of them had a real focus on explainability 

of the results since they are still in early stages and focus on 

parts that they believe are more urgent. In the industry there 

is a recent article by Microsoft, which focuses primarily on 

the technical aspects of workflow implementation, outlining 

the key phases in the lifecycle of machine learning applica- 

tions (Amershi et al., 2019). Yet, this research concentrates 

on the development challenges and the practical solutions 

a firm could follow to build an AI through solid and effec- 

tive organizational practices. In this sense, AI governance 

in this article is not seen as a process but as a set of impor- 

tant aspects that need to be considered when designing and 

deploying practices and mechanisms, in order to ensure that 

the main challenges are overcome successfully and that AI 

applications are operating as planned. Our proposed model 

suggests that although there are inhibitors and barriers and 

despite the different ways of approaching AI governance, 

it offers positive outcomes, if best practices are followed, 

and this study identified specific procedural, structural and 

relational components that are necessary for achieving this. 

Our exploratory work opens up a discussion about what 

AI governance comprises of, and how it can be dimensioni- 

lized. Furthermore, it explores the link between the chal- 

lenges such governance practices help overcome, and the 

actors and practices they involve. This stream of research is 

particularly important in the value-generation of AI-based 

applications, as it paints a more detailed about how rela- 

tive resources are leveraged in the quest for business value 

(Mikalef et al., 2019). In addition, the work sheds some light 

on the process-view of AI deployments by opening up the 

dialogue about the different phases of AI deployments and 

the unique challenges faced within each of these. 

 
5.2 Practical Implications 

 
Based on the findings, a firm needs to incorporate new 

procedures when adopting AI in order to maintain an 

advantage over the competition and boost efficiency. A 

unified system is required for building AI pipelines, which 

is consistent with the tools that developers use. Hence, the 

system will be more robust as it will be easier to main- 

tain and improve different components of the system. In 

addition, managers should create procedures that employ- 

ees are aware  of and  follow and give clear guidelines; 

otherwise, time and resources might be wasted, which 

could be invested in other projects that would add more 

business value. 

Firms should use AI for automating tasks that are repet- 

itive, which is appreciated by employees since they do not 

want to do monotonous work, but at the same time man- 

agers should have extended conversations with employ- 

ees of other departments ensuring them that AI will not 

replace them (AI education). This could be crucial for the 

company’s internal stability as people might lose trust in 

the leadership, they might leave the company taking their 

expertise with them or resist using new technologies and 

try to undermine the value of AI. 

Lastly, firms can use dashboards as an effective way to 

allow communication between human and machine. Dash- 

boards are a great information management tool that is 

used to track KPIs, metrics, and other essential data points 

relevant to a business. That way the black-box nature of 

models and AI in general can be less problematic because 

the use of data visualizations simplifies complex data sets 

and provides end-users useful information that can affect 

business performance. In other words, humans will be able 

to evaluate results and detect any outliers or anomalies in 

processed data. This in turn facilitates greater transpar- 

ency and a more direct way of revising the models used 

to analyze data. 

 
5.3 Limitations and Future Research 

 
In the current work, we investigate how to govern AI, which 

practices should be adopted and how to minimize AI risks. 

However, there are certain limitations that characterize this 

research. First, the data are collected through interviews with 

companies that do not require extensive use of sensitive data; 

thus, there might be bias in our data or provide an incom- 

plete picture of the entire challenges around relevant prac- 

tices. Second, while we conducted several interviews with 

key employees within the organizations, our data collection 

was based on a snapshot in time and may not accurately 

reflect the complete breadth of practices. Lastly, all cases 

are from the same sector. Hence, generalizability could be 

an issue that should be taken into consideration. 

As future research, it would be interesting to gather more 

empirical data through interviews, from firms that belong to 

different sectors, and theorize the notion of AI governance 

from a positivist perspective, which could be tested with 

empirical data on the antecedents and their effects. It would 

also be beneficial for the field to know which resources firms 

deploy most in order to achieve their organizational goals 

and how they govern these resources to boost their perfor- 

mance, and how AI governance practices impact specific 

types of resources. 
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Appendix 

Interview Guidelines 

Introduction 

1. What is your current role and background in the com- 

pany? 

Business value/organizational context 

1. Could you mention briefly the history behind AI use in 

your company? How long it took you to adopt AI (time- 

line)? 

2. How did (i) the use of AI grow over time, (ii) how did 

the AI team grow over time (iii) how did the value/effec- 

tiveness of AI grow over time? 

3. Are there any changes brought by AI that you did not 

anticipate? 

4. Do you plan to use AI in other aspects of your company? 

5. Do you prioritize reducing risks or potential margin 

profits and why? 

Dealing with Data 

1. Do you deal with Data Privacy? 

1. If yes, how do you do that? 

2. If not, why not? 

2. How do you handle data? 

3. Could you describe the cleaning process? 

4. Do you use cloud services? 

 
1. If yes, then what type of server do you have? 

2. What about external services like Azure? 

 
5. How are your organization’s models audited for secu- 

rity or privacy vulnerabilities? 

6. Do you follow any best practices for Trustworthy AI? 

 
1. If yes, which one? 

2. If not, why not? 

 
7. Which people have access to your AI features? 

Describe the main roles. 

8. Have you established any governance practices? For 

example, have you defined roles and responsibilities? 

9. Who is in charge of the data management and what 

were the requirements for that position? 

10. Have you quantified decision bias in your company’s 

model predictions? 

11. Could you describe the infrastructure of your system? 

 
Control and Technical Aspects 

1. What types of data do you collect? How do you ensure 

to use data and AI algorithms such that they are in line 

with your organizational objectives? 

2. Are there any procedures or processes for managing the 

data you use in your organization (for AI purposes)? 

3. Where is data stored? How is it shared etc.? (In what 

cloud service are data stored?) 

4. Do you specify, monitor and evaluate the (i) behavior 

and (ii) outcomes of your AI systems and potentially 

the combination with human decision-makers? Which 

actions are taken upon this? 

5. Which control processes and mechanisms are in place 

to ensure that AI systems are acting upon your set 

goals? Does this differ depending on the use cases? 

6. What processes do you have to ensure robustness? 

7. Do you develop any kind of internal AI software 

framework? 

8. What development practices do you follow as a team? 

9. Did you try to incorporate external AI software? 

10. What practices have you adopted to ensure scalability? 
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Over the last decade, many organizations worldwide have been assimilating Artificial Intelligence (AI) tech- 

nologies to increase their productivity and attain a competitive advantage. As with any technology, intelligence 

systems come with potential downsides. Despite the efforts to mitigate any negative consequences of AI, busi- 

nesses and employees continue to confront the dilemmas of adopting AI, so it is essential to explore in detail the 

rising concerns around such technologies. In this paper, we used a single case study to investigate the dark 

aspects of AI in a Norwegian energy trading firm. We gathered data through semi-structured interviews and 

secondary data. Specifically, we interviewed AI managers, traders and developers who have worked on 

deploying and using AI tools over the last three years. Our aim is to identify the dark side of AI use in trading, 

how AI trading bots affect the relationship between traders and AI developers and how the firm adjusts to this 

new reality. The findings indicate that negative or unintended consequences of AI can be grouped into three 

clusters related to (1) the nature of the work; (2) conflicts and effects; and (3) responsibility. The paper concludes 

with future research and practical implications that can help organiziations mitigate the negative aspects of AI 

use. 
 

 

1. Introduction 

 
Artificial Intelligence products have the potential to vastly improve 

our professional and personal lives. Firms seek to make the most of AI 

opportunities, but with new opportunities come new challenges and 

risks, constituting a dark side of AI. Challenges include privacy concerns, 

data security, and ethical dilemmas such as staff replacement and AI 

fairness (Wirtz, Weyerer, & Sturm, 2020). There is little understanding 

of the AI challenges confronting the public or private sector, and there is 

no consensus on how to address them in the future (Sun, Li, & Yu, 2022). 

Even though AI research has started focusing on these concerns, few 

studies have dealt with them in depth. Understanding these challenges is 

important because, while the development of AI may be one of the most 

outstanding achievements in human history, it can be a double-edged 

sword. Prominent opinion leaders have voiced their concerns about 

this matter. According to Elon Musk and Stephen Hawking, AI may be 

beneficial in the future, but it may  pose a threat to humanity;  for 

instance, AI might lead to massive job losses or be vastly deployed in 

warfare (CBNC, 2017, 2021). It may drive people to the sidelines or even 

create unanticipated damage; hence, we have to consider what AI means 

for our society and how to mitigate its risks in advance. For example, AI 

might be exploited by unauthorized users, or the AI itself might cause 

substantial financial losses in an instant; thus, the dark side of AI must be 

investigated further. 

In previous studies (Akter, Wamba, Mariani, & Hani, 2021; Li, Liu, 

Mao, Qu, & Chen, 2023), researchers began exploring the potential 

negative consequences of AI and how they can be mitigated by incor- 

porating AI into business analytics (BA) capabilities, specifically 

focusing on data, governance, and training resources. However, there is 

a limited amount of research available on AI in the context of B2B in- 

teractions and its practicality in such scenarios. Rana, Chatterjee, Dwi- 

vedi, and Akter (2021) have noted the scarcity of studies examining the 

impact of data, system quality, and end-user training on competitive- 

ness, both directly and indirectly, when utilizing AI-BA capabilities and 
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considering the potential negative effects associated with AI. Another 

study conducted by Castillo, Canhoto, and Said (2021) demonstrates the 

growing trend of AI technology providing support or even substitution 

for frontline employees (FLEs), resulting in substantial investment in AI 

for automated customer service agents, which has led to one of the 

highest shares of AI investment (USD 4.5 billion worldwide in 2019 

(Castillo et al., 2021)) aiming at automated customer service agents. 

Using conversational agents or chatbots, as well as voice-controlled 

digital assistants (e.g., Alexa), will fundamentally change the nature of 

service interfaces from being predominantly user-driven to being more 

autonomous and technologically driven, even in B2B. However, the 

authors pointed out that value can also be collaboratively co-destroyed 

during the interaction process (Castillo et al., 2021). It is possible that 

the autonomy of AI could result in suboptimal outcomes if the tech- 

nology is adopted in unintended ways or if FLEs act upon biased data. 

The negative effects do not stop there. They might affect innovation 

or the potentional to create superior value as mentioned by Gligor, 

Pillai, and Golgeci (2021) who argue that when relationship bonds are 

reduced, they can lead to adverse B2B outcomes; thus, it is essential to 

examine the negative aspects (dark side) of such relationships. Rai 

(2020) expresses his concern about the power asymmetries in a B2B 

context and he proposes research on explainable AI, while Behera and 

Bala (2023) suggest future research on organizations’ ethical decision- 
making because when decision-making is destructive, it can lead to 

dysfunctional and undesirable behaviours. Gligor and Esmark (2015) 

also conclude that future research is required on how managers should 

establish policies, avoid negative effects and provide guidance to em- 

ployees to help them create and maintain positive relationships. Based 

on the above, we argue that a gap exists on the dark side of AI in a B2B 

context. We build on an in-depth case study of a company that operates 

in the energy sector and has been utilizing AI solutions to improve en- 

ergy trading. This company engages in B2B operations by acting as a 

liaison between energy producers and industrial customers. 

Based on the above discussion, the study’s research objectives are as 
follows. First, we aim to identify the negative aspects of AI usage in a 

B2B context. As a large proportion of organizations that are deploying AI 

within a B2B context, it is important to understand the potential nega- 

tive or unintenteded consequences that may emerge. Second, adopting 

an inward view, we aim to understand how the deployment of AI in- 

fluences the relationships between different key stakeholders within the 

organizational boundaries. As AI has introduced significant changes in 

the structuring and organizing of the company, it is important to un- 

derstand how the relationships between groups of employees have 

shifted. Lastly, we examine the adaptation of specific employee cate- 

gories, like traders, to the emerging landscape and its impact on their job 

perceptions and objectives, aiming to understand the dynamics between 

traders and AI developers influenced by AI and to assess the adjustment 

of AI traders in this novel context and we give future research directions 

based on the themes we came up with. 

Based on our findings, we are able to shed light on managers’ actions, 

traders’ reactions, and the relationships between AI developers and 
traders. Our findings indicate that from an organizational perspective, a 
cultural shift towards AI use and AI training were among the new pro- 

cedures and policies managers implemented to minimize complaints and 

fears about AI replacement and potential errors while managers tried to 

maximize profits. We also found that traders adapt to their new roles and 

responsibilities by becoming hybrids between traders and AI supervi- 

sors. Traders had miXed feelings about using an AI system that replaced 

a great deal of their work, while AI developers felt pressure to show real 

results and assist traders in their new role. Finally, AI developers worked 

hard to maintain good relationships throughout departments since they 

did not want their colleagues to blame them for losing part of their work. 

The paper is structured as follows: Section 2 presents the theoretical 

background and discusses the application of AI in B2B and its potential 

negative aspects. Section 3 outlines the data collection and analysis 

methodologies employed. In Section 4, the findings from the data 

analysis are presented. Finally, Section 5 concludes the study with a 

discussion of the results, their interpretation, evaluation, and the limi- 

tations of the research. 

2. Theoretical background 

 
Our inquiry into AI begins with a definition of intelligence in the 

human context, which is defined as a person’s ability to learn, cope with 

new situations, grasp and handle complicated concepts, and impact 

one’s surroundings through knowledge (Demlehner & Laumer, 2020) or 

as the ability to perceive and interpret information, transform that in- 

formation into knowledge, and then apply that knowledge to goal- 

directed activities (Paschen, Wilson, & Ferreira, 2020). Consequently, 

perceiving one’s environment, problem solving, reasoning, learning, 

memory, and acting to achieve goals are only a few of the tasks that 

contribute to good intelligence adaptation. AI can be defined as a system 

capable of interpreting external data, learning from such data, and using 

it to achieve specific goals and tasks through flexible adaption (Enholm, 

Papagiannidis, Mikalef, & Krogstie, 2021). Real-life instances include 

the implementation of automation bots to alleviate workloads, the uti- 

lization of AI for content creation in marketing, and the application of AI 

to personalize experiences and satisfy individual customer needs. The 

B2B marketing ecosystems have witnessed the impact of AI automation 

and AI products, which offer diverse applications in industry (Stone 

et al., 2020). For example, B2B marketing companies consider AI pre- 

dictions of customer purchase behaviour to be one of the most signifi- 

cant parts of increasing revenues (Moradi & Dass, 2022; Paschen et al., 

2020). 

With AI omnipresent in everything from smartphones to household 

finances to law and justice systems (ethical AI robots), both the public 

and businesses need to understand that although AI technologies 

indisputably offer a lot of advantages, disadvantages exist too (Van- 

derelst & Winfield, 2018). One disadvantage of AI-based technologies in 

a business environment is the requirement to involve clients in the 

customer service process, which increases complexity and, eventually, 

increases the chance of failure. Customers may become irritated and 

frustrated after spending a lot of time and effort during an interaction 

when co-created services fail to meet customer expectations, since AI 

chatbots lack the human intervention that plays a significant role in 

configuring   costumers’ needs   and   maximizing   their   satisfaction 
(Grönroos & Voima, 2013). To extend this, based on the work of Plé and 

Cáceres  (2010),  value  decreases  when  differences  exist  in  resources, 

practices, or AI agents’ activities and services. Camilleri and Neuhofer 

(2017) discovered numerous value formations in their work about the 

tourism industry. To be more precise, they discovered that value could 

be co-created and co-recovered, and co-reduced and co-destroyed in a 

sharing economy context. In addition, recent research by Grundner and 

Neuhofer (2021) has highlighted the potential drawbacks of AI, 

encompassing areas such as job displacement, privacy risks, machine 

ethics, security concerns, and negative developments in superintelli- 

gence systems. 

Other concerns or drawbacks are customer data privacy and security, 

a possible decline in social interactions among end users during their 

experiences, and technological limitations, which may dissatisfy both 

customers and employees. There may even be implications associated 

with different business settings and their capacity to establish trust and 

guarantee that each transaction is tamper-proof (Risius & Spohrer, 

2017) as research suggests that trust builds close relationships among 

B2B participants that are mutually beneficial (Gligor & Holcomb, 2013). 

B2B relationships that suffer from diminished relationship bonds lead to 

a lack of innovation or inferior value creation (Gligor & Esmark, 2015). 

By analyzing big data, for example, firms can better understand their 

B2B partners and anticipate their needs and behaviours (Hallikainen, 

Savimäki, & Laukkanen, 2020) but it lets firms rely less on information 

obtained from their partners and eventually they might neglect them. 

That implies that if a firm loses sight of the importance of managing B2B 
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relationships, it may experience erosion in the quality of its relation- 

ships, which can eventually lead to adverse outcomes (Gligor et al., 

2021). 

2.1. AI use in B2B marketing 

 
AI use and adoption in B2B marketing is driven by two primary 

motivators (Keegan, Canhoto, & Yen, 2022). The first motivator is the 

fact that AI is capable of handling large datasets and identifying new 

patterns in data, which can be used to generate new insights (Cortez & 

Johnston, 2017), increase efficiency (Bag, Gupta, Kumar, & Sivarajah, 

2021) and enhance decision making (Borges, Laurindo, Spínola, Gon- 

çalves, & Mattos, 2021). This illustrates how AI technology improves 

marketing campaigns’ effectiveness, improving the firm’s performance 

(Liu, 2020). For instance, AI is transforming B2B marketing by solving 

issues in the labour intensity of data collection, management and anal- 

ysis by creating better customer insights and enhancing and personal- 

izing customer experience (Kim, Kim, Kwak, & Lee, 2022). The second 

motivator is the alleged cost reductions that AI technologies may bring 

(Keegan, Canhoto, & Yen, 2022) and the fact that AI is meant to be 

quicker and less prone to errors than humans (Davenport, Guha, Grewal, 

& Bressgott, 2020). Even the most basic AI system, however, needs a 

substantial upfront investment, a lot of computing power, access to 

several datasets, and regular upgrades. It is vital to emphasize that in- 

dustrial AI is currently being developed in a conventional B2B setting 

and it is a transitory endeavour. As part of the design, development, and 

implementation of such technological  solutions, businesses need to 

interact with customer companies and hire, temporarily at least, 

consulting firms and IT suppliers (Li, Peng, Xing, Zhang, & Zhang, 

2021). As a consequence, partners and stakeholders, from many parties 

with varying interests and requirements, collaborate to produce value. 

In order to produce value through collaboration, B2B marketing 

operations often involve agencies, which are specialized third-party 

marketing firms responsible for adapting a company’s marketing mes- 
sage to target other companies (Huang & Rust, 2018). These agencies 

possess extensive knowledge about effectively reaching decision-makers 

for high-priced products and services, while B2B marketing ecosystems 

have seen major changes in the last decade due to the introduction of 

new technologies and process automation (Saura, Ribeiro-Soriano, & 

Palacios-Marqués,  2021).  Among  these  changes,  the  utilization  of  AI 

techniques and software has emerged as one of the most notable ad- 

vancements, aiming to increase efficiency and optimization and 

streamline processes through the implementation of intelligent agents or 

systems (Saura et al., 2021). What is more, B2B marketing teams 

recognize the importance of meeting their customers’ evolving needs 

and integrating customization into the sales process to add value. For 

that reason, many businesses rely on mass customization for marketing 

purposes to increase product variety, and through that customer satis- 

faction, without increasing costs (Kamis, Koufaris, & Stern, 2008). To 

accomplish this, they leverage AI systems in advanced manufacturing 

with the primary goal of economic growth, leading to technological 

advancements and greater competitiveness in both local and interna- 

tional markets (Chen, 2017). To take advantage of mass customization 

though, manufacturing processes should embrace digital production and 

adopt AI systems (Moradi & Dass, 2022). 

2.2. Industrial AI in B2B 

 
Past research (Ives, Palese, & Rodriguez, 2016) indicates that AI has 

led to more profound adjustments and transformations to industrial 

organizations than earlier digital and technological innovations. In- 

dustrial AI is referred to as a broad spectrum of enterprise activities 

utilizing machine and deep learning (Li et al., 2021). In general, it refers 

to AI technology utilized to solve issues related to complex industrial 

operations, collaborations, and marketing activities. For example, net- 

works have to swiftly respond to abnormalities and adjust to shifting 

traffic in order to sustain excellent operations (Kromkowski et al., 2019). 

AI is being used by telecommunications companies to monitor and 

enhance their networks and give the best performance to their con- 

sumers (Liang, Li, Long, Kui, & Zomaya, 2019). Another example would 

be in the sector of oil, gas, and energy due to safety and environmental 

concerns. Energy firms are now able to boost their efficiency without 

raising prices thanks to AI advancements (Ahl et al., 2020). This includes 

applications such as image processing for identifying maintenance re- 

quirements and predictive models for energy demands (Pradhan, Ghose, 

& Shabbiruddin, 2020). 

Furthermore, a recent analysis by MIT (2018) highlights the crucial 

role of AI technology in enhancing business and professional service 

outcomes. The combination of AI and big data may assist B2B organi- 

zations in discovering and using vital information and expertise leading 

to a competitive advantage (Li et al., 2021; Paschen, Paschen, Pala, & 

Kietzmann, 2021). Furthermore, B2B marketers should focus on both 

consumers and people who make purchasing choices because both 

customers and those who make the purchases play a significant role in 

B2B marketing. It is envisaged that adding AI processes would result in 

even greater marketing efficiency through personalization (Abrell, 

Pihlajamaa, Kanto, Vom Brocke, & Uebernickel, 2016; Li et al., 2021) 

because it is critical to understand supplier and customer firms’ re- 
quirements to properly create and apply industrial AI in B2B marketing 

(Wang, Ma, Zhang, Gao, & Wu, 2018). AI can aid marketers in gathering 

important information from consumers, retaining existing customers, 

and increasing customer satisfaction (Meire, Ballings, & Van den Poel, 

2017), while assisting B2B managers to acquire more accurate customer- 

related innovation for retaining existing clients and exploring new op- 

portunities to attract new customers (Han et al., 2021). 

What is more, AI is rapidly being used to improve B2B market per- 

formance by speeding up decision-making processes. While this phe- 

nomenon has been widely embraced in the B2B sector, little academic 

research has been conducted on it in the context of industrial market- 

places (Dwivedi & Wang, 2022). That means there is a research gap that 

could be filled and offer illumination about customers’ or competitors’ 
habits and decisions, helping firms to improve their products and ser- 

vices. The majority of AI research focuses on consumer marketing at the 

moment, but industrial data is rarely evaluated to solve challenges such 

as organizational behaviour, product innovation, supply chain man- 

agement, and B2B customer relationship management (Davenport et al., 

2020). Besides the B2B marketing ecosystem changes, estimating the net 

client lifetime value (Chan & Ip, 2011) is considered critical, especially 

for digital marketing B2B companies. One of the most tried and tested 

B2B marketing tactics is personal selling, because it focuses on face-to- 

face networking and contacts to close purchases. This is the least scal- 

able approach to promoting your firm to other businesses, but it has the 

highest conversion rate. AI, in this matter, helps firms make better de- 

cisions and create more effective content since firms may conduct tar- 

geted marketing operations, resulting in increased ROI, due to the 

benefits of understanding the audience better. 

Simultaneously, firms attempt to maximize profit and other quanti- 

tative indicators like inventory investment and storage capacity (Chen & 

Chen, 2008). Data mining techniques are known to have influenced the 

development of intelligent systems that help the marketing strategy 

process  (Martínez-López  &  Casillas,  2013).  The  objective  is  to  aid 

managers in dealing with ambiguity and uncertainty while providing 

sensible marketing strategy guidance (Li, 2000). As a result of these AI 

encounters, B2B marketing businesses may learn from them and adjust 

their views and strategy accordingly (Cruz, 2009). Consequently, in the 

last decade, AI applications have been introduced for trading purposes 

in B2B marketing businesses. Businesses that leverage data to make 

better, faster, and more accurate trade decisions have a competitive 

advantage. Organizational digital networks generate a significant vol- 

ume of data and have immense value for enterprises. For instance, 

important commercial events, natural disasters, athletic events, political 

crises, or just popular topics tend to increase messaging activity in 
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networks by creating large amounts of social media data. These types of 

network activities are crucial for trading in B2B marketing environments 

since the increase in communication might be a sign of a broader 

problem, and it can be documented and researched to identify mean- 

ingful trends and patterns (Candi, Roberts, Marion, & Barczak, 2018). To 

be more specific, data stored in structured and unstructured databases, 

when combined with other real-time data streams (feeds from social 

media or sensors), may assist management and stakeholders in under- 

standing the severity and intensity of an unfolding crisis. 

Such data is usually stored or produced from outside sources. 

EXternal data may be classified into two types. The first category consists 

of data that is directly linked to organizations, such as online social 

media content and mobile devices. The volume of data collected from 

professional and personal contacts (such as social media and cellphone 

data) is concerning since AI can discover personalized patterns, which 

threatens individual privacy. The second type of data is not directly 

related to an organization but can impact its performance. Collecting 

socio-cultural data, for example, can assist in enhancing corporate op- 

erations by making judgments that are more in line with contemporary 

cultural developments (Farrokhi, Shirazi, Hajli, & Tajvidi, 2020); thus, 

customer knowledge, user knowledge, and external market information 

are all key components of the knowledge management process and are 

accountable for the development of B2B marketing knowledge (Abu- 

bakar, Elrehail, Alatailat, & Elçi, 2019) contributing to the accumulation 

of big data. 

Big data proves valuable in extracting critical information from 

structured and unstructured data inputs, such as web browsing behav- 

iour, demographic characteristics, and purchase trends, and delivering 

relevant consumer knowledge for rational decision-making. With big 

data, B2B marketing firms could build models that generate new content 

and target the right audience with the right content. Customers will be 

happier since they will find what they need according to their needs. 

That means user knowledge is required for the creation of new products 

and method innovation and improvement (Bag et al., 2021). B2B mar- 

keting firms need to have a thorough awareness of the external market to 

stay ahead of the competition. By analyzing unstructured data such as 

news, social media content, and specialized external sources, AI may 

help B2B marketers improve analytic and decision-making abilities, and 

promote creativity (Paschen, Kietzmann, & Kietzmann, 2019). Hence, 

knowledge management and decision-making styles are critical for 

corporate success in the digital age (Bag et al., 2021). As a result, B2B 

organizations can utilize AI to turn enormous amounts of data into 

knowledge and, ultimately, expertise to develop efficient sales plans and 

tactics. 

2.3. AI use in B2B marketing and its dark side 

 
Limited research has been conducted to better understand the pro- 

cesses behind the dark side of B2B relationships and find solutions to 

minimize their negative effects (Sharma, Kingshott, Leung, & Malik, 

2022). From an organizational standpoint, a company’s reputation and 
overall profit are likely to be impacted by the launch of AI-enabled 

goods. The effect of the impact, positive or negative, is determined 

based on the success of the system. For instance, the effectiveness of AI- 

enabled chatbots affects how satisfied customers are (Ashfaq, Yun, Yu, & 

Loureiro, 2020). Chatbots that are unable to offer the requested infor- 

mation would have a negative impact on customer satisfaction, meaning 

that customers will distrust chatbots if they do not perform as well as 

they are expected to; thus, customers will not trust the sellers or the 

businesses who use AI as a result (Yen & Chiang, 2021). Furthermore, 

because AI is still a relatively new technology, firms frequently miss the 

opportunity to address the question of how AI plans will affect the 

human workforce. The most common fear of AI is the fact that people 

might lose their current positions and be unemployed due to the tech- 

nological advances in AI (Li & Huang, 2020). The argument has merit 

since AI can do massive tasks in parallel to reduce costs and improve 

performance, especially for B2B that operate a type of AI-CRM (Chat- 

terjee, Rana, Tamilmani, & Sharma, 2021). Because of that, employees 

fear being replaced and cannot realize how to coexist with AI, leading 

them to reject the idea of embracing AI in their everyday work. 

From a social standpoint, AI has negative repercussions, ranging 

from data security concerns to ethical dilemmas (Boyd & Wilson, 2017). 

The issues involve AI legislation, regulations, bias, and fairness. Mikalef, 

Conboy,  Lundström,  and  Popovič  (2022)  connect  the  responsible  AI’s 

aspects with the dark side of AI. One of the most common aspects is 

fairness and bias, which could have a huge social impact; therefore, 

these potential issues provide difficulties for AI governance at the social 

level. Consequently, many studies on fairness and bias concentrate on 

various choices, such as HR recruiting, budget distribution, or a set of 

medical testing (Mikalef et al., 2022). This focus could be justified due to 

the fact that a business cannot afford to ruin its position in the market 

since the risk of using AI could be high in some cases. AI risk assessment 

needs to be part of a larger business risk management framework that 

incorporates regulatory, financial, credit, and information technology 

challenges, because AI risk assessment procedures will not be ad hoc if 

an organizational risk management framework is implemented 

throughout the whole firm, i.e., there will be a continuous plan enforced 

with  management-approved  regulations  (Barta  &  Görcsi,  2021).  This 

signifies that data governance and safety measurements could not be 

ignored since these can prevent the negative consequences of the dark 

side of AI (Cheng, Su, Luo, Benitez, & Cai, 2021; Mikalef et al., 2022). 

Another aspect of the dark side relates specifically to AI trading. 

Professional investors can trade financial assets in secret and anony- 

mously by utilizing dark liquidity pools (or dark pools). Dark pools 

enable investors to conceal their market moves from rival traders by not 

releasing pre-trade information such as pricing, volumes, and the 

number of open orders. However, dark pools may potentially jeopardize 

financial markets’ informational efficiency and the fair pricing of se- 

curities by preventing pre-trade information from being available to all 

market participants (Lagna & Lenglet, 2020). This dichotomy, which 

characterizes dark pools, raises an important question about how dark 

liquidity providers can persuade investors that trading in the dark is 

secure. In addition, there are legal concerns when dealing with AI. These 

concerns intersect with ethical considerations as there are many who 

expressed their views on the ethical aspect of AI. Using the proprietary 

trading sector as an example, emerging threats to the safe use of existing 

legal concepts of market abuse in dealing with misconduct by more 

autonomous AI trading bots should be examined. Autonomous AI 

trading has the potential to exhibit unparalleled flexibility and develop 

capabilities that human specialists can only aspire to. Because of self- 

learning, AI traders may operate in unexpected ways though, for both 

good and evil. Various ethical and legal issues emerge when dealing with 

accountability issues for algorithmic misbehaviour. AI’s misbehaviour, 

for example, might someday undercut current market abuse restrictions 

(Azzutti, Ringe, & Stiehl, 2022). As a result, it is difficult to determine 

who is truly responsible and allocate responsibility for decisions that 

could be taken automatically by the AI or in combination with a human 

agent. 

3. Methodology 

 
Through case studies, complex issues in their real-life contexts can be 

explored thoroughly and in a multifaceted way (Rashid, Rashid, War- 

raich, Sabir, & Waseem, 2019). Many fields, such as business, law, and 

social sciences, recognize the value of the case study approach. More- 

over, case analysis can be very helpful for gaining a more in-depth un- 

derstanding of an issue, event or phenomenon in its natural setting. As a 

research strategy, a case study has traditionally been viewed as lacking 

rigour and objectivity compared to other kinds of social research (Gib- 

bert, Ruigrok, & Wicki, 2008). This is a major reason for carefully 

justifying the process of designing and implementing a research study. 

Despite this skepticism about case studies, they are widely used because 
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they can offer insights that might not otherwise be available (Yin, 1981). 

Moreover, case studies are frequently used to develop more structured 

instruments that make surveys and experiments possible in the pre- 

liminary, exploratory stages of a research project. Case studies provide 

useful information for contemporary events when the relevant behav- 

iour cannot be manipulated. As a rule, case study research draws its 

evidence from diverse sources, including documents, artefacts, in- 

terviews, and observations. Rashid et al. (2019) suggest interviews for 

refining theories or understanding phenomena. By analyzing these data, 

users can gain new insights that are useful for explaining similar situa- 

tions (Oates, 2005). 

A qualitative methodology is chosen for our case study because it 

allows for flexibility in our case study and encourages discussion, which 

can be used to comprehend and explain the research goal (Michael, 

1997), as it includes key respondents’ experiences, beliefs, and attitudes 
through semi-structured interviews (Wynn Jr & Williams, 2012). 

Consequently, for the purposes of this work we used interviews com- 

bined with secondary data, including reports and internal documents, in 

order to supplement our data and validate our findings. We analyzed the 

comments and observations from different transcripts to discover com- 

mon themes and patterns representing the dark side of AI trading. 

Another reason for using axial coding (Charmaz, 2014) is to group the 

comments and observations, which allowed for better interpretations 

due to the employees’ ability to refer to the same concept using similar 
terminology based on their technical knowledge, experience, and posi- 

tion in the company. To ensure high confidence levels, the researchers 

examined reports, public information, and presentations related to this 

research that focused on the dark side of AI trading. 

3.1. Case context and data collection 

 
For this particular study, a Norwegian company working in the 

power industry has been chosen. The company is a midsize enterprise 

(around 500 employees) and has been in operation for 65 years. There 

are three main criteria that make this company suitable for this case 

study. Firstly, according to the Global Economic Forum’s 2019 Global 

Competitiveness Report organizations, Scandinavian countries have a 

high level of ICT adoption. Secondly, the majority of individuals have 

strong digital skills, making them well-equipped for digital trans- 

formation. Thirdly, the company’s vision and plan for developing, 
expanding and using AI into its B2B marketing practices in order to 

maintain a competitive advantage over its competitors. To be more 

specific, AI is used for buying and selling energy, and the company ad- 

vertises these AI driven activities. Furthermore, the company uses AI to 

place itself in the market as a strategic partner, while at the same time 

the company uses AI for ensuring efficiency and low energy prices. 

As part of an interview design, a total of fourteen interviews were 

conducted. Each participant was questioned for an average of 45 min, 

allowing them to convey their understanding in their own words and 

based on their own ideas on specific subjects. To comprehensively 

explore the dark side of AI trading, input was sought from both the 

trading and AI departments. The involvement of both departments was 

crucial to gain a comprehensive understanding and obtain insights into 

their perspectives regarding the dark side of AI trading. For this reason, 

the guideline questions were divided into three sections. The first part 

dealt with how they used to do their trading activities without AI, 

including the aspects of time management and the effort they had to put 

in to accomplish the initial business goals. The second part focused on 

the use of AI in trading and how it affected them personally and as a 

department, while we were trying to identify the various aspects of the 

interaction between human and machine. The last part targeted the 

negative aspects that might occur because of the use of AI in trading. 

Mostly, we investigate the fears and concerns of the employees and the 

expectations they had from the use of AI in their everyday work. What is 

more, during the interviews, we try to find any tensions between de- 

partments because of the development of AI, to be more specific, 

between AI developers and AI traders. Table 1 presents an overview of 

the participants and their respective roles within the organization. 

In our case, traders do not necessarily adhere to the strict definition 

of a trader, thus it is important to note their activities and contribution to 

the company. To be more precise, while some AI traders have a back- 

ground in computer science and finances, others do not. The company’s 
strategy was to follow a quantitative approach from the beginning and 

this was reflected in the hiring process, where they prefer candidates 

with knowledge in computer science and finances. Traders’ everyday 

activities primarily involve selling power, forecasting energy con- 

sumption, and keeping an eye on AI decisions. They also assist, or at 

least have assisted in the past, with the development of the AI trading 

system as a side task because their skills and knowledge were needed to 

evaluate AI and calibrate the data utilized for developing AI. Addition- 

ally, traders offered the AI team insightful comments on the outcomes of 

the AI while suggesting features and methods for testing the capabilities 

of the AI system. 

 
3.2. Data analysis 

 
We analyze content from the interviews employing a narrative 

analysis process because the experiences and stories shared by em- 

ployees are used to answer the research questions. Our analysis is 

inductive in nature, as we gather our data (interviews, reports, etc.) and 

we came up with the general conclusions based on these data. The 

transcripts that were generated were imported into the software NVivo. 

During the analysis, we utilize an axial coding process as it involves 

relating data together to uncover codes, categories, and subcategories 

encapsulated in the voices of participants (Michael, 1997). Essentially, 

axial coding is a method of constructing links between data and it is used 

to enhance the depth and structure of existing categories. According to 

Charmaz (2006), axial coding aims to reassemble data and is a step that 

follows open coding. In our case, there are four groups of nodes corre- 

sponding to societal, organizational, interpersonal and individual en- 

tities (Ragins & Sundstrom, 1989). We also draw upon the work of 

Linstead,  Maréchal,  and  Griffin  (2014),  who  describe  a  longitudinal 

resource development model of power in organizations and the dark side 

of organizational behaviour, including the concept of organizational 

misbehaviour. To elaborate further, the leadership and expertise that 

individuals bring to a position within an organization are the emphasis 

on the individual level. The interpersonal analysis focuses on the con- 

nections between people in light of their roles within the organization, 

while the analysis of organizational nodes focuses on selection and 

promotion methods. The social level focuses on the development of roles 

and expectations throughout society as a whole. The analysis (Table 2) 

can be perceived as a system with four nodes in which each node in- 

teracts with the others, creating interconnectedness. Actions taken at 

any node have the potential to impact and be influenced by events at 

other nodes. Table 2 presents the observations we generated, the themes 

 
Table 1 

Respondents’ stats.  
 

Respondent ID Role Years in company 

R1 Quality control AI manager 5 

R2 ML Engineer 4 

R3 Trade AI Manager 5 

R4 Chief AI Officer 5 

R5 ML Engineer 3 

R6 ML Engineer 4 

R7 ML Engineer 4 

R8 AI Trader 3 

R9 Data Scientist 4 

R10 Trade AI Manager 5 

R11 Data Scientist 4 

R12 AI Trader 3 

R13 AI Trader 3 

R14 Data Scientist 16 
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Table 2 

Themes, observations, and nodes for the dark side of AI trading.  

Themes Observations Nodes 
 

 

Nature of work Deskilling Individual 

AI false expectations Organizational 

Unemployment Social & environmental 

Mobilize human capital Organizational 

Losing interest in work Individual 

Hacking attempts Organizational / Social & 

“We have done some tests on whether we can improve inflow fore- 

casting to hydropower…but the tests that we have done so far gave 

negative results on the horizons we wanted.” 

(R3) 

Since the company decided to develop the software, they had the 

opportunity to maximize AI outputs as they did not use a generic AI 

software that provides outputs for unspecific goals. That was a double 

edged sword as the small AI team could make fatal mistakes because AI 

Responsibility Lack of AI decision environmental models failed to show adaptation when unexpected weather conditions 
Organizational 

explainability 

Absence of AI accountability Organizational / 

applied. 

“We optimize AI for our company, which I am quite sure is the reason 

 

Conflicts and 

effects 

 
Manipulating the market 

Portfolio risks 

Enforce patterns / 

overconsumption 

Conflict of interest between 

managers and traders 

Interpersonal 

Social & environmental 

Individual 

Social & environmental 

Interpersonal 

why we were the ‘best’. We worked closely with the domain experts, 

who could help us evaluate our systems in the best possible way. 

Recently (though) we failed…we forecast for wind parks…but we 

did not understand how poorly the model worked…So it took time 

until we realized that something is very wrong here and we have a 

very high cost of it.” (R4) 
Sell overseas / lack of energy Social & environmental 

Conflicts among AI developers 

and traders 

Conflicts among AI traders and 

non AI traders 

Interpersonal 

Interpersonal 

“We observe things the system is not aware of. Like the icing con- 

ditions on the wind farm and if there is any change in the way the 
company is operating the windmills. For example, the company have 

implemented a new software…and the AI models did not know that. 

formed by grouping these observations, along with the corresponding 

nodes. 

4. Findings 

 
The interviewees discussed the negative aspects of AI with respect to 

trading. In particular, they provided their views about the use of AI in 

their daily work and what the future holds for them as a result of the 

continued evolution of AI capabilities. The findings provided a range of 

contrasting views in terms of the existing and potential benefits but are 

wary about the potential consequences for their careers if AI becomes 

mainstream. 

4.1. Nature of work 

 
To begin with, employees had high expectations of AI technologies 

but like any technology or software there were many times when things 

could have worked better during production time. 

“When it goes to production, things will go wrong, mostly because 

some data is missing or incorrect… (that is why) we always have 

mechanisms, like fallbacks and manual mechanisms to correct 

things…so the system did not produce the value that we expected.” 

(R1) 

AI might fail in different ways, such as adding business value or 

giving unexpected results. 

“Many organizations face the problem of getting things into pro- 

duction…they do some experiments and develop some prototypes 

but AI is not adopted and used…(personally) I was expecting that AI 

would be more profitable.” 

(R1) 

“We tried to gather different projects that we thought AI would give 

some value to us. Then we started with the easier ones and the ones 

that we believe would give financial gain, but not all of them were 

successful.” 

(R2) 

Similarly respondent 3 stated: 

Meaning that the models did not learn from the new data.” 
(R14) 

Due to intraday trading, i.e. selling and buying on the same trading 

day, traders do less manual trading and instead tend to rely on high 

speed AI agents. Consequently, traders lose their competence, and des- 

killing will be a challenge in the upcoming years since the traders will do 

less and less trading, transforming the nature of work. 

“You cannot have people doing this manually because the good bits, 

they just vanish before you see them, maybe before even they get to 

your screen. So you need algo-traders.” 

(R4) 

Respondents R3 and R13 reinforced that statement: 

“We are on the dashboard, we have tried to focus on some key 

values…So that is sort of daily monitoring.” 

(R3) 

“We have 24/7 operators that are sitting at the production central… 

(monitoring) processes or predictions.” 

(R13) 

As a result, traders do not necessarily become better by learning 

through AI. 

“I think maybe it is almost the other way around; they see behaviours 

that maybe they did not expect. They analyse it a little bit, and they 

use them to improve the algorithm itself, instead of themselves 

becoming better traders.” 

(R8) 

Meanwhile, the company aimed to make the transition from manual 

to automatic trading smoothly. Traders are still in use as their expertise 

is required to develop these systems since AI developers are unlikely to 

be experts in the field. Therefore, the board decided to use AI to do the 

heavy lifting and manual trading is still on to counter the feeling of being 

replaced. AI brings this tension to a point where, in the best-case sce- 

nario, employees are transferred to another position within the company 

or, in the worst-case scenario, lose their jobs and have to find new ones 

in a market being taken over by technology. 

“You could expect because we automate…people will become 

jobless…We need to automate and then you should automate in the 

best possible manner. And that is about doing it.” 
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(R4) 

However, that will not be the case in the near future. Most trade 

interactions today occur within a split second, so keeping up with the 

pace is essential. Currently, transactions occur almost every hour in the 

energy market, but this will likely change drastically soon. 

“We will switch from our hourly production times to quarterly. So 

that way, every 15 minutes, there is going to be products that you can 

trade on…It is not easy to monitor and manage, and do all of these 

things, because you need people that have high education, and 

experience as well.” 

(R8) 

Respondent 10 stated: 

“In my mind, we should do it as much automatically as possible. So 

the operators are not using that much time taking manual decisions, 

and of course, I would prefer that we use AI for the most part.” 

(R10) 

Respondent 13 expressed his concerns regarding the potential 

downsizing of positions as a result of AI: 

“I believe some jobs might be changing based on how AI is being 

used. It might reduce some of the positions due to being more effi- 
cient, but at the same time, it might need to be watched a bit. So it 

will be a change for someone.” 
(R13) 

It is worth noting that a trader who had previously worked in a 

similar role in another firm, in the same industry, mentioned that AI 

technology was not well received there, and most traders resisted 

changing. Their resistance was due to facts or patterns they observed in 

the market that AI models did not consider highly important; thus, 

traders were very skeptical, if not against the use of a system that did not 

incorporate what they believed was important. 

“When we argued with other traders about which trade they should 

perform, they might say ‘Oh, yeah, but even though the expected 

price is higher than the market price, we should not buy now because 

the price has gone down the last five days’. So they argue that the 

trend of the market was very important, whereas our backtests did 

not support this. So although we were closer to the price due to our 

distribution model, they had arguments against it based on more 

short-term things that they observe in the market.” 
(R12) 

Their primary concern was that AI would certainly replace their 

work, and eventually, they would lose their jobs since AI could do 

exactly what they do now, if not better. The issue was addressed through 

workshop sessions. Employees were trained and educated on AI 

throughout the entire development process, allowing them to under- 

stand, at least, how AI works, how traders will use it, and why it was 

adopted. Last but not least, the AI team built models for other com- 

panies. The obvious benefit is revenue, but there might be some prob- 

lems. For example, if the models fail to predict accurately even for a 

short period of time, energy prices will rise. The effect may be more 

severe in northern European countries with more prolonged and colder 

winters. 

“Short notices on production emergency requirements and incorrect 

estimations of supply and demand will lead to bad reputation and 

high prices for consumers.” 

(R12) 

Therefore, companies need to utilize AI to replace manual trading, 

and hence the role of human traders will be reduced or marginalized. In 

this case, the company shifted traders to another department and set up 

a monitoring room where traders monitor patterns and detect any 

anomalies that may occur. This provided an opportunity for traders to 

explore the market and discover new patterns because they did not have 

to conduct as much trading as they had in the past while developing new 

talents. 

“There will have to be much more back and forth between the 

trading desk and various developers to ensure that we really have 

good enough monitoring tools and good enough systems and pipe- 

lines that are robust. I think trade will shift more to monitoring tasks, 

and also coming up with strategies and more control tasks because 

they would obviously be better at something like that, compared to 

someone like me.” 
(R8) 

The main benefit of AI is that it reduces overload and makes it 

possible to scale up in areas where human capabilities cannot grow 

without the participation of new employees. Because AI’s scalability is 

reliable and supports rapid growth, managers may choose to let go of 

some employees or not hire new ones in the wake of AI automation. 

“It is much easier to scale up so that you can trade on several 

portfolios.” 

(R8) 

Hence it is likely that traders will end up doing something that they 

are not interested in or they have not signed up for in the first place and 

this might lead them to lose interest in their job. Furthermore, due to the 

nature of the work cybersecurity issues might arise. Respondent 11 

mentioned that he had been aware of similar companies whose AI sys- 

tems had been hacked, causing financial and reputational loss to the 

company, its clients and the surrounding social environment. 

“You have to ensure that systems are secured because they have 

many activators and control over the value chain. Security and AI 

have to go together. Otherwise, the risk is high. Last year, two 

companies (in this sector), this is publicly known, were hacked, but I 

do not know the consequences in monetary value.” 

(R11) 

Nevertheless, traders in the company try to use AI to develop new 

strategies and tactics that are impossible to think of without using AI. 

Back-testing is applied, and traders came up with new insights into how 

they could operate under different scenarios. 

 
4.2. Responsibility 

 
As far as the responsibility part is concerned, many disagree in terms 

of who is responsible for the AI outcome and use. The concerns arise 

because it is hard to identify if the AI developers are the ones to blame 

since they build the software, or the traders who eventually use the AI, 

although in this case, they are monitoring mostly AI. The lack of 

explainability tools may contribute to that as it is hard to deal with 

concerns surrounding transparency and bias. 

“In the energy business, legal complication starts when we are 

trading with AI. Questions arise, for example, who is responsible or 
how should we put a new trading algorithm into operation. You have 

to make sure that you do not place any bids that are bigger than the 

ones you can take.” 

(R3) 

Respondent 8 added more on this topic: 

“There are going to be humans involved, which means there are 

going to be a lot of things that are very difficult to understand for a 
machine. Someone might implement a way to trick the machine in 

some way or trick the algorithm into gradually lowering or 

increasing its price to get a good sale or a good transaction out of it. 

That is something that would be much easier for a trader to detect, 

because they could see the ‘tells’.” 
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(R8) 

Companies might be held responsible for price speculations as AI 

might affect prices and lead to a dramatic increase, meaning that in 

energy markets speculations are not allowed and there are legal conse- 

quences. Furthermore, the company did not have clear distinct roles, 

which contributed to the question of who was held responsible in case of 

something going wrong. 

“We have been doing this with no distinct roles. But there are, of 

course, distinct positions within the company that work on different 

things. So they will have access to different parts of some database. 

But it is dependent on the problem that is solved and who deals with 

it.” 

(R6) 

To mitigate some of the issues, the company decided to promote 

robustness and reliability through infrastructure and by standardizing 

processes. 

“In the beginning, there was not an infrastructure which promoted 

robustness and reliability in the whole process…we have these error 

detection methods now, which do it automatically.” 

(R7) 

On the same matter, even managers have different views, which 

highlights the fact that there are blurred boundaries on where re- 

sponsibility lies. This raises the issue of who is held accountable in cases 

where there are important deviations from forecasted values. 

“Who is responsible? That is almost a good question when it comes to 

the AI, but I guess that it should be the head of the Energy Man- 

agement department who supervises the trading.” 

(R10) 

“So there is a responsibility when you use AI. You have to have some 

kind of explainability so that you can actually explain why this trade 
was done…but then again, who should be held accountable for AI’s 

actions remains a good question.” 

(R9) 

Nevertheless, employees do not find this a major problem since 

trading in their sector has to follow strict regulations, and there is a great 

deal of documentation on how AI should behave. All the limits should 

make the algorithms simple enough, meaning that, ideally, most traders 

can understand how the processes work and how the decision making is 

done. 

“You need to define some limits. The algorithm ideally has to be 

simple enough but not naive, it cannot be too complicated.” 

(R8) 

Obviously, if the algorithms were too naïve, the employees would 

challenge the outcomes and adoption issues may occur. In case of un- 

expected events, AI might produce undesirable outcomes, especially in 

unknown scenarios; thus, the human controller is required to identify 

and outmanoeuvre the issue. In order to do that the trader should have 

critical thinking and be able to judge if the AI outcomes are reliable, 

robust and profitable in the long run. 

The responsibility part is a real concern if the legal aspects that the 

government has enforced are taken into consideration. 

“But I am worried that our algorithm will place orders, for instance, 

in a way that creates a pattern on the orders. Then you might make a 
fake impression that there is a lot of buyers in the market, while there 
is only one algorithm placing all of these orders and that is not 

legal…someone could implement it in a way to trick the machine or 

trick the algorithm to gradually lower or increase its price to get a 

good profit.” 

(R12) 

Hence, the employees raise the question of who is truly responsible 

for such undesirable outcomes. Violating these rules could mean a lot of 

legal trouble on the horizon and it is a dark side of AI trading that em- 

ployees are not willing to face. Considering the upcoming energy crisis, 

which seems to be a huge problem in the near future, it would be 

difficult to decide who is accountable, at least for the economic effects 

on society. 

 
4.3. Conflicts and effects 

 
One of the main effects that traders identified in terms of AI outputs 

was trust due to results in comparison with other traditional methods. 

“We are exploring how we could use AI methods to solve hydropower 

scheduling problems, especially when it is important to represent 
uncertainty. But that is on a research level. I am a little bit skeptical, 

though. I think it will take many decades to use AI in advanced de- 

cision making because models cannot compete with the classical 

optimization tools that we use now.” 

(R3) 

“We get questions of why and how it comes up with the results, 

which is maybe one thing that can sometimes be a bit difficult to 
explain because most of the time, it can make sense, if the data looks 

a specific way. But sometimes the results do not really make sense.” 
(R2) 

At the same time, employees should be able to provide predictions 

even if AI data is not updated. That means the quality of outputs might 

not be as expected. That makes the company decide the development of 

tools that promote trust in AI. 

“Sometimes you have to do forecasting even if you have missing 

data, using old data to fill them. It depends on the application how 
we deal with the missing data. But we need to handle this, we cannot 

say that we cannot predict. So, maybe the old data are a little bit off, 

(meaning that) the data we want to use might not be right.” 

(R5) 

“What is done is that usually a person is in control and he is given 

options so he can see the choices and he can evaluate (the outcome) 

and decide if he should use whatever this computer produced for 

him. This is done as a tool to build trust and confidence in the so- 

lution because that is something that is extremely important for us, at 

least to make sure that the operators feel heard and taken into 

consideration. Also, it is important to have meetings where we 

discuss what we are doing and what we should be doing in the 

future.” 
(R8) 

Another issue that arises is the communication among departments. 

Traders have to understand new terms and effectively explain what they 

believe is the problem to AI developers so that they can take all the 

necessary steps to resolve potential problems. In comparison to other 

dark sides of AI trading, that minor problem could cause a lot of 

misunderstanding and confusion and cause a lot of discomfort to traders, 

who would feel unable to pass on their message effectively. 

“Whenever we talk to experts, we cannot just talk in terms of what a 

feature does in the model, what are the statistical errors, what 
models we are using etc. We need to use vocabulary that they 

understand.” 

(R7) 
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“There are very different terms that traders use. They use classical 

training terms and I was not familiar with those terms. So it took me a 

while to get used to it…For them it was difficult too, because it was 

difficult to talk about machine learning terms with them because I 

could not explain to them properly.” 

(R9) 

Nevertheless, some traders resisted accepting AI outputs. Respon- 

dent 12 described as follows other traders’ perceptions: 

“However, the fundamental models and the way that prices are 

actually formed might not support all traders’ decisions. You have 

many traders focused on different areas. The importance of these 

things (i.e. what traders believe is important) might be, for them, 

very high, but for the actual price formation in the market, it might 

not be like that at all. So my impression is that they focus on this, 

ignoring the models, and they just try to justify their view.” 

(R12) 

Another effect is the way employees thought about AI. Especially in 

the beginning AI was perceived as a magical way of solving all kinds of 

problems. 

“They think AI is magical. They think that if we have some data, and 

use AI, it will magically solve the problem…Someone comes with an 

idea, and you have a conversation to find out what we can actually 

do.” 

(R3) 

 
“I think people have an overly positive expectation that AI will al- 

ways come up with profitable technical trading strategies.” 

(R12) 

As noted above, respondent twelve had been part of another com- 

pany who were making their trade manually, at least in the past. Traders 

there were quite skeptical and there was a lot of conflict among em- 

ployees, who were open to the idea of involving new technologies in 

their work. That was the case when some traders adopted some fore- 

casting models for energy consumption, which triggered a lot of conflict. 

This behaviour may be a product of how the traders feel about them- 

selves in terms of competence and their understanding of quantitative 

systems. 

“Sometimes when the market was volatile, it went against us. 

Everyone else was telling us that you should not believe the algo- 

rithms now. And they were telling us this all the time…do they feel 

safe? Well, it depends on their competence, regarding quantitative 

systems, what underlies these systems etc.” 

(R12) 

In some cases, the traders felt that they had to take extreme actions to 

either prove their quality as a trader or make a vast amount of money 

based on their trade decisions. Their personal income is affected by the 

amount of money they make every year, and a huge bonus may be 

earned based on that. Hence, it makes sense for them to take huge risks 

even if that could lead to losing their job, as the money they could earn is 

more than enough to make the risk worthwhile, if not desirable. 

“We would like to take high risk. That means one out of five years, we 

will lose all our money but that is ok.” 

(R12) 

Conflicts might arise among traders and managers too. Managers 

need results and a system that is robust and reliable. An automated 

system can be robust and reliable since it performs with the same quality 

and speed daily. However, traders do not want to see all parts of their 

work being automated since they will lose the most important and 

interesting part of their job, which is trading assets. 

“As a manager of course I would prefer that we are using AI for the 

most part. But of course, since you are trading with physical assets, 

we need to ensure that AI is making the right trades.” 

(R3) 

What is more, consumption might be affected based on energy prices. 

For example, companies might choose to sell overseas instead of in the 

local market because the energy price was higher in these countries. 

Hence, short-term profitability can shape the nature of consumption, 

supply and demand, as energy companies can not generate an infinite 

amount of energy. Some evidence can be found in countries like Ger- 

many, where Nordic companies decided to sell their energy to Germany 

due to the fact that prices were higher there. 

“A trader might be very interested in how the German prices are 

related to the Nordic prices because if the German energy price is 

very high compared to the Nordics, then it is a sign that the Nordics 

can export power because energy consumption is always flowing the 

direction of the price in the power market… and you have all of these 

market manipulation rules that you have to follow, so if you have an 

AI placing orders, then you need to be very careful that the way AI is 

placing orders is not manipulating the prices and hence the 

consumption.” 

(R12) 

It is worth noting that the firm has moved the decision-making 

mostly to AI to minimize high risk decisions and in order to be more 

robust and persistent in decision making. Nevertheless, the managers 

understood that setting up an AI team and developing AI products is not 

enough because it is equally challenging to adopt AI in the trade 

department, without losing the confidence and loyalty of the employees. 

Another crucial side of AI in trading is the false expectations that the 

employees develop. It is common to ask for features and capabilities that 

are not realistic. Traders might ask for a magical solution that will solve 

huge problems using some data. At the same time, developers should 

remember that overwhelming traders with information is not ideal, 

because it could cause discomfort using AI as a trader. 

5. Discussion 

 
This study explores the dark side of AI trading and how it affects the 

employees. Specifically, we gathered data from interviews and orga- 

nized our observations into three themes: (1) the nature of work, where 

we investigate how it affects the traders in their work, (2) responsibility, 

where we investigate who is considered to be responsible for AI de- 

cisions and (3) conflicts and effects, where we investigate which con- 

flicts arise between AI developers and traders or the social effects that 

might occur. The purpose is to underline the dark sides of AI and what 

the consequences are that underpin them. To be more specific, we found 

that traders had to go through a process of evolving and adding different 

values to the business through their expertise. Notably, traders express 

significant fear of being replaced by AI technology, particularly as it 

assumes a prominent role in their vital trading functions. Furthermore, 

responsibility plays a huge role as someone should be accountable for AI 

decisions and explainability tools should be implemented as they will 

add a safety net for decision-makers. It is equally important to under- 

stand that there might be social effects, such as shaping clients’ energy 

consumption behaviours. 

The ability to obtain large amounts of high-quality data and manage 

that data effectively is crucial for AI. However, it can be challenging to 

extract worth from B2B data. B2B firms frequently lose out on actionable 

insights due to the absence of meaningful data and the fact that the data 

that is acquired is frequently irrelevant and poorly handled, which can 

result in the development of unsuccessful business strategies (Chatterjee 

et al., 2021). In order to effectively apply AI in B2B, it is crucial to 

address the issue of data orchestration, meaning acquiring, cleaning, 
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matching, enriching, and making data accessible across technology 

systems (Sun, Hall, & Cegielski, 2020). When B2B firms lack the 

necessary data, they may be able to solve their problem by using insight 

 
Table 3 

Summary of current state and contribution of this study. 
 

 

Current B2B state Paper contribution 

from AI. Other drawbacks, albeit less pervasive, should be considered. 

For instance, customers may have increasing demands, such as the 

desire for customization and competitive pricing, which can extend the 

purchasing process for businesses. Additionally, a lot of businesses are 

continuously investing in AI to stay competitive in the market (Chen, 

Jiang, Jia, & Liu, 2022). Although many firms embrace the AI path, 

employing AI to drive B2B sales is still in its infancy and has not yet had a 

big impact, similarly to our case. 

A few studies have looked into how AI may affect B2B sales man- 

agement. AI that predicts future events based on recent data has the 

potential to automatically add underlying prejudices, which may 

encourage unfairness. With the demand for enhanced client experiences 

reaching unprecedented levels, a rise in operational efficiency, and a 

more intense competitive landscape, it is only logical for B2B vendors to 

pursue AI technologies. However, any AI system has to provide benefits 

that outweigh the cost of handling data and assembling a specialized 

team (Rahman, Hossain, & Fattah, 2021). If not, you work for AI; not AI 

for you. Using AI may be challenging in a variety of ways. Firms should 

make sure that they have a solid use case for the project and the 

necessary funding. Consider alternatives such as automated workflows. 

For the reasons stated above, B2B firms need to carefully evaluate how 

to handle and resolve any ethical quandaries that may arise while 

implementing AI-based B2B marketing solutions. 

Lastly, B2B success can be hampered by a number of factors, 

including leadership and lack of organizational readiness. In our case 

study this was not the case but it might be true for other firms who do not 

have the proper organizational structure (Di Vaio, Hassan, & Alavoine, 

2022). While some of these obstacles are clear, others that typically 

obstruct achievement are more difficult to identify. B2B sales may be 

substantially more complex since there are more moving parts, more 

decision makers, longer sales cycles with more touch points, and more 

potential for mistakes. B2B enterprises usually thrive on long-term re- 

lationships, which means that it can be difficult for smaller B2B firms to 

establish a name and clientele among individuals accustomed to doing 

business with certain suppliers without using an advanced AI system 

that would probably be very costly to have. Table 3 summarises the 

current state and contribution of this paper. 

5.1. Research implications 

There are two distinct categories in which AI dark side effects can be 

classified. The first category encompasses harm inflicted upon the or- 

ganization itself, while the second category pertains to harm inflicted 

upon others (Linstead et al., 2014). Our study highlights that many 

Researchers explored the drawbacks of AI 

and sought to address them by 

incorporating AI into BA capabilities. 

They specifically focused on data 

management, governance, and training 

resources to effectively tackle these 

concerns (Akter et al., 2021; Li et al., 

2023). 

The need for more comprehensive studies 

on the influence of data, system quality, 

and end-user training on 

competitiveness, both directly and 

indirectly, in the context of utilizing AI- 

BA capabilities has been investigated ( 

Rana et al., 2021). 

 
Addressing accountability problems 

related to algorithmic misbehaviour, 

numerous ethical and legal concerns 

arise (Boyd & Wilson, 2017) 

 
 
 
 
 
 
 
 
 
 

Determining true responsibility and 

allocating accountability for decisions 

made either solely by AI or in 

collaboration with a human agent poses 

a significant challenge (Mikalef et al., 

2022). 

 
 
 

The reduction of relationship bonds can 

result in unfavorable outcomes for B2B 

interactions (Gligor et al., 2021). 

This study examined employee 

adaptation in B2B departments and 

their changing perceptions and goals. 

Our study delved into the dynamics 

between traders and AI developers 

influenced by AI, exploring how AI 

traders adjust in this context. 

This study provides insights into 

managers’ actions, traders’ reactions, 

and the dynamics between AI 

developers and traders. Managers 

implemented new procedures and 

policies to address concerns and 

maximize profits, including a cultural 

shift towards AI adoption and providing 

AI training. 

This study shows how models often 

failed to learn from new data despite 

having access to abundant data, which 

can be attributed to the specific nature 

of the intended prediction. Moreover, 

establishing a proper organizational 

structure is crucial for successful AI 

adoption in B2B firms, enabling 

seamless integration and utilization of 

AI technologies. In the B2B context, 

obtaining large volumes of high-quality 

data and effectively managing it are 

essential for AI implementation. 

However, extracting valuable insights 

from data remains a challenge for many 

B2B firms due to data relevance and 

management issues. 

Traders, although no longer directly 

involved, were still relied upon as 

domain experts, raising concerns about 

responsibility and accountability. The 

company prioritized the use of 

explainable AI over higher-margin 

options that carried potential unknown 

risks. Additionally, compliance was 

emphasized in areas where government 

regulations were not explicitly 

mandated. 

This study demonstrated the socio- 

economic effects. The company’s 

actions influenced clients’ behaviour 

regarding energy consumption, as 

energy prices varied based on the time 

of day. 

organizational aspects of a firm may change, including procedures that 

did not exist before, such as monitoring AI decisions. Investigating how 

to mobilize human capital will be vital for firms that do not want to 

damage their public image due to firing employees. Nevertheless, 

managers should deal with this internal issue and find a solution that is 

satisfying for traders since the most important part of their job is taken 

by AI. Equally important for research are other dark sides of AI in 

trading, such as negative implications on the individual (harm done to 

others)  or  the  social  level  (Ibáñez  &  Olmeda,  2021).  For  example,  AI 

fear, deskilling, and unemployment are concerning aspects that firms 

should not underestimate. Therefore, it is stated that, although adopting 

AI is vital, establishing the necessary procedures and mechanisms for 

building and aligning AI applications with business objectives is also 

critical (Bag et al., 2021; Saura et al., 2021). One of the most difficult 

parts of AI is that it is a technology that requires ongoing modification 

and change as new data and conditions emerge. As a result, there is a 

fleetingness that emphasizes recognizing the negative elements of AI in 

trading in order to ensure that the business continues to function as 

intended and that all organizational changes are in accordance with the 

firm’s goals. In addition, firms should take into consideration the dark 
sides of AI in trading when planning, designing and building AI strate- 

gies and products, as AI can add value co-creation but co-destruction 

too, in aspects that range from job loss to privacy concerns, machine 

ethics, security issues and negative developments of superintelligence 

(Petrescu, Krishen, Kachen, & Gironda, 2022). Therefore, it is vital for 

organizations to effectively govern AI in a sense that promotes business 

goals, since AI governance should close the gap that exists between 

accountability and ethics in technological advancement (Papagiannidis, 

Enholm, Dremel, Mikalef, & Krogstie, 2022). For example, the diffi- 

culties encountered throughout the AI deployment process are obvious 

at various stages and influence diverse job duties, meaning that when it 

comes to difficult management tasks, AI solutions may give a selection of 

responses, as well as the likelihood of each of these choices (Papa- 

giannidis et al., 2022). 

5.2. Research agenda 

 
There have been few studies examining the interpretation and 
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prediction of behaviour in B2B contexts and the use of AI to govern 

organizational workflow, including employee and corporate procedures. 

For instance, Kushwaha, Kumar, and Kar (2021) developed a model that 

examined customer experience and trust, shedding light on their influ- 

 
Table 4 

Future research agenda. 
 

 

Themes Research question References for 

guidance 

ence on the overall reputation of systems and brands. However, they did 

not specifically address the direct effects of AI in a B2B context, leaving 

an avenue for future research in that particular domain. While Daven- 

port et al. (2020) discussed the broader impact of AI in the future, their 

exploration did not delve into the specific implications of AI in B2B 

environments. Their findings serve as a foundation for further research 

in this specific field. Similarly, Farrokhi et al. (2020) devised an AI 

model for anomaly detection aimed at averting external crisis events 
that could harm a firm’s reputation. However, their study did not pro- 

Nature of work In which ways does AI affect B2B 

reputation and how should AI anxiety be 

addressed? 

In a B2B environment, how does AI 

impact employee expectations of AI? 

How should AI be adopted and used in a 

B2B culture? 

How can an AI system be properly 

centralized in a B2B environment in 

order to detect anomalies in AI 

(Kushwaha et al., 

2021) 

(Davenport et al., 

2020) 

(Keegan, Dennehy, 

& Naudé, 2022) 

(Farrokhi et al., 

2020) 

vide insights into the establishment of a centralized AI system tailored Conflicts and decisions? 

specifically for B2B environments, thereby leaving room for further 

investigation. In an similar direction, Grewal, Guha, Satornino, and 

Schweiger (2021) explored both the positive and negative aspects of AI 

in B2B and B2C contexts, with a predominant focus on the positive 

impacts on B2C firms. While they did address concerns regarding the 

black boX nature of AI and potential opportunistic behaviour, further 

research is necessary to examine the social-economic effects of AI in B2B 

settings. Furthermore, Graef, Klier, Kluge, and Zolitschka (2021) dis- 

cussed the concept of human-machine collaboration, emphasizing the 

significance of a feedback-based approach to provide accurate and 

reliable solutions. However, they did not delve into the specific practices 

What are the dark side social and 

effects economic effects on society due to the 

use of AI in B2B? 

What are the best ways to mitigate 

conflicts when adapting a human- 

machine AI collaboration, and what 

practices should be created? 

Responsibility How is it feasible to secure a B2B AI 

system from its data and model outputs 

being hacked? 

How can AI transparency tools be 

developed for a B2B firm while 

mitigating fatal AI model mistakes? 

(Grewal et al., 

2021) 

(Graef et al., 2021) 

 

 
(Troisi et al., 2020) 

 

(Rai, 2020) 

required for the successful adoption of AI in such collaborative sce- 

narios. Troisi, Maione, Grimaldi, and Loia (2020) emphasized the need 

for a framework that transforms data into actionable knowledge, 

fostering continuous learning, creativity, and improvement. They 

introduced the concept of a hacking mindset to achieve marketing ob- 

jectives in B2B. EXpanding their work to include practical imple- 

mentation strategies and investigating AI-driven analytics could 

enhance their proposed framework. While Rai (2020) explored the 

concept of interpretable models and the conversion of black-boX models 

to glass-boX models, their overview was broad and did not focus on 

specific sectors like B2B. Additionally, they did not delve into critical 

decision-making processes in depth. 

We propose a variety of ways in which researchers could investigate 

the dark side effects of AI in a B2B context for the future research 

agenda. Research could be directed towards the positive and negative 

effects of AI in business-to-business and the consequences that AI could 

have on a company’s reputation and market positioning. Consequently, 

it is necessary to fully understand which effects AI might cause and how 

to deal with them, as well as the dark side effects of AI not only in a 

business but also in society as a whole. It is important to note that having 

an AI system does not guarantee success. To understand and utilize an AI 

product, a firm must incorporate an AI system into its culture and 

educate its employees, because vulnerabilities usually appear with the 

introduction of new technologies and AI systems are no exception to this 

rule. An AI hack can cause great financial loss to a B2B firm as a B2B firm 

usually has a limited number of clients, and losing one could be 

devastating. Furthermore, understanding and trusting your AI system is 

crucial for B2B, and there are a few technologies designed with B2B in 

mind that support bias removal and transparency. As a final note, it is 

equally important to investigate the ways to centralize a B2B ecosystem 

around AI, because B2B environments are very different from B2C ones. 

Table 4 provides a summary of the research questions that we propose to 

the readers, as well as references for further investigation and guidance. 

5.3. Practical implications 

 
Regarding the practical implications, AI developers should not 

overlook the importance of explainability tools for addressing AI de- 

cisions. This is crucial as it allows the accountable employees, in this 

case, the traders, to acquire a better sense of accountability and feel safer 

when using AI for decision making (Paschen et al., 2019). In this way, 

managers can ensure safety for their employees and the processes or 

mechanisms they introduce and against legal regulations that might 

demand an explanation of how decisions are taken. What is more, firms 

need appropriate infrastructure to centralize their advanced systems (Al- 

Surmi, Bashiri, & Koliousis, 2022). AI, in particular, should be founded 

and developed to decrease inequality and promote social empowerment 

while preserving individual autonomy and enhancing advantages that 

are shared equitably by all (Puntoni, Reczek, Giesler, & Botti, 2021). AI 

must be explainable since it is a major tool for establishing public trust 

and  understanding  of  the  technology  (Keegan,  Dennehy,  &  Naudé, 

2022). By doing this, monitoring AI is much easier, and it allows for 

reallocating employees from the position that AI takes over; thus, em- 

ployees do not lose their jobs. Lastly, firms should develop tools for 

testing AI decisions to identify new patterns that would lead to a deeper 

understanding of data and information (Davenport et al., 2020). By 

doing so, employees would come up with new ideas that may lead to 

new strategies and tactics boosting productivity and innovation. Back- 

testing is common when traders want to test a theory using various 

hypotheses. Therefore, managers may prioritize such processes, allow- 

ing their traders to be more enlightened about their data and how they 

can be in the loop of actively improving AI trading bots through their 

expertise (Mikalef, Conboy, & Krogstie, 2021); thus, traders can 

contribute by innovating ideas that will potentially boost the compe- 

tence of the algorithms and as a result the competence of the company. 

 
5.4. Limitations and future research 

 
This paper has looked into the negative aspects of AI in trading. A 

few limitations exist to this study. Firstly, the information was gathered 

through interviews with only one organization; as a result, our data may 

be biased or offer an inadequate picture of the problems surrounding 

relevant procedures. Secondly, while we performed multiple interviews 

with important individuals inside the organization, our data was gath- 

ered at a specific point in time and may not accurately reflect the full 

range of activities. Lastly, the company had used AI for only five years 

and in general had a positive experience due to the slow, steady and 

careful development of AI to prevent risks; therefore, the results may be 

affected by that factor. As a result, generalization may be a problem that 

should be considered. A future study might acquire additional empirical 

data through interviews and postulate the concept of the dark sides of AI 
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in trading from a positivist viewpoint, which could be evaluated with 

empirical evidence on the antecedents and consequences. It would be 

useful for the field to understand how companies reallocate human re- 

sources to meet organizational goals and how they regulate AI resources 

to improve performance while keeping in mind the negative conse- 

quences for workers. 
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Plé, L., & Cáceres, R. C. (2010). Not always co-creation: Introducing interactional co- 

destruction of value in service-dominant logic. Journal of Services Marketing, 24(6), 

430–437. https://doi.org/10.1108/08876041011072546 

Pradhan, S., Ghose, D., & Shabbiruddin. (2020). Present and future impact of COVID-19 

in the renewable energy sector: A case study on India. In Energy sources, part A: 

Recovery, utilization, and environmental effects (pp. 1–11). 
Puntoni, S., Reczek, R. W., Giesler, M., & Botti, S. (2021). Consumers and artificial 

intelligence: An experiential perspective. Journal of Marketing, 85(1), 131–151. 

Ragins, B. R., & Sundstrom, E. (1989). Gender and power in organizations: A longitudinal 

perspective. Psychological Bulletin, 105(1), 51. 

Rahman, M. S., Hossain, M. A., & Fattah, F. A. M. A. (2021). Does marketing analytics 

capability boost firms’ competitive marketing performance in data-rich business 

environment? Journal of Enterprise Information Management, 35(2), 455–480. 

Rai, A. (2020). EXplainable AI: From black boX to glass boX. Journal of the Academy of 

Marketing Science, 48(1), 137–141. 

Rana, N. P., Chatterjee, S., Dwivedi, Y. K., & Akter, S. (2021). Understanding dark side of 

artificial intelligence (AI) integrated business analytics: Assessing firm’s operational 

inefficiency and competitiveness. European Journal of Information Systems, 31(3), 364–

387. https://doi.org/10.1080/0960085X.2021.1955628 
Rashid, Y., Rashid, A., Warraich, M. A., Sabir, S. S., & Waseem, A. (2019). Case study 

method: A step-by-step guide for business researchers. International Journal of 

Qualitative Methods, 18. https://doi.org/10.1177/1609406919862424, 

1609406919862424. 

Risius, M., & Spohrer, K. (2017). A blockchain research framework. Business & 

Information Systems Engineering, 59(6), 385–409. 

Saura, J. R., Ribeiro-Soriano, D., &  Palacios-Marqués, D. (2021). Setting B2B digital 

marketing in artificial intelligence-based CRMs: A review and directions for future 

research. Industrial Marketing Management, 98, 161–178. 
Sharma, P., Kingshott, R., Leung, T. Y., & Malik, A. (2022). Dark side of business-to- 

business (B2B) relationships. Journal of Business Research, 144, 1186–1195. 

Stone, M., Aravopoulou, E., Ekinci, Y., Evans, G., Hobbs, M., Labib, A., … Machtynger, L. 
(2020). Artificial intelligence (AI) in strategic marketing decision-making: A 

research agenda. The Bottom Line, 33(2), 183–200. 

Sun, S., Hall, D. J., & Cegielski, C. G. (2020). Organizational intention to adopt big data 

in the B2B context: An integrated view. Industrial Marketing Management, 86, 

109–121. 

Sun, Y., Li, S., & Yu, L. (2022). The dark sides of AI personal assistant: Effects of service 

failure on user continuance intention. Electronic Markets, 32(1), 17–39. 
Troisi, O., Maione, G., Grimaldi, M., & Loia, F. (2020). Growth hacking: Insights on data- 

driven decision-making from three firms. Industrial Marketing Management, 90, 

538–557. 

Vanderelst, D., & Winfield, A. (2018). The dark side of ethical robots. In Proceedings of the 

2018 AAAI/ACM conference on AI, ethics, and society, New Orleans, LA, USA. 

Wang, J., Ma, Y., Zhang, L., Gao, R. X., & Wu, D. (2018). Deep learning for smart 

manufacturing: Methods and applications. Journal of Manufacturing Systems, 48, 

144–156. 

Wirtz, B. W., Weyerer, J. C., & Sturm, B. J. (2020). The dark sides of artificial 

intelligence: An integrated AI governance framework for public administration. 

International Journal of Public Administration, 43(9), 818–829. 
Wynn, D., Jr., & Williams, C. K. (2012). Principles for conducting critical realist case 

study research in information systems. MIS Quarterly, 36(3), 787–810. https://doi. 

org/10.2307/41703481 

Yen, C., & Chiang, M.-C. (2021). Trust me, if you can: A study on the factors  that 

influence consumers’ purchase intention triggered by chatbots based on brain image 

evidence and self-reported assessments. Behaviour & Information Technology, 40(11), 

1177–1194. 

Yin, R. K. (1981). The case study crisis: Some answers. Administrative Science Quarterly, 

26(1), 58–65. https://doi.org/10.2307/2392599 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0250
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0250
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0250
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0255
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0255
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0255
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0260
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0260
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0260
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0265
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0265
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0270
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0270
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0270
https://doi.org/10.1016/j.techsoc.2020.101410
https://doi.org/10.1016/j.techsoc.2020.101410
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0280
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0280
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0285
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0285
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0285
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0290
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0290
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0290
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0295
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0295
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0300
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0300
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0300
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0305
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0305
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0305
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0310
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0310
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0310
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0315
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0315
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0320
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0320
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0320
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0325
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0325
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0325
https://www.technologyreview.com/2018/11/02/139216/professional-services-firms-see-huge-potential-in-machine-learning
https://www.technologyreview.com/2018/11/02/139216/professional-services-firms-see-huge-potential-in-machine-learning
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0335
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0335
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0340
https://doi.org/10.1007/s10796-022-10251-y
https://doi.org/10.1007/s10796-022-10251-y
https://doi.org/10.1108/JBIM-10-2018-0295
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0355
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0355
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0355
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0360
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0360
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0360
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0365
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0365
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0365
https://doi.org/10.1108/08876041011072546
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0375
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0375
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0375
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0380
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0380
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0385
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0385
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0390
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0390
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0390
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0395
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0395
https://doi.org/10.1080/0960085X.2021.1955628
https://doi.org/10.1177/1609406919862424
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0410
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0410
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0415
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0415
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0415
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0420
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0420
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0425
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0425
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0425
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0430
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0430
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0430
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0435
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0435
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0440
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0440
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0440
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0445
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0445
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0450
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0450
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0450
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0455
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0455
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0455
https://doi.org/10.2307/41703481
https://doi.org/10.2307/41703481
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0465
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0465
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0465
http://refhub.elsevier.com/S0019-8501(23)00193-1/rf0465
https://doi.org/10.2307/2392599


 

 

228 
 

 

 

 

 

  



 

 

229 
 

 

PAPER 5 
 

 

 

 

 

 

 

 

From Responsible AI Governance to Competitive Performance: The 

Mediating Role of Knowledge Management Capabilities 

Emmanouil Papagiannidis, Patrick Mikalef, John Krogstie, and Kieran Conboy  

(Lecture Notes in Computer Science (LNCS)) 

 

 

 

  



 

 

230 
 

 

 

 

 

 

 

 

 

 

 

 



 
 

231 
 

 

 

From Responsible AI Governance 

to Competitive Performance: The Mediating 

Role of Knowledge Management Capabilities 

 

Emmanouil Papagiannidis1(B), Patrick Mikalef1, John Krogstie1, and Kieran Conboy2 

1 Norwegian University of Science and Technology, Trondheim, Norway 

emmanouil.papagiannidis,patrick.mikalef,john.krogstie @ntnu.no 
2 National University of Ireland, Galway, Ireland 

kieran.conboy@nuigalway.ie 

 

 

Abstract. In a constantly changing environment, researchers and practitioners 

are concerned with the issue of whether responsible artificial intelligence (AI) 

governance can help build competitive advantage. Responsible AI governance 

should be viewed as a source of competitive edge rather than merely a quick 

fix for automating manual processes. Despite this, little empirical evidence is 

available to support this claim, and even less is understood about the dimensions 

and relationships that add business value. This paper develops a conceptual model 

to explain how responsible AI governance practices aligned with strategic goals 

lead to competitive performance gains. An investigation of 144 Nordic firms is 

conducted to verify our hypotheses using a PLS-SEM analysis. Findings reveal that 

deploying responsible AI governance will make a significant positive impact on 

an organizations’ knowledge management capabilities directly and on competitive 

performance indirectly. These findings also suggest that implementing responsible 

AI governance improves firms’ ability to acquire and distribute knowledge when 

there is strategic alignment with a firm’s goals. 

 

Keywords: Responsible AI governance · Knowledge management capabilities · 
Competitive performance · Strategic alignment 

1 Introduction 

Over the past few years, organizations are increasingly turning to AI to digitalize their 

activities. Schmidt, Zimmermann, Möhring and Keller [1] define AI as the endeavor to 

mimic cognitive and human capabilities on computers. AI contributes towards digital 

transformation by customizing solutions based on the available data [2]. Nevertheless, 

AI capabilities have not been used to their full advantage and companies like Google 

decided to govern AI in a responsible way to increase performance and limit negative 

consequences [3]. Another example is IBM who developed several tools to address 

fairness issues [4]. Responsible AI is the process of designing, developing, and deploy- 

ing artificial intelligence with the purpose of enabling individuals and organizations 
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while also having a fair effect on customers and society, allowing businesses to create 

trust towards AI [5]. The relationship between responsible AI governance and a com- 

pany’s competitive performance is an important issue that has occupied information 

systems research for the last few years [6]. A growing body of research in Information 

Systems (IS) emphasizes the importance of developing responsible applications that 

transform competencies into differential economic value, with some studies attempting 

to determine the impact of responsible AI governance on a firm’s competitive position 

[7]. Among other things, Knowledge Management Capabilities (KMC) are expected to 

enable firms to seek and disseminate updated knowledge in order to meet their needs, 

exploit innovation, and guide firms in responding quickly to external market changes 

to achieve high business performance [8, 9]. Furthermore, as competition has increased 

the need for dynamic capabilities in organizations, future research should focus on the 

conceptual development of dynamic KMCs incorporating new facets to resolve real-time 

problems and achieve better organizational outcomes [10]. Nevertheless, little empir- 

ical evidence is available to support this claim, and even less is understood about the 

dimensions and relationships that add business value. 

To fill this gap, we developed a conceptual model, and developed an instrument 

of responsible AI governance based on the guidelines of MacKenzie, et al. [11] to 

explain how responsible AI governance practices aligned with digitalization goals lead 

to competitive performance gains. We collected data through a quantitative survey-based 

approach in which 144 Nordic businesses participated, and we examined our conceptual 

model and hypotheses using a partial least squares structural equation model (PLS- 

SEM) analysis. Therefore, the aim of this study is to determine whether responsible AI 

governance improves KMC, whether strategic alignment changes the strength between 

responsible AI governance and KMC, in other words, it has a moderating effect, and 

whether KMC provide any significant competitive performance advantages. The main 

point is that responsible AI governance will be useful only if it is used to support or 

enable critical KMC that are contributed by dynamic strategy alignment [12]. What is 

more, we contribute to the AI literature by demonstrating how responsible AI governance 

enhances a company’s KMC, hence improving competitive performance. Using survey 

data from respondents with managerial responsibilities within their organization, we 

show empirical proof that these claims are correct. As a result, responsible AI governance 

reflects a company’s ability to commercialize its knowledge skills. Consequently, this 

study seeks to answer the following two research questions: (1) What is the relationship 

between responsible AI governance and competitive advantage gains? (2) What is the 

effect of strategic alignment on competitive performance gains? 

The rest of the paper is structured as follows. The subsequent section presents the 

background of this study and describes what responsible AI governance entails. Section 3 

details our hypotheses, where we examine if a robust responsible AI governance can 

impact competitive performance. It is our theory that the indirect effect is mediated 

through the firm’s capability to manage its knowledge, which is affected by the strategic 

alignment. As a result, these renewed operational capabilities provide a competitive 

advantage. Section 4 presents how our study analyzes factors associated with these 

associations using a survey-based design, and we describe the data collection methods 

and measures for each concept used. Afterwards, we present the results of our empirical 
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analysis, followed by a discussion of their theoretical and practical implications as well 

as some significant limitations. 

 
2 Background 

Although there is no clear definition of responsible AI governance, there is a growing 

consensus about it. It can be defined as a function that describes the different ways AI 

can be governed ethically [5]. As an alternative, it can be defined as a process that spans 

all stages of AI projects’ lifecycles by following the principles of responsible use [13]. 

Responsible AI governance is important to benchmark against competitive performance 

gains, particularly in examining what type of effect it has within organizations’ capa- 

bilities to make continuous improvements and implement changes in business products, 

methods and services. For instance, Microsoft developed explainability tools to inter- 

pretate machine learning models which assist with decision making [4]. Hence, there is 

growing support for the claim that responsible AI governance not only has an impact 

on external entities’ perception of organizations when using AI [14], but also on the 

internal capabilities related to managing organizational knowledge [8]. Consequently, 

responsible AI governance may influence KMC since it offers a framework for under- 

standing the implications of the use of AI and propose which standards to follow so 

stakeholders will have confidence in the organization’s use of AI. KMC is defined as an 

organizational mechanism to continually and intentionally create knowledge inside the 

organization [15]. 

Developing responsible artificial intelligence applications adds benefits not only 

from an ethical and moral standpoint but also can provide organizations with a medium 

to long-term competitive advantage [16]. By showcasing an organization’s commitment 

to ethical practices, for example, it can gain an edge in recruiting technical profession- 

als and also retain top talent, particularly when qualified developers are in short supply. 

According to the EIU report [17], ethically questionable practices discourage prospective 

employees from applying for jobs and undermine their faith in the industry, contribut- 

ing to the so-called “techlash,” a result of public disbelief and animosity towards large 

tech companies. Furthermore, responsible AI practices and processes enable the cre- 

ation of documentation on how an organization addresses the challenges associated with 

artificial intelligence [16], allowing for a better understanding of potential operational 

issues or business opportunities that may arise [17]. As a result, responsible AI com- 

mences influencing performance because trustworthiness leads to increased retention, 

spending, and adoption of new services [18]. A well-crafted AI application can preserve 

and expand one’s client base by adhering to ethical and responsible standards [16]. By 

developing inclusive products and services, businesses will be able to retain customers 

and increase their credibility by providing products and services that are effective for all 

types of customers, ensure safety, and are transparent. For instance, the acceptance of 

blockchain technologies in AI services for traceability and transparency can overcome 

trust issues from the side of customers [19]. Additionally, the development of a respon- 

sible AI governance is also essential from a compliance perspective. Authorities have 

begun monitoring AI applications and introducing regulations that include principles of 

standards and ethical considerations, such as auditing processes and algorithmic impact 
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assessments. As a result, a number of privacy and data protection frameworks include 

privacy by design as an integral part of their frameworks. 

Seven dimensions comprise the notion of responsible AI governance. These dimen- 

sions are accountability, environmental, societal well-being, transparency, fairness, 

robustness and safety, data governance, and human-centric AI [20]. A primary aim 

of responsible AI governance is to reduce the possibility that a modest change in the 

weight of an input can drastically alter the output of a machine learning model since 

it takes a lot of effort to create a responsible AI governance system. It is worth men- 

tioning that this is a self-developed construct, where items and sub-dimensions have 

been validated through established methods [11]. Continuous examination is necessary 

to guarantee that an organization is dedicated to producing unbiased and reliable AI. 

Therefore, while creating and implementing an AI system, it is critical for a business to 

have a maturity model or standards to follow. The ability of an organization to effectively 

adapt information to future use and respond to changes in the environment is critical, 

as is the importance of knowledge in improving the organization’s performance. KMC 

reflects an organization’s ability to create, transfer, integrate and leverage knowledge 

within the organization [21]. The items used to measure the KMC of firms were adopted 

from the study of Mao, Liu, Zhang and Deng [22], where they also were empirically 

confirmed. The respondents were asked five questions about the degree to which they 

are able to manage knowledge within the organization. 

Strategic alignment has been a top management priority since the inception of the 

information technology profession, and its favorable effects on business performance 

have been thoroughly documented in past research. The substance of plans and planning 

processes can be viewed as strategic alignment [23]. Tallon and Pinsonneault [24] sup- 

ported the causal link between strategic alignment and performance by concentrating 

on the alignment of strategy, plans, operations, and processes. We measured strategic 

alignment based on an adapted scale used from the work of Preston and Karahanna [25] 

which comprised of three items. As for competitive performance, it refers to how well 

a company outperforms its key competitors [26]. Respondents were asked to rate how 

well they outperformed their primary competitors in a variety of areas such as market 

share, delivery cycle time, and customer satisfaction. 

 
3 Research Model 

The research model is presented (see Fig. 1), as are the hypotheses that surround it. We 

argue that responsible AI governance will affect a company’s competitive performance. 

We also argue that strategic alignment between AI and business will amplify respon- 

sible AI governance’s impact on KMC. Therefore, having a sensible AI governance 

model aligned with a company’s strategic goals will enhance KMC, which will boost 

the company’s competitive performance. 

An organization that implements responsible AI governance should focus on assess- 

ing, monitoring, and evaluating the performance of an AI application, both before and 

after deployment [13]. It is also essential to have clear and concise ways to document both 

the data and AI aspects of AI governance, including how they relate to each other [3]. 

For instance, all steps from data collection to data use should be documented, including 
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Fig. 1.  Research model. 

 

how the data was transformed [27]. Knowledge can flow within the organization more 

efficiently if the processes and mechanisms are well documented, therefore improv- 

ing KMC. Documentation also decreases the dependence on one person’s knowledge 

and abilities since documented processes are less likely to become obsolete. Further- 

more, responsible AI governance places emphasis on designing based on inclusiveness 

and on enhancing human agency and autonomy. These are fundamental constituents 

for facilitating better use of human capital within organizations and, as a result, opti- 

mizing knowledge flows and interactions. Finally, responsible AI governance dictates 

that throughout the process of design, deployment and monitoring of AI applications, 

there is a strong focus on the safety and robustness of systems and entities that interact 

with AI agents. Establishing such privacy and safety policies facilitates easier cross- 

departmental access and knowledge sharing without the risk of critical knowledge being 

leaked or accessed by non-authorized employees [28]. Thus, we propose the following 

hypothesis: H1: Responsible AI governance will have a positive effect on KMC. 

Several studies have indicated that KMC is related to organizational performance 

[21, 22, 29]. Information is regarded as one of a company’s most valuable and critical 

resources, and businesses that can develop, apply, and manage the appropriate knowledge 

can reap a variety of benefits [29]. Having a strong KMC may aid in the improvement 

of product and service quality, as well as the development of new products and services. 

KMC helps businesses improve their processes, which is critical for competitive success. 

Several studies have been conducted to investigate the relationship between KMC and 

performance. Tanriverdi [21], for example, demonstrated that KMC has a positive effect 

on the corporate financial performance of multi-business firms. Thus, we propose the 

following hypothesis: H2: KMC will have a positive effect on competitive performance. 

Strategic alignment of the information system has been linked to improved company 

performance (IS). It refers to the alignment of a company’s business strategy with its 

information technology strategy. Other studies [30] investigated a wide range of factors 

that influence the alignment of business and IT strategies. Strategic alignment improves 

organizational outcomes, which indirectly increases competitive advantage. KM is also 

a strategy for developing new products, increasing value, and improving competitiveness 

by leveraging a company’s intellectual assets and employee capabilities. In this scenario, 

if we view strategic alignment as the most important to the organization, and design a 

roadmap to accomplish its goals, then responsible AI governance could be the roadmap 

(framework) and KMC could be one of the organizational goals. That means strategic 
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alignment could amplify the potential value that responsible AI governance has on KMC. 

Hence, to compete in today’s highly competitive business environment, large corpora- 

tions must integrate their IT with their KM policies and procedures. Thus, we propose 

the following hypothesis: H3: Strategic alignment will have a positive moderating effect 

on the relationship between responsible AI governance and KMC. 

 
4 Methodology 

A quantitative study was carried out to test the research paradigm proposed in this work. 

The survey approach was used as a strategy as a survey study collects the same type of 

data from a large number of key respondents such as managers, heads of departments and 

CEO, which can then be analyzed for trends that allow conclusions to be generalized. 

The study’s population is Nordic enterprises because according to the Global Economic 

Forum’s 2019 Global Competitiveness Report organizations in these countries have high 

levels of ICT adoption and the majority of individuals have strong digital skills, making 

them well equipped for digital transformation. 

 
4.1 Data Collection 

To put the study model to the test, Nordic businesses were sent an internet questionnaire- 

based survey. For each country, the percentage is 29.9% for Norway, 27.8% for Sweden, 

27.7% for Finland and 14.6% for Denmark. According to the Global Economic Forum’s 

2019 Global Competitiveness Report, these countries are at the forefront of global com- 

petitiveness, ranking eighth, tenth, eleventh, and seventeenth, respectively [31]. The 

Nordic countries have a high rate of ICT adoption, and the majority of the population 

has advanced digital skills, putting them in a good position for digital transformation 

[32]. We utilized 58 questions to measure our items and we used a 7-point Likert scale, 

where a value of 1 means disagrees entirely, and 7 means agree entirely. 

To ensure internal validity we used PLS’ discriminant validity which establishes the 

distinctiveness of the constructs. In addition, we conducted a pre-study of 15 respon- 

dents to measure the statistical responses (respondent fatigue, quality of answers etc.) 

and we requested feedback from them to improve the survey. For external validity, we 

used purposive sampling as it is easier to generalize a sample of 144 respondents. Our 

sample is consistent since it exclusively covers Scandinavian nations, implying that they 

share comparable cultural traits, education level and IT infrastructure. The validity and 

reliability of the hierarchical research model were evaluated using a structural equa- 

tion model (PLS-SEM). All analyses, in particular, were carried out using the software 

package SmartPLS 3. PLS-SEM is regarded as a suitable method for assessing multiple 

relationships between one or more dependent variables and one or more independent 

variables in this study because it allows for simultaneous estimation of multiple relation- 

ships [33]. As a variance-based method, PLS-SEM is adaptable and capable of evaluating 

both reflective and formative constructs and the ability to analyze complex models with 

smaller samples and theory building. PLS-SEM is widely used in data analysis for the 

estimation of complex relationships between constructs in a variety of subject areas, 

including business and management research [34]. 
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5 Analysis 

5.1 Measurement Model 

We employed distinct assessment criteria to examine each of the reflective and formative 

constructs in the model because they are both reflective and formative. We tested relia- 

bility, convergent validity, and discriminant validity for the latent reflective components.  

The construct and item levels of reliability were tested. We looked at Composite Relia- 

bility (CR) and Cronbach Alpha (CA) values at the construct level and found that they 

were both over the 0.70 criterion. The construct-to-item loadings were checked to see 

if they were greater than 0.70, indicating indicator dependability. To see if AVE values 

were convergent, we looked at whether they were above the lower limit of 0.50, and the 

lowest observed value was 0.623, which is significantly higher than this threshold. To 

establish discriminant validity, two methods were used. The Fornell–Larcker criterion 

was used to ensure that the AVE square root of each construct was more significant 

than the highest correlation with any other construct. The second examined whether the 

outer loading of each indicator exceeded its cross-loadings with other constructs. The 

results (Table 1) show that the reflective measures are valid and that all items are good 

indicators for their respective constructs. 

 
Table 1. Discriminant validity values. 

 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

(1) Accountability 0.78          

(2) Data governance 0.63 0.75         

(3) Environmental and societal 

well-being 

0.64 0.59 0.81        

(4) Fairness 0.62 0.55 0.60 0.76       

(5) Human-centric AI 0.58 0.73 0.63 0.52 0.79      

(6) Robustness and safety 0.69 0.73 0.62 0.58 0.75 0.76     

(7) Transparency 0.66 0.64 0.59 0.70 0.64 0.68 0.69    

(8) KMC 0.33 0.60 0.48 0.56 0.58 0.43 0.54 0.82   

(9) Strategic alignment 0.35 0.39 0.58 0.37 0.57 0.45 0.51 0.45 0.91  

(10) Competitive performance 0.47 0.68 0.59 0.55 0.62 0.48 0.58 0.75 0.54 0.79 

 

 

 
5.2 Structural Model 

Figure 2 summarizes the structural model from the PLS analysis by showing the 

explained variance of endogenous variables (R2) and the standardized path coefficients 

(β). The structural model is validated using coefficients of determination (R2). To deter- 

mine the significance of estimates, a bootstrap approach with 10000 resamples is used 

(t-statistics). 
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Fig. 2. Structural model. 

 

Figure 2 depicts support for two of the three hypotheses. The responsible AI gov- 

ernance of a company is found to influence KMC (β 0.534, t 4.757, p < 0.001). 

Strategic alignment, on the other hand, had no such significant effect on knowledge 

management competencies (β 0.069, t 1.337, p > 0.05). As predicted, knowledge 

management skills are positively associated with competitive performance (β   0.747, 

t 17.232, p < 0.001). The structural model explains 62.3% of the variation in compet- 

itive performance (R2   0.559), 66.9% of the variation in KMC (R2   0.42), and 82.7% 

of the variation in strategic alignment (R2 0.42). These coefficients of determination 

suggest that the data have moderate to significant predictive power. 

 
6 Discussion 

There is a growing discussion around responsible AI governance, but still, literature 

lacks empirical evidence and thus, there is a gap that needs to be filled. Businesses 

should bridge this gap in order to gain the trust of their customers, employees, and other 

stakeholders. If they don’t, their competitive performance might suffer, and their AI 

initiatives could fail to deliver the expected benefits and value. The outcomes of this 

research contribute to IS literature through key findings which raise several theoretical 

and managerial implications. 

 
6.1 Implications for Research 

This study contributes by developing a construct model for responsible AI governance 

and by examining how it affects KMC and through that competitive performance. We 

provide empirical evidence on the notion that responsible AI governance has an effect on 

KMC and has an indirect effect on competitive performance and we validate the concept 

through an empirical study that builds on a large sample from Scandinavian companies. 

Hence, policies and goals that define and orchestrate the business plan should consider 

how responsible AI governance can affect directly or not the performance outcomes of 

a firm. 

In more specific terms, responsible AI governance appears to directly impact a firm’s 

KMC by expanding both knowledge assets as well as knowledge operating capacities 
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and providing them with greater opportunity in terms of their capacity, competence, and 

ability. Through this study, we add to the AI literature by illustrating how responsible 

AI governance improves a company’s KMC, thereby enhancing competitive perfor- 

mance. We provide empirical evidence that these claims are true using survey data from 

160 respondents with managerial responsibilities within their firm. According to Rana, 

Chatterjee, Dwivedi and Akter [35], the lack of understanding of how unintended conse- 

quences of an AI system could impact the overall competitive position of a firm is vital 

to the development and implementation of responsible AI government frameworks that 

add business value. Thus, exploring and investigating how responsible AI governance 

frameworks should function could give companies a competitive advantage over their 

competition. 

Despite this, our empirical results did not support the assumption that strategic align- 

ment impacts KMC. This may be because managers develop processes, policies, and 

practices from the top, and from there drill down to the bottom, while in practice, respon- 

sive AI is implemented from the bottom up based on the technical skills of the AI team. 

This entails pushing for changes in structures and processes may be antithetical to their 

goals and may conflict with what the organization currently supports [36]. Also, it is 

imperative that managers who wish to incorporate responsible AI concerns into their 

work first understand what it takes to achieve this, and then take the necessary steps to 

develop a responsible AI system. In the absence of an AI governance framework, it is a 

huge undertaking to redesign organizational structures, accommodate the responsible AI 

work, and finally carry out management changes to implement the new organizational 

practices. 

 
6.2 Implications for Practice 

The results of this study can be used by managers in key positions to benchmark results 

and identify areas for improvement. To accomplish this, a multitude of processes must 

be implemented, which requires top management commitment and a clear plan for 

firm-wide responsible AI integration. Since many companies are still at an early stage 

of adopting AI practices, it is important to do it in a responsible manner in order to 

gain value from the building of new capabilities which can boost performance. Since AI 

systems are complex and expensive, additional implementation considerations should be 

designed into the overall design, yet the benefits can quickly be realized on a managerial  

and economic level. 

Aside from the fact that responsible AI governance practices enhance ethical and 

competitive value for the company, which is good for public perception, executives 

should also adopt them to improve the company’s performance. Of course, there is the 

human factor to consider, as responsible AI is concerned with how human agents make 

data-driven decisions in order to maximize potential business performance [37]. At the 

same time, responsible AI governance has an impact on a company’s overall strategy and 

development planning because features related to responsible AI necessitate time and 

effort. In contrast, the development team requires appropriate management and resources 

to create a trustworthy system. 

Finally, due to the complexity of AI projects and the fact that most firms do not yet 

have an established AI development department, most projects are led by AI developers. 
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Management should clearly invest more resources and effort in AI capability develop- 

ment for two reasons. Firstly, AI is developed from the ground up, which means that new 

capabilities will emerge from the AI team itself, implying that capable AI development 

teams have the opportunity and power to change outcomes in a positive and profitable 

way by implementing AI-driven projects that adhere to a responsible AI framework. 

Second, in order to drive future business value, managers must plan and invest ahead of 

competitors in order to remain competitive. Keeping ahead of the competition, on the 

other hand, does not happen overnight. It necessitates a systematic approach in which all  

managerial efforts are contained within a framework that clearly guides the necessary 

steps to achieve representative AI practices. 

 
6.3 Limitations and Future Research 

There are several limitations to this study’s methodology. First, companies taking part 

reside in Scandinavia, where countries are known to have high standards for responsible 

and ethical practices, so it will be interesting to see how countries in different geograph- 

ical regions tackle the same problem, such as North America or southern Europe. Our 

survey is limited in another way by the fact that we only captured a snapshot of what 

these companies do. Because we are not familiar with how they develop their AI prod- 

ucts or make them better over time, we cannot identify how their practices change and 

what mechanisms they apply. Finally, we do not measure various performance metrics, 

such as social responsibility, reputation, or trust, which can affect the position of a firm 

in the market, since such measures can capture the value that an organization can obtain 

in the medium or long term. 
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Exploring the link between Responsible AI Governance, 

Legitimacy, and Firm Performance- An Empirical 

Examination 
 

Abstract 
 

In contemporary business practices, the utilization of Artificial Intelligence (AI) has become 

increasingly prevalent. However, due to the proliferation of AI technologies and the occurrence 

of unsuccessful AI product deployments in recent times, the notion of Responsible AI 

Governance (RAIG) has emerged since the potential reputational damage associated with AI 

implementation poses a significant financial risk to organizations. Those firms who encounter 

difficulties in implementing RAIG principles may experience a loss of legitimacy in the eyes of 

the general public and stakeholders, particularly if they are unable to effectively communicate 

their compliance with relevant laws and regulations pertaining to AI usage. In response to these 

challenges, this research study synthesizes existing literature on RAIG, internal and external 

legitimacy, and aims to develop a conceptual model that explores the relationship among RAIG, 

effective communication practices regarding RAI use, legitimacy, and firm performance. The 

proposed research model is empirically examined using partial least squares structural equation 

modeling, leveraging survey data collected from a sample of 329 employees working in 

companies across Western Europe and the USA. The findings of the study provide empirical 

evidence supporting the influence of robust RAIG practices on organizational legitimacy and 

subsequent firm performance. This study contributes to the field by being the first to present 

empirical insights into the interplay between RAIG, legitimacy, and its implications for firm 

performance. The results shed light on the importance of adopting RAIG strategies and effective 

communication practices in maintaining organizational legitimacy and achieving positive 

business outcomes. 

Keywords: Responsible AI Governance, Internal Legitimacy, External Legitimacy, Firm 

Performance, RAI Communication, Corporate Reputation, Survey, Quantitative Analysis 

 

1. Introduction 
 

In the past, corporate performance was primarily assessed based on the concept of traditional 

profit maximization (Zhang, 2015). Early economics literature used this measure to evaluate 

economic performance, considering companies efficient if they were focused on maximizing 

profits and inefficient if they were not profit-oriented (Riahi-Belkaoui, 1992). Profit 

maximization was regarded as a significant model for evaluating corporate performance (Terrien 

et al., 2017). However, the concept of firm performance has been redefined many times as new 
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technologies and challenges emerged. Legitimacy theory challenges this perspective by 

proposing that profit should be seen as an all-encompassing measure of organizational legitimacy 

(Archel et al., 2009). According to this theory, while profits are important, businesses should also 

prioritize the preservation of goodwill within the community and maintain their legitimacy as 

responsible participants in society by implementing ethical and socially responsible practices 

(Chan et al., 2014). Legitimacy theory emphasizes that organizations should consider the rights 

of the public as a whole, not just the rights of investors (Beyers & Arras, 2021). For companies 

to exist and thrive in a community or society, they must acknowledge that their legitimacy stems 

from the approval of that society (Levitov, 2015). Consequently, they have an obligation to fulfill 

the needs and expectations of the society in which they operate. 

The literature (Colleoni, 2013; Dai et al., 2018; Francés-Gómez, 2020; Zheng et al., 2015) 

focuses on the connection between RAIG and legitimacy theory, highlighting how they are 

related and what it means for organizations. We define responsible AI governance as:  

A set of practices that documents the involved process of developing, applying and 

monitoring AI applications and products while addressing all challenges that surround AI 

with a set of rules and authorities for (1) managing the appropriate functionality of AI, 

(2) assuring the trustworthiness of AI, and (3) overseeing the whole life cycle of data and 

algorithms within and between organizations and firms (Papagiannidis Emmanouil et al., 

2023).  

The foundation of RAIG is the ethical and responsible use of AI technology, which includes 

values and procedures that guarantee fairness, accountability, transparency responsibility, and 

social well-being (de Laat, 2021). By upholding societal norms, values, and expectations, 

organizations are able to gain and maintain legitimacy in the eyes of stakeholders (Mikalef et al., 

2022). Several studies (Burlea & Popa, 2013; Dai et al., 2018; Mark Van Rijmenam & 

Schweitzer, 2018; Patten, 2020; Rodrigues, 2020; Suddaby et al., 2017) stress the critical role 

that ethical AI governance plays in enhancing corporate legitimacy. Organizations may show 

their dedication to social interests and conform to stakeholder expectations by implementing 

ethical AI practices and open decision-making procedures. This strengthens their credibility as 

accountable corporate players. Additionally, enterprises may control the social, ethical, and legal 

concerns connected to the use of AI through responsible AI governance (Enholm, 2021). 

Organizations may address issues with biases, privacy, and algorithmic transparency by 

implementing ethical AI practices, potentially minimizing harm and eliminating negative 

externalities (Papagiannidis, Enholm, et al., 2022). By ensuring that AI technologies are 

employed in a way that is consistent with social norms and expectations, such proactive efforts 

will support and strengthen the legitimacy of the business. Furthermore, research emphasizes the 

significance of communication and stakeholder participation in RAIG and legitimacy (Beyers & 

Arras, 2021; Colleoni, 2013; Khuong et al., 2021). Effective communication about AI practices, 

such as public disclosure of AI algorithms, data utilization, and decision-making processes, 

builds stakeholder trust and understanding. This message allows firms to demonstrate their 

commitment to RAIG, bolstering their credibility (Mikalef et al., 2022). Overall, the research 

indicates that RAIG is critical to organizational legitimacy. Organizations may also boost their 
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legitimacy, win stakeholder confidence, and portray themselves as responsible AI-driven entities 

in the eyes of the public and key stakeholders by controlling risks, and engaging stakeholders 

through effective communication.  

There are still specific gaps, nevertheless, that require more research and inquiry. More 

specifically, despite the fact that there is a growing body of literature that discusses the 

significance of RAIG for organizational legitimacy, empirical studies that study and establish this 

link are still few. The precise mechanisms by which RAIG practices affect organizations’ 

legitimacy and how this affects diverse organizational outcomes require further empirical 

investigation. Empirically examining them is critical to developing a comprehensive 

understanding of the role played by RAIG in fostering legitimacy and subsequent firms’ 

performance. An assessment of communication practice would inform firms of the benefits of 

communicating RAIG. Consequently, this paper seeks to answer the following research 

questions: 

RQ1 

What is the effect of RAIG on legitimacy and, subsequently, on firm performance? 

RQ2 

What is the impact of communicating RAIG practices on firm performance? 

 

To address this research gap, a conceptual model was developed, and an instrument of RAIG was 

constructed based on the guidelines provided by MacKenzie et al. (2011). This study aims to 

explain how RAIG practices, aligned with the utilization of responsible AI (RAI) 

communication, contribute to increased legitimacy, thereby leading to competitive performance 

gains. Accordingly, this study aims to investigate whether RAIG enhances organizational 

legitimacy, the extent to which RAI communication moderates the relationship between RAIG 

and firm performance, and whether legitimacy confers significant competitive advantages. 

The remainder of this paper is organized as follows. The subsequent section provides the 

background of the study, presenting an overview of legitimacy and RAIG. In Section 3, we 

articulate our hypotheses, wherein we examine the impact of robust RAIG on competitive 

performance. Section 4 delineates the methodology employed in this study, including the survey-

based design, data collection procedures, and measurement approaches for each concept under 

investigation. Subsequently, we present the results derived from our empirical analysis in Section 

5, followed by a comprehensive discussion of their theoretical and practical implications in 

Section 6, along with a discussion of the notable limitations encountered in this research 

endeavor. 
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2. Theoretical Background  
 

2.1 Legitimacy Theory 
 

According to Suchman (1995) “Legitimacy is a generalized perception or assumption that the 

actions of an entity are desirable, proper, or appropriate within some socially constructed system 

of norms, values, beliefs, and definitions.” Burlea and Popa (2013) add to this, suggesting that 

legitimacy theory serves the purpose of explaining how organizations behave when it comes to 

adopting and advancing voluntary disclosure of social and environmental information. This 

behavior is driven by their desire to fulfill the social contract they have with society, which 

allows them to achieve their goals and remain viable in an unpredictable and tumultuous 

environment (Fisher et al., 2016). That means that legitimacy could be seen as a process, 

focusing on the processual aspects that lead to the emergence of legitimacy (Suddaby et al., 

2017; Thomas & Ritala, 2022). In society, there exist established norms and shared perceptions 

of what constitutes good or bad behavior. When a company takes an action, it can be evaluated as 

either positive or negative based on these societal standards (Fisher et al., 2017). Suppose the 

company’s actions align with and are considered favorable according to the prevailing societal 

norms. In that case, it is seen as a diligent and commendable organization (Nagy et al., 2017). 

Essentially, the legitimacy of an organization is determined by how well it conforms to the 

standards set by society. Hence, legitimacy establishes a connection between the actions of an 

entity or a business and what is considered acceptable or permissible within society, where 

society evaluates these actions based on societal standards and determines whether they are 

desirable, appropriate, or morally right (Taeuscher et al., 2021). 

Just like the social contract theory, legitimacy theory is founded on the idea that a social contract 

exists between society and an organization (Francés-Gómez, 2020; Mäkelä & Näsi, 2010). This 

contract entails mutual benefits for both parties involved. On the one hand, the organization 

gains profits and promotes its own interests, while on the other hand, it produces goods or 

services that cater to customer needs, generate employment opportunities, and contribute to 

overall prosperity in the community or region (Lee, 2011). There are two sides at play, and both 

stand to gain from this social contract (Fisher, 2020). A firm receives permission from society to 

operate and it is ultimately accountable to the society for what it does and how it operates 

because society provides corporations with the authority to own and use natural resources, and to 

hire employees (Bes et al., 2019). 

 

2.2. Importance of legitimacy theory 
 

The importance of legitimacy theory can be recognized when the organization’s actions are 

reported in line with societal expectations and perceptions (Deegan, 2002). If the organization’s 

activities fail to align with social and moral values, it faces significant repercussions and 
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sanctions from society, which could potentially result in its downfall (Haniffa & Cooke, 2005). 

The organization must establish its legitimacy through economically and socially responsible 

actions that safeguard the well-being of both the society it operates in and the natural 

environment (Anh & Velencei, 2019). The reputation of the organization is shaped throughout its 

whole life cycle, and legitimacy cannot be given to any institution as a state or situation.  

Legitimacy is completely based on how trustworthy and moral the organization is (Koh et al., 

2023). Stakeholders apply internal and external pressure to shape the institutionalized 

environment in which the firm functions. Although legitimacy theory is used to encourage 

voluntary disclosure of social and environmental standards, it should not be thought of as a 

panacea for all of a corporation’s social and environmental issues. Its goal is to show 

stakeholders that the organization’s actions are moral and consistent with established standards 

and principles (Chan et al., 2014). In fact, stakeholders are thought to need a sense of legitimacy 

before they tolerate corporate behavior (Yim, 2021). For example, it is not difficult to identify 

the motivations behind corporations revealing environmental information in the media and 

corporate annual reports, as these motivations are connected with the organization’s life cycle, 

reputation, and pressures from internal and external stakeholders (Sharif & Rashid, 2014). The 

fundamental issue is to connect the actions, norms, values, and culture of the business with those 

of the society in which it functions (Patten, 2020). 

 

2.2. The role of legitimacy in the age of RAIG 
 

RAIG is key to legitimacy. Failure to comply with societal norms can result in a variety of 

consequences, including restrictions on the organization’s operations, access to resources, and 

product demand. When a firm fails to follow societal norms due to the lack of RAIG, its 

legitimacy suffers, and it loses the community’s respect and support (Dai et al., 2018). As a 

result, it attracts criticism and scrutiny, with society requesting that local or national governments 

establish controls and limitations on its operations. Society may turn against an organization that 

has not included ethics in its AI practices, considering it as illegitimate and operating against 

society’s larger interests (Dellmuth & Schlipphak, 2020). Customers may boycott the company’s 

products if they believe its conduct to be ethically reprehensible, thus diminishing its legitimacy. 

Hence, misalignment with responsible principles, for instance, not having explainable AI or not 

being accountable for AI actions, may intersect with the overall corporate governance and public 

opinion, as the company should provide disclosures regarding community concerns, fears, or 

issues that affect the well-being of the community (Stupak et al., 2021). Failure to address these 

aspects can result in the loss of legitimacy and the company’s exclusion from the community, 

meaning that if there is a divergence between what the organization wants or does and what the 

society expects, the organization will lose legitimacy and encounter difficulties within that 

society (Giacomini et al., 2021). 

According to the literature (Al-Abrrow et al., 2022; Islam et al., 2021; Khuong et al., 2021; 

Patten, 2020; Silva, 2021; Stupak et al., 2021; Tian & Tian, 2022), an organization’s 
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sustainability is dependent on its legitimation procedures and its ability to successfully handling 

of continuing pressures and difficulties. The major purpose of responsible AI processes and 

practices is to get and maintain consent from stakeholders. Legitimacy is viewed as a necessary 

prerequisite for stakeholders to accept corporate activity (Beyers & Arras, 2021). The incentives 

for corporations revealing environmental information in the media and corporate annual reports 

are reasonably straightforward to determine, as these motivations are connected with the 

organization’s life cycle, reputation, and the pressures applied by both external and internal 

stakeholders (Tian & Tian, 2022). Given that legitimacy is the pinnacle of societal approval, we 

may infer that it becomes a vital goal for the organization (Silva, 2021). Therefore, failing to 

meet this goal, i.e. applying RAIG practices, reflects poorly on the company as a whole. 

 

3. Research Model 
 

The research model is presented in Figure 1, along with the hypotheses surrounding it. Our 

contention is that RAIG will impact the overall credibility of a company. Additionally, we argue 

that effective communication regarding AI and technology will amplify the influence of RAIG 

on the company’s performance. Therefore, implementing a sound AI governance model that 

appropriately communicates the use of AI systems to the public and internal stakeholders will 

enhance the company’s credibility, leading to improved performance. Legitimacy is a crucial 

aspect of any organization, multinational or otherwise, as it serves as a valuable resource for 

acquiring other resources (Zimmerman & Zeitz, 2002). Like all organizations, firms require 

resources and social support from their environment in order to thrive and survive (Crossley et 

al., 2021). For instance, the external legitimacy of a foreign subsidiary refers to its acceptance 

and approval by institutions in the host country, while internal legitimacy pertains to its 

acceptance and approval by the parent company and other subunits (Kostova & Zaheer, 1999; 

Thomas & Ritala, 2022). Additionally, external actors such as regulators, media, influencers, and 

analysts confer legitimacy by acknowledging the existence of the ecosystem (King et al., 2007).  
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Figure 1. Research model. 

 

RAIG is conceptualized as a higher-order construct, with each dimension comprising more than 

one sub-dimension. In the Table 1, we provide definitions for each construct. 

 

Table 1. Constructs and definitions. 

Construct Definition Sources 

Responsible AI Governance Refers to the set of policies that 

outlines the various approaches 

to ethically governing AI, 

encompassing every phase of AI 

projects’ lifecycles, while 

adhering to the principles of 

responsible utilization 

(Amershi et al., 2019; de Laat, 

2021; Papagiannidis, Mikalef, et 

al., 2022; Singapore 

Government, 2020) 

RAI Communication Use Refers to methods and 

mechanisms through which AI 

systems communicate 

information internally or to the 

public regarding the ethical, 

legal, and societal consequences 

(Guttal, 2023; Laato et al., 2022; 

Steyn, 2004) 
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that emerge from the integration 

of AI within human 

communication contexts. 

External Legitimacy Refers to the perception of how 

society/public and other external 

entities perceive an organization 

based on their ethical and societal 

expectations, rather than solely 

on the organization’s actual 

performance. 

(Caspersen, 2015; Drori & 

Honig, 2013; Levitov, 2015; 

Zhang et al., 2023; Zubek & 

Góra, 2021) 

Internal Legitimacy Refers to the acceptance and 

approval of internal stakeholders 

with the organization’s domestic 

governance. 

(Breit, 2014; Gammelgaard & 

Kumar, 2023; Kostova & Zaheer, 

1999; Lu & Xu, 2006; Park et al., 

2012) 

Firm Performance Refers to the extent to which a 

company outperforms its rivals in 

terms of its environmental 

practices, financial results, 

competitive strength, and overall 

corporate image. 

(Khan et al., 2020; Kristoffersen 

et al., 2021; Rai et al., 2006) 

 

 

3.1. Hypotheses  
 

The adoption of AI technologies by organizations has witnessed a steady increase, and the 

manner in which they handle and implement responsible AI practices holds significant influence 

over their internal legitimacy. When organizations embrace ethical frameworks to govern AI, 

employees perceive them as more legitimate (Carter, 2018). These frameworks establish 

guidelines that promote fairness, transparency, accountability, and privacy, ensuring that 

organizational practices align with ethical standards (Du & Xie, 2021). Moreover, RAIG 

practices assume a crucial role in establishing and maintaining trust between corporations and 

their stakeholders (Morsing & Schultz, 2006). Transparent AI systems, which explain the 

decision-making process, enable stakeholders to comprehend and assess the ethical implications 

associated with the technology. By ensuring transparency, organizations can demonstrate their 

dedication to responsible AI practices, thereby augmenting their reputation as reliable and 

trustworthy entities (Sharma, 2022). For instance, it should be noted that the fairness of AI 

algorithms is contingent upon the quality and impartiality of the data upon which they are 

trained. Neglecting to address biases and discrimination can result in adverse consequences and 

harm the reputation and loyalty of a company (Ucbasaran et al., 2013). However, when 

employees recognize that an organization prioritizes RAIG, it strengthens their trust in both the 

technology itself and the overall legitimacy of the organization. 

The world prefers controls on AI to ensure responsible management and protection of the 

interests of organizations, stakeholders, and society as a whole. While ethical frameworks 

provide some guidance, a more effective approach involves applying adapted forms of risk 
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assessment and risk management techniques (Clarke, 2019). It is in the best interest of all 

organizations to avoid causing harm to their stakeholders, as this can lead to a loss of trust in AI 

and opposition to its use. To achieve this, organizations need to adopt responsible approaches to 

AI that boost its legitimacy (Colleoni, 2013). This requires fostering an appropriate 

organizational culture and establishing business processes dedicated to identifying and managing 

risks (Clarke, 2019). Companies that employ responsible practices are better positioned to justify 

the use of emerging technologies and adapt their operations accordingly (Malsch, 2013). Risk 

assessment in the context of RAIG helps organizations expand their social responsibility by 

implementing previously unavailable practices and methods. According to Cowls et al. (2019), 

organizations that effectively manage risks associated with AI enhance their internal legitimacy 

by creating a sense of security and minimizing negative consequences. By taking proactive steps 

to address issues such as bias, discrimination, and privacy concerns, these organizations 

demonstrate their dedication to responsible AI practices, thereby strengthening their internal 

legitimacy. Another research by Jobin et al. (2019) highlights that the adoption of RAIG 

practices helps organizations align with emerging regulations and guidelines on AI ethics. 

Organizations that uphold ethical and legal norms are perceived as more legitimate and 

trustworthy. Hence, by proactively implementing RAIG measures, organizations show their 

commitment to meeting regulatory requirements, which further enhances their internal 

legitimacy.  

The RAIG practices can encompass safeguarding user privacy and data security, as the protection 

of user data privacy rights not only fosters customer trust but shields businesses from data 

breaches and the subsequent damage to their reputation too. At the same time, the reputation of 

corporations is increasingly entangled with their social and environmental impact (Babiak & 

Trendafilova, 2011). By leveraging AI to tackle societal challenges, companies can bolster their 

reputation by showcasing their commitment to making a positive impact on the world. For 

example, AI-driven solutions that contribute to sustainability, social equality, or healthcare 

accessibility not only enhance reputation but also attract conscientious consumers and investors. 

However, despite the prevalence of ethical issues surrounding AI, most companies lack effective 

preparedness to address public concerns (Wen & Holweg, 2023). Cases such as Amazon 

Rekognition and IBM Watson (facial recognition), where both products exhibited biases based 

on skin color and gender, illustrate this point (Wen & Holweg, 2023). Companies need to 

integrate socially responsible activities with their core business strategies and consider initiatives 

focused on stakeholders. These actions can result in enhanced customer satisfaction, which in 

turn can boost corporate reputation (Sharma, 2022). Hence, trust forms the foundation of 

corporate reputation, consistently emerging as a key attribute when measuring brand equity, as 

any interaction between a brand and its customers entails an exchange of value.  

Although the concept of CSR is grounded in ethics, which can encompass environmental aspects 

(Carroll, 1999), it can extend beyond an organization’s direct interests to include philanthropic 

contributions to individuals, communities, society, or the environment. Its primary focus in 

practice often revolves around leveraging strategic advantages or enhancing public relations 

through regulatory compliance and philanthropic activities (Porter & Kramer, 2006). 

Recognizing the potential of responsible principles in addressing critical societal challenges, an 
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increasing number of studies have highlighted their positive correlation with legitimacy and 

corporate reputation. Research delves into CSR antecedents and practices that influence 

credibility and sustainability (Abdullah & Abdul Aziz, 2013; Al-Abrrow et al., 2022; Goldsmith 

et al., 2000; Maas & Liket, 2011; Zheng et al., 2015). They emphasize the profound relationship 

where strategic decisions can shape internal and external acceptance and impact an 

organization’s overall legitimacy. Therefore, RAIG is not merely a regulatory requirement but a 

strategic imperative for corporations committed to long-term success and ethical innovation. 

From the preceding discussion, it is hypothesized that: 

H1 - RAIG has a positive effect on legitimacy, both internal and external. 

 

Effective AI technology communication enables firms to build external stakeholder transparency, 

trust, and understanding too (Wang et al., 2020). Organizations can address the worries and 

skepticism of stakeholders, including consumers, investors, and the general public, by providing 

accurate and understandable information regarding the responsible application of AI technologies 

and the governance systems in place, typically through corporate websites (Hickman & Petrin, 

2021). This openness makes it easier for stakeholders to grasp the organization’s dedication to 

ethical AI practices and comprehend the issues at hand (Schultz & Seele, 2023). Additionally, 

communication about AI technology enables firms to harmonize their values and objectives with 

the ethical application of AI, improving external legitimacy. What is more, it helps an 

organization’s reputation and legitimacy in the eyes of clients, investors, and the general public 

when external stakeholders view it as open, dependable, and ethical in its AI operations (Khuong 

et al., 2021); thus effective communication enables businesses to address any potential risks, 

biases, or ethical issues related to AI in a proactive manner, fostering confidence and trust among 

external stakeholders (Bedué & Fritzsche, 2022). 

Through framing and recognizing, communication helps external legitimacy. In order to organize 

experience and direct behaviour, framing entails the formation of meaning that draws attention to 

a few key conspicuous elements (Battilana et al., 2009; Benford & Snow, 2000; Cornelissen & 

Werner, 2014; Thomas & Ritala, 2022). Ecosystem orchestrators engage in framing to influence 

how an ecosystem is described (Lindgren et al., 2015; Snihur et al., 2018). External recognition 

is especially important for the legitimation of an emerging ecosystem because it makes 

legitimation possible (Drori & Honig, 2013; Thomas & Ritala, 2022). The success of a social 

movement or institutional entrepreneur can be influenced by the discursive acts of the media, 

analysts, regulators, and other actors in society (Lounsbury & Crumley, 2007), and these actors 

can also influence the establishment of legitimacy. An organization, for instance, will be 

perceived as genuine if it transacts business with other reputable, well-known companies (Snihur 

et al., 2018). From the preceding discussion, it is hypothesized that: 

H2: RAI communication use has a positive effect on legitimacy. 
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Legitimacy plays a vital role in shaping the success and performance of organizations. 

Legitimacy is closely linked to stakeholder trust, which is crucial for the long-term success of 

any organization (Du et al., 2022). More specifically, internal legitimacy plays a critical role in 

firm performance. When an organization’s members accept and support a firm, perceiving it as 

legitimate and credible, there are positive effects on performance (Suchman, 1995). Moreover, 

employees who view their organization as legitimate are more likely to demonstrate 

commitment, motivation, and engagement, ultimately leading to improved performance. 

Organizations that prioritize ethical practices, transparency, and legal compliance are better 

equipped to mitigate risks and avoid legal and reputational damage. By adhering to applicable 

laws, regulations, and industry standards, businesses can avoid penalties, litigation, and loss of 

public trust. Bitektine (2011), emphasizes the connection between internal legitimacy and 

organizational outcomes, including financial performance, innovation, and overall effectiveness. 

Employees who believe in their organization’s legitimacy are more inclined to be motivated, 

loyal, and proud of their association with the company, ultimately contributing to enhanced 

organizational performance (Blanco‐Gonzalez et al., 2020; Min et al., 2023). Legitimacy is also a 

crucial factor in attracting and retaining talented employees. Today’s workforce seeks purpose 

and meaning in their work (Gabrielova & Buchko, 2021). Organizations that prioritize corporate 

legitimacy are better positioned to attract top talent, foster a positive work culture, and boost 

employee engagement and productivity. Ultimately, the pursuit of corporate legitimacy is not just 

a moral imperative; it is also a strategic advantage that drives organizational performance and 

sustainability.  

When an organization demonstrates a commitment to ethical conduct and social responsibility, it 

enhances trust and confidence among stakeholders (Swift, 2001). This trust translates into 

positive perceptions, increased customer loyalty, higher employee morale, and improved 

relationships with investors (Papasolomou‐Doukakis et al., 2005). Furthermore, in an era of 

heightened consumer awareness and social media influence, legitimacy significantly impacts 

brand reputation and customer loyalty (Islam et al., 2021). Consumers are increasingly inclined 

to support businesses that align with their values and exhibit responsible behaviour. 

Organizations with strong corporate legitimacy have a greater likelihood of building a positive 

brand reputation, which can translate into a competitive advantage. Customers perceive these 

organizations as trustworthy and are more likely to choose their products or services over those 

of competitors (Harrison et al., 2010). In addition, satisfied customers who identify with a 

company’s values and ethical practices tend to develop strong brand loyalty, leading to repeat 

purchases and positive word-of-mouth recommendations (Tuškej et al., 2013). Lastly, 

organizations that proactively integrate responsible practices, like green innovation, into their 

operations are better prepared to anticipate and respond to emerging societal and regulatory 

expectations, thereby reducing the likelihood of disruptions and enhancing long-term 

performance (Yuan & Cao, 2022). From the preceding discussion, it is hypothesized that: 

H3: Legitimacy has a positive effect on firm performance. 
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Effective communication about AI technology is essential in order to moderate the relationship 

between RAIG and internal legitimacy inside businesses. It primarily enables firms to promote 

openness, understanding, and trust among their workforce. Organizations can address any 

potential worries or misunderstandings by disseminating accurate and understandable 

information on the appropriate use of AI technologies and the governing frameworks in place 

(ÓhÉigeartaigh et al., 2020). Employees can comprehend the justification for AI-related actions 

and the ethical considerations involved thanks to this transparency (Ehsan et al., 2021). 

Additionally, communication about AI technology makes it easier to integrate company goals 

and values with ethical AI use, which improves internal legitimacy (Men, 2014). Employees are 

more likely to believe that an organization is trustworthy and ethical when they are aware of and 

understand its commitment to ethical AI practices, which strengthens the organization’s internal 

legitimacy (Shneiderman, 2020). Additionally, good communication enables businesses to 

address employee worries, misunderstandings, and concerns about AI, which lowers resistance 

and promotes acceptance. The improved moderation of the relationship between RAIG and 

internal legitimacy is a result of the increased awareness of and support for AI technology. In the 

end, businesses can use AI-technology communication as a powerful tool to build and maintain 

trust, legitimacy, and openness when deploying AI systems. From the preceding discussion, it is 

hypothesized that: 

H4: RAI communication use has a positive moderating effect on the relationship between RAIG 

and legitimacy. 

 

RAIG plays a significant role when it comes to ethical principles and practices, such as 

transparency, and accountability, in order to successfully integrate AI within organizations 

(Felzmann et al., 2020). By implementing responsible AI governance practices, firms can ensure 

that AI technologies are developed, deployed, and managed in a manner that aligns with legal 

regulations, societal expectations, and corporate values (Rakova et al., 2021). This not only 

mitigates the risks associated with unethical or biased AI applications but also boosts customer 

trust, stakeholder confidence, and brand reputation. To be more specific, RAIG encourages 

innovation while minimizing potential negative impacts, thereby optimizing operational 

efficiency and driving sustainable long-term growth (Kulkov et al., 2023). A commitment to 

responsible AI governance is not only about ethics but also about planning ahead, contributing to 

firm performance in an increasingly AI-driven environment; thus, RIAG is essential for ensuring 

that AI technologies are deployed ethically and transparently within organizations (Di Vaio et al., 

2020).  

This approach of implementing RAIG practices creates a positive relationship with firm 

performance in several ways. Firstly, it instills trust and confidence among customers, 

stakeholders, and regulators by demonstrating a commitment to ethical practices and compliance 

with relevant regulations. This, in turn, enhances the organization's reputation and reduces the 

likelihood of reputational damage due to AI-related controversies (Vlaeminck, 2023). Secondly, 

responsible AI governance promotes innovation by providing clear guidelines and standards for 

the development and implementation of AI solutions. By encouraging ethical experimentation 
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and responsible risk-taking, firms can leverage AI to drive competitive advantage and unlock 

new business opportunities. Additionally, by prioritizing fairness, accountability, and 

transparency in AI decision-making processes, firms can minimize the potential for 

discrimination and ensure that AI systems align with corporate values and societal expectations 

(Khakurel et al., 2018). Therefore, a proactive approach to RAIG not only mitigates risks but 

also maximizes the positive impact of AI on firm performance, driving sustainable growth and 

creating value for all stakeholders. Thirdly, through new products and innovation, the return on 

investment may be increased, creating new sources of revenue (Babina et al., 2021). By 

leveraging AI technologies ethically and transparently, firms can introduce groundbreaking 

solutions that address emerging market needs and surpass competitors' offerings (Wamba-

Taguimdje et al., 2020). This innovation-driven approach not only attracts new customers but 

also creates loyalty among existing ones, leading to sustained sales growth. With a diverse 

portfolio of intelligent products and services, the organization becomes more resilient to market 

fluctuations, contributing to financial stability and long-term success (Pwc, 2019). This financial 

stability not only instills confidence among investors and stakeholders but also provides the 

necessary foundation for strategic expansion into new markets and opportunities. Hence, RAIG 

not only drives innovation but also fortifies the organization's financial position, making the way 

for sustainable growth and prosperity. From the preceding discussion, it is hypothesized that: 

H5: RAIG has a direct positive effect on firm performance. 

 

4. Empirical study 
 

In this work, we conducted a quantitative study to examine the suggested research paradigm. We 

gathered uniform data from a diverse set of pivotal respondents, employing a survey 

methodology, including data scientists, managers and CEOs. This approach allows diverse 

responses, enabling broader conclusions to be drawn. The study focused on Western Europe and 

the USA because these regions lead in frameworks for RAIG and have common ethical 

considerations and practices when it comes to fairness, transparency, and accountability in AI 

systems. Another reason for our sample choice is that many AI companies are based in these 

regions and their approaches to RAIG can significantly impact global practices. 

Prior to evaluating the impacts of the suggested proposed research model, we conducted a 

statistical power analysis to ascertain the necessary minimum sample size (Kock & Hadaya, 

2018). Based on the inverse square root method to determine the minimum required sample size, 

our model exhibited no bias in estimators (Kock & Hadaya, 2018). With a sample size of 329, 

our study possesses sufficient statistical power to assess the statistical significance of the 

proposed research model concerning path coefficients of at least 0.2, at a significance level of 

0.05. 

We invested considerable time in the data collection process to uphold reliability and validity by 

mitigating common method variance (Maier et al., 2023). Initially, measures were taken to 

ensure respondent anonymity, maintain the random presentation of variables and items and 
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restrict respondents from revisiting survey sections (Podsakoff et al., 2003). Additionally, the 

survey was administered by a company with a well-developed protocol. We utilized 87 questions 

to measure our items and we used a 7-point Likert scale, where a value of 1 means disagrees 

entirely, and 7 means agree entirely.  

 

4.1. Sample characteristics 
 

To put the study model to the test, we sent an internet questionnaire-based survey using a panel 

service. The survey was administered across six countries, namely France, Germany, Italy, the 

Netherlands, Spain, and the USA, with data collected as follows: 39 responses (12%) from 

France, 39 responses (12%) from Germany, 38 responses (11%) from Italy, 11 responses (4%) 

from the Netherlands, 44 responses (13%) from Spain, and 158 responses (48%) from the USA. 

Respondents represented a diverse range of company sizes, with 56 (17%) reporting employment 

in companies with 1000 to 2500 employees, 20 (6%) not specifying company size, 54 (16%) in 

companies with 250 to 500 employees, 58 (18%) in companies with over 2500 employees, 62 

(19%) in companies with 50 to 250 employees, and 79 (24%) in companies with 500 to 1000 

employees. 

The survey revealed that the majority of respondents reported the integration of one or more AI 

applications within their respective organizations. Specifically, the most commonly reported 

applications were as follows: 250 respondents (75%) reported utilizing chatbots, 146 (44%) 

reported virtual agents, 140 (42%) reported real-time translation for meetings, 202 (62%) 

reported cybersecurity applications, 142 (43%) reported using AI for decision management, 105 

(32%) reported robotic process automation applications, 163 (49%) reported speech analytics 

applications, 128 (39%) reported AI expert systems, 165 (50%) reported planning scheduling and 

optimization techniques applications, 89 (27%) reported machine vision applications, and 201 

(60%) reported other types of machine learning applications. 

Furthermore, a significant portion of respondents indicated the duration of AI usage within their 

organizations, with 194 (59%) reporting usage for 1-2 years, 99 (30%) for 3-4 years, and only 36 

(11%) for less than one year. Additionally, the majority of participants reported substantial 

investments in AI technologies by their companies. Regarding respondents' roles within their 

organizations, 56 (17%) identified as IT directors, 49 (15%) as business managers, 74 (22%) as 

chief officers, 40 (12%) as IT project managers, 30 (9%) as operation managers, and 80 (25%) 

with other occupational roles. 

 

4.2. Conceptualization and measurements of constructs 
 

In line with the RAIG definition that we provided earlier, the RAIG construct is conceptualized 

as a multidimensional third-order formative construct, which is comprised of the following AI-
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specific dimensions: transparency, accountability, fairness, environmental and societal well-

being, technical robustness and reproducibility, data governance, and human agency and 

oversight. These dimensions are, in turn, conceptualized as second-order formative constructs 

comprising eighteen first-order constructs (Table 2). As for legitimacy and RAI communications, 

these are formative second-order constructs, and each one has two first-order reflective 

constructs. These are external and internal legitimacy for legitimacy and explicit and implicit 

communications for RAI communications (Table 2). 

 

Table 2. Latent constructs and sub-dimensions. 

Third-order Type Second-order  

(sub-dimensions) 

First-order  

(sub-dimensions) 

Type 

RAIG Formati

ve 

Human agency and oversight Human agency Reflective 

   Human oversight Reflective 

 

  Accountability Auditability Reflective 

   Minimization and reporting 

negative impacts 

 

Reflective 

  Transparency Communication Reflective 

   Traceability Reflective 

   Explainability 

 

Reflective 

  Fairness Avoidance of unfair bias Reflective 

   Accessibility and universal design 

 

Reflective 

  Environmental and societal 

well-being 

Social impact Reflective 

   Sustainable and environmental 

friendly AI 

 

Reflective 

  Technical robustness and 

safety 

Accuracy Reflective 

   Reliability and reproducibility Reflective 

   Fallback plan and general safety Reflective 

   Resilience to attack and security 

 

Reflective 

  Data governance Quality and data protection Reflective 

   Privacy and data governance Reflective 

   Access to data 

 

Reflective 

  Legitimacy External legitimacy Reflective 

   Internal legitimacy 

 

Reflective 

  RAI Communications Explicit communications Reflective 

   Implicit communications 

 

Reflective 
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  Performance Customer relationship Reflective 

   Finances Reflective 

   Competition Reflective 
 

In the process of constructing the first-order constructs for RAIG, the measures employed were 

derived from existing literature or expert opinions on RAIG. This involved an examination and 

analysis of similar conceptual models related to the governance of AI systems. By drawing upon 

this extensive body of literature, the chosen measures in the development of the first-order 

constructs were purposefully selected and adapted to ensure their relevance, validity, and 

applicability within the specific context of the study. This approach not only enabled the 

identification of suitable dimensions and variables for RAIG but also enabled the establishment 

of a theoretical foundation upon which subsequent empirical investigations could be grounded. 

Furthermore, by using existing literature, the measures have theoretical rigor and methodological 

robustness, thereby ensuring the overall credibility and trustworthiness of the research findings. 

Similarly, we derived existing literature for legitimacy and RAI communications (Burlea & 

Popa, 2013; Colleoni, 2013; Kostova & Zaheer, 1999; Steyn, 2004). When RAIG practices are in 

place, firms are able to increase their legitimacy and through communication, they can boost 

even more their internal and external acceptance from stakeholders and society (Morsing & 

Schultz, 2006). This idea is reflected in the proposed theoretical framework (Fig. 1) and in the 

items used to capture the first-order constructs, which are related to the AI-given value within 

organizations. 

Firm performance is shaped by multiple interconnected factors, among which competition, 

customer relationships, and firm finances play crucial roles (Bergek et al., 2013; Lei & Slocum 

Jr, 2005; Naradda Gamage et al., 2020). In a highly competitive environment, firms must be able 

to challenge their rivals, handle technological disruptions, and adapt to consumer preferences to 

secure their survivability and drive growth (Rivard et al., 2006). The ability to effectively rival 

your competition, whether through product differentiation, cost leadership, or market 

segmentation, significantly influences a firm's market share, profitability, and long-term viability 

(Santos-Vijande et al., 2012). Moreover, the quality of customer relationships is a necessary step 

for sustained success, as customer loyalty not only contributes to recurring revenues but also 

serve as brand awareness, leading to organic growth and mitigating the impact of market 

fluctuations (Liu et al., 2022). Beyond this, firm finances are necessary for enabling strategic 

initiatives, boosting operational efficiency, and allowing resilience in the face of economic 

uncertainties (Naidoo, 2010). It is essential to allocate resources appropriately, handle finances 

carefully, and have a strong financial structure to support future expansions, organizational 

stability, and maximize shareholder value (Mihajlović et al., 2020). 
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5. Analysis 
 

5.1. Measurement model 
 

For the analysis of our model, we used partial least squares (PLS) path modelling. There are two 

reasons for using structural equation modelling: (1) our model is complex since it has many 

constructs and indicators (Benitez et al., 2020), and (2) we have to calculate the latent variable 

scores through a second-step approach in order to estimate high-order constructs (Hair et al., 

2019). We used SmartPLS4 to estimate both the measurement and structural models. 

Significance levels (i.e., weights, loadings, and path coefficients) were determined via 

bootstrapping with 10,000 subsamples. For more information about the correlation matrix, refer 

to Table A1 of the Appendix. 

The analysis of variance-based Structural Equation Modeling (SEM) results was conducted using 

the repeated indicator approach. The measurement model was validated by testing the construct 

measurement quality and by examining the associations between constructs (Sarstedt et al., 

2021). The initial step involved testing the measurement model's convergent validity. This was 

evaluated based on factor loadings, Composite Reliability (CR), and Average Variance Extracted 

(AVE). As presented in Table A2, all item loadings surpassed the recommended threshold of 0.6 

(Chin et al., 2008). Additionally, the Composite Reliability values, indicating the extent to which 

construct indicators reflect the latent construct, exceeded the suggested threshold of 0.7, while 

the Average Variance Extracted values, reflecting the overall variance explained by the latent 

construct, surpassed the recommended threshold of 0.5 (Hair Jr et al., 2021). 

The next thing was to assess the reliability and validity of the model. Reliability refers to the 

consistency and repeatability of the measurement, and validity refers to the accuracy and 

appropriateness of the measurement. Table A3 shows that all values are above the recommended 

value of 0.7 for both cronbach’s alpha and Composite Reliability (CR), including rho_c and 

rho_c, and above. Furthermore, the values exceed the recommended value of 0.5 for Average 

Variance Extracted (AVE), indicating a solid foundation for the model’s reliability. Discriminant 

validity values exceed the recommended values in all cases, with one small exception for internal 

and external legitimacy, where the values are 0.792 for external legitimacy and 0.808 for internal 

legitimacy (marked in red in Table A4).  

Regarding collinearity statistics, the variance inflation factor (VIF) values seem, as shown in 

Table A5, to not exceed the of value, suggesting minimal multicollinearity concerns. Given the 

statistically acceptable values, the assessment process extended to the second order, reaffirming 

the model's reliability. Outer loadings, once again, surpassed the critical threshold of 0.707, 

indicating strong construct validity (refer to Table A6). While some VIF values exceeded 3, they 

remained below the threshold of 5 (refer to Table A7). Upon inspecting the inner model, 

however, some values surpassed the threshold of 5, which warrants further attention and 

examination. For detailed insights, please refer to Table A8. 
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5.2. Structural model 
 

The structural model derived from the PLS analysis is outlined in Figure 2, where it encapsulates 

both the explained variance of endogenous variables (R2) and the standardized path coefficients 

(β). Validation of this model involves examining the coefficient of determination (R2) values, 

predictive relevance (Stone-Geisser Q2), and the effect size of path coefficients, with the 

significance of estimates (t-statistics) determined through a bootstrap analysis with 10,000 

resamples. As depicted in Figure 2, four out of five hypotheses were empirically supported. 

Specifically, a firm's RAIG practices were found to significantly impact its performance (β = 

0.549, t = 6.646, p < 0.001) and legitimacy (β = 0.591, t = 9.016, p < 0.01). Moreover, legitimacy 

was shown to have a significant effect on a firm's performance (β = 0.306, t = 3.477, p < 0.001). 

Additionally, RAI communications exhibited a positive association with legitimacy (β = 0.336, t 

= 4.796, p < 0.001), but no significant relationship was found for RAI communications as a 

mediator for RAIG practices and legitimacy (β = -0.029, t = 1.593, p > 0.1). The structural model 

explained 81.3% of the variance for legitimacy (R2 = 0.813) and 69.1% for competitive 

performance (R2 = 0.691), indicating moderate to substantial predictive power. Furthermore, the 

effect size f2 was evaluated, revealing moderate to high effect sizes for all direct values, except 

for legitimacy (0.07) and the mediator, both falling below the thresholds. Aligned with IS 

research, we similarly investigated the impact of control variables on performance. The results 

revealed that firm size and AI department size have a relationship with the dependent variable, 

but employes’ years within the firm and the length of time that a company uses AI did not reveal 

any statistically significant relationship with the dependent variable. 

 



 

263 
 

 

Figure 2. Estimated relationships of structural model. 

 

To assess the precision and evaluate the statistical methods, we calculate intervals bias, where no 

zeros are present and values increase from 2.5% to 97.5%, so these paths are significant (Table 

3).  

 

Table 3. Path coefficient and intervals bias. 
 

Original sample 

(O) 

Sample mean 

(M) 

Bias 2.5% 97.5

% 

RAI Communications -> Legitimacy 0.336 0.342 0.007 0.207 0.475 

Legitimacy -> Performance 0.306 0.299 -

0.007 

0.141 0.485 

RAIG -> Legitimacy 0.591 0.587 -

0.004 

0.457 0.709 

RAIG -> Performance 0.549 0.559 0.009 0.374 0.698 

RAI Communications x RAIG -> 

Legitimacy 

-0.029 -0.028 0.001 -

0.067 

0.005 
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For the outer loadings, which are the estimated relationships in reflective measurement models 

and determine an item's absolute contribution to its assigned construct, we see that the values p 

values are statistically significant. 

 

Table 4. Outer loadings. 
 

Original 

sample (O) 

Sample 

mean (M) 

Standard 

deviation 

(STDEV) 

T statistics 

(|O/STDEV|) 

P 

valu

es 

Accountability -> RAIG 0.839 0.836 0.026 32.518 * 

Competition -> Performance 0.95 0.947 0.018 52.42 * 

Customer relationship -> 

Performance 

0.91 0.909 0.023 40.309 * 

Data governance -> RAIG 0.945 0.941 0.014 65.639 * 

Environmental and societal well-

being -> RAIG 

0.874 0.871 0.037 23.806 * 

Explicit RAI Communication -> 

RAI Communications 

0.973 0.971 0.011 86.833 * 

External legitimacy -> 

Legitimacy 

0.916 0.915 0.018 49.898 * 

Fairness -> RAIG 0.869 0.866 0.025 34.87 * 

Finances -> Performance 0.919 0.918 0.021 44.302 * 

Human agency and oversight -> 

RAIG 

0.934 0.931 0.016 60.161 * 

Implicit RAI Communication -> 

RAI Communications 

0.954 0.953 0.016 58.498 * 

Internal Legitimacy -> 

Legitimacy 

0.977 0.976 0.012 80.939 * 

Technical robustness and safety -

> RAIG 

0.942 0.939 0.015 62.589 * 

Transparency -> RAIG 0.859 0.856 0.03 28.368 * 

RAI Communications x RAIG -> 

Communications x RAIG 

1 1 0 n/a n/a 

Note: * < 0.001  

We also check outer weights for validity, which involves assessing the measurement model's 

validity by examining the relationships between observed variables (indicators) and latent 

constructs. These weights are obtained through the PLS regression, which aims to maximize the 

covariance between the indicators and the latent construct. Outer weights did have some p-values 

that exceed 0.05, as shown in Table 5. 
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Table 5. Outer weight.  
 

Original 

sample (O) 

Sample 

mean (M) 

Standard 

deviation 

(STDEV) 

T statistics 

(|O/STDEV|) 

P 

valu

es 

Accountability -> RAIG 0 0.002 0.061 0.002 NS 

Competition -> Performance 0.467 0.461 0.088 5.297 * 

Customer relationship -> 

Performance 

0.335 0.335 0.078 4.278 * 

Data governance -> RAIG 0.31 0.307 0.076 4.071 * 

Environmental and societal well-

being -> RAIG 

0.151 0.163 0.072 2.096 ** 

Explicit RAI Communication -> 

Communications 

0.584 0.579 0.086 6.769 * 

External legitimacy -> 

Legitimacy 

0.365 0.361 0.078 4.697 * 

Fairness -> RAIG 0.021 0.016 0.077 0.268 NS 

Finances -> Performance 0.273 0.277 0.078 3.508 * 

Human agency and oversight -> 

RAIG 

0.25 0.247 0.068 3.67 * 

Implicit RAI Communication -> 

RAI Communications 

0.452 0.457 0.087 5.184 * 

Internal Legitimacy -> 

Legitimacy 

0.682 0.685 0.07 9.753 * 

Technical robustness and safety -

> RAIG 

0.268 0.26 0.09 2.988 * 

Transparency -> RAIG 0.083 0.084 0.062 1.324 NS 

RAI Communications x RAIG -> 

Communications x RAIG 

1 1 0 n/a n/a 

Note: * < 0.001, ** < 0.05, NS > 0.05 

 

5.3 Test for mediation 
 

Mediation test allows researchers to check specific hypotheses about how indirect connections 

between independent and dependent variables work through mediators. It lets researchers see if 

these indirect relationships are important and how strong they are in their models. To test for 

mediation, we assess the total effect of the independent variable on the dependent variable 

without considering the mediator; thus, this step involves estimating the direct effect of the 

dependent variable on the independent variable. Then, we evaluate the indirect effect of the 

dependent variable on the independent variable through the mediator. This step allows us to 

estimate the effect of the dependent variable on the mediator, the effect of mediator on the 

independent variable, and the product of paths between the effect of dependent variable and the 

effect of the mediator on the independent variable, which is the indirect effect. We used bootstrap 

with 10000 subsamples, and we checked whether the indirect effect (mediation) was statistically 
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significant. When the indirect effect is significant, it means that the mediator mediates the 

relationship between the dependent variable and the independent variable. 

For our model, mediation analysis was performed to assess the mediating role of RAI 

communications in the relationship between legitimacy and firm performance. The results (see 

Table 6) revealed a significant indirect effect of legitimacy on performance (β=0.103, t=2.654, 

p<0.01). The total effect of legitimacy on performance was significant; with the inclusion of the 

mediator the effect of legitimacy on performance was still significant (β=0.306, t=3.477, 

p<0.001). The mediating role of RAIG in the relationship between legitimacy and performance 

revealed a significant indirect effect of legitimacy on performance (β=0.181, t=3.345, p<0.01). 

The total effect of legitimacy on performance was significant, with the inclusion of the mediator, 

the effect of legitimacy on performance was still significant (b=0.591, t=9.016, p<0.001). As for 

the mediating role of RAI communications in the relationship between RAIG, legitimacy and 

performance did not reveal a significant indirect effect of legitimacy on performance (β=-0.009, 

t=1.479, p>0.1). The total effect of RAI communications as a mediator for RAI practices and 

legitimacy on performance was not significant (b=-0.029, t=1.593, p>0.1). For the first two, we 

see that there is no zero between the intervals (last two columns in Table 6), which means there a 

mediation, but there is a zero for the last one, meaning there is no mediation between them; thus, 

H4 is not supported. 

 

Table 6. Indirect effects. 
 

Original 

sample 

(O) 

Sample 

mean (M) 

Standard 

deviation 

(STDEV) 

T statistics 

(|O/STDE

V|) 

P 

value

s 

2.5% 97.5

% 

RAI Communications -

> Legitimacy -> 

Performance 

0.103 0.103 0.039 2.654 * 0.038 0.188 

RAIG -> Legitimacy -> 

Performance 

0.181 0.175 0.054 3.345 * 0.073 0.288 

RAI Communications x 

RAIG -> Legitimacy -> 

Performance 

-0.009 -0.008 0.006 1.479 NS -0.021 0.002 

Note: * < 0.001, ** < 0.05, NS > 0.05 

 

5.4 Post-hoc analysis 
 

As a final step in our analysis, we conducted a post-hoc analysis to evaluate whether there exists 

a statistical difference between companies originating from the USA and Europe. Multigroup 

analysis is used to assess predefined data groups in order to ascertain significant differences 

across group-specific parameter estimates. MGA was chosen because it allows researchers to 

examine variations between different groups within two identical models, provided that the 

groups are known. This analysis was conducted using a non-parametric test, specifically PLS-
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MGA. The outcomes are displayed in Table A9. The findings indicate that there is no significant 

difference between the two groups, implying that there is no distinction in the comparison 

between European firms and those from the USA. The lack of differences might be due to the 

fact that RAIG is a relatively new concept and has not been mature enough, hence finding no 

significant differences should not be a surprise. Besides that, Europe and the USA have similar 

perspectives on ethical aspects in comparison with other countries that develop AI on massive 

scale, like China, which could be an interpretation of the results.  

 

5.5 Finding summary 
 

This study examined the proposed research model through data collection via an online survey. 

The results indicate that RAIG practices directly boost performance and legitimacy, supporting 

hypotheses 1 and 5. Moreover, the findings demonstrate that firms can enhance their 

performance by building legitimacy through stakeholder trust in their practices, leading to an 

increased willingness to engage with the firm's offerings or adopt its practices, thus confirming 

hypothesis 3. Additionally, the results underscore the importance of RAIG communications in 

enhancing firm legitimacy, highlighting the significance of communicating RAIG practices to 

both internal and external stakeholders for overall acceptance, as posited in hypothesis 2. 

However, the findings did not reveal any significant moderating effect of RAIG communications 

between RAIG practices and legitimacy, failing to confirm hypothesis 4. Our post-hoc analysis 

showed no significant differences between the USA and Europe. In summary, the findings 

emphasize the critical role of RAIG practices in garnering internal and external acceptance while 

also positively impacting firm performance. 

 

6. Discussion 
 

6.1. Research implications 
 

The outcomes of this investigation significantly contribute to the extant scholarly literature by 

empirically testing the significance of RAIG and legitimacy in attaining a certain level of 

organizational performance. While the literature has begun to explore RAIG (Clarke, 2019; 

Dignum, 2019; European Commission, 2019), there remains a scarcity of research on the 

legitimacy granted by RAIG upon a firm. Thus, this study represents one of the initial attempts to 

explain the relationship between RAIG, legitimacy, and RAI communications. In alignment with 

the study's objectives, five hypotheses were formulated and tested. The SEM results confirmed 

all hypotheses except for the anticipated moderate effect of RAIG. Consequently, the findings 

affirm that RAIG exerts a positive direct influence on performance and indirectly through 

legitimacy. Furthermore, RAI communications are found to boost legitimacy, even though 
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without a moderating effect between RAIG and legitimacy. This study contributes to the 

literature around RAIG by emphasizing its role in not only governing AI systems but also in 

bestowing legitimacy to organizations that have systems with RAIG practices (Grimmelikhuijsen 

& Meijer, 2022). This expands the conceptualization of RAIG beyond its traditional operational 

and ethical dimensions. By uncovering the mediating role of legitimacy, this research 

underscores the importance of organizational legitimacy in the context of AI governance. It 

highlights how RAIG practices can enhance the perceived legitimacy of AI implementations 

within firms, thereby influencing organizational performance. Furthermore, The study's findings 

encourage a critical evaluation of RAI communication strategies within organizations. While 

these communications are observed to boost legitimacy, the absence of a moderating effect 

between RAIG and legitimacy suggests a lack of understanding of how such communications 

interact with broader AI governance practices. Understanding the direct and indirect pathways 

through which RAIG and legitimacy influence performance provides insights for organizational 

leaders and policymakers (Clark et al., 2014). It underscores the importance of integrating 

responsible AI practices not only for ethical reasons but also for enhancing organizational 

effectiveness and competitiveness.  

Future research could explore the role of contextual factors and industry-specific dynamics in 

shaping the relationship between RAIG, legitimacy, and performance (Wang & Wu, 2024). This 

suggests a need for further theoretical exploration into the mechanisms through which RAIG 

practices contribute to organizational legitimacy, as well as the implications of legitimacy for 

organizational performance (Leonard, 2023). Furthermore, researchers could go deeper into the 

underlying processes through which legitimacy influences performance outcomes, exploring 

factors such as stakeholder perceptions, organizational reputation, and regulatory environments. 

Alternatively, investigating the potential moderating effects of contextual factors, such as 

industry dynamics and organizational culture, on the relationship between RAIG, legitimacy, and 

performance could provide valuable insights into the practices of AI governance in different 

organizational contexts (Zhang et al., 2023). Since the study highlighted the importance of RAI 

communications researchers could focus on the effectiveness of different communication 

strategies in conveying organizational commitment to responsible AI practices and their impact 

on stakeholders’ perceptions of legitimacy. This could involve examining the role of 

communication channels, message framing, and organizational transparency in shaping 

stakeholder attitudes towards AI governance practices. Additionally, the study suggests that 

legitimacy theory could be extended to other similar or related disciplines, such as organizational 

theory, institutional theory, and stakeholder theory, to develop a better understanding of the 

factors influencing AI governance practices and their implications on performance (Jan et al., 

2021). 
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6.2. Practical implications 
 

The practical implications of this study are profound for managers navigating RAIG, legitimacy, 

and RAI communications. Firstly, the study emphasizes the critical role of RAIG in boosting 

organizational performance (Rakova et al., 2021). It underscores the importance of implementing 

robust RAIG practices not only for ethical reasons but also for improving organizational 

effectiveness and competitiveness (Lin et al., 2020). Therefore, organizational leaders are 

encouraged to prioritize investments in RAIG frameworks to drive performance improvements 

and maintain a competitive edge, especially in AI-driven business environments (Mikalef et al., 

2023). Moreover, the study highlights the mediating role of legitimacy in the relationship 

between RAIG and organizational performance. This suggests that organizations can enhance 

their performance outcomes by strategically managing their legitimacy through the adoption of 

responsible AI practices (Rakova et al., 2021). By prioritizing transparency and accountability in 

their AI governance practices, organizations can bolster their perceived legitimacy, thereby 

positively influencing their performance metrics.  

Furthermore, the study emphasizes the importance of Responsible AI communications in shaping 

stakeholder perceptions of legitimacy (Buhmann & Fieseler, 2021). Organizational leaders are 

encouraged to critically evaluate their communication strategies to ensure alignment with RAIG 

practices and organizational goals. Effective communication of AI-related practices and 

outcomes is essential for building trust and credibility among stakeholders, thereby enhancing 

organizational legitimacy and performance (Hohma & Lütge, 2023). Additionally, the study 

highlights the need for organizational leaders to consider contextual factors and industry-specific 

dynamics in their AI governance practices. Understanding how these factors influence the 

relationship between RAIG, legitimacy, and performance is crucial for tailoring AI governance 

strategies to specific organizational contexts. Therefore, organizational leaders are encouraged to 

conduct thorough assessments of their organizational context and industry landscape to inform 

their AI governance practices effectively.  

Future research in this domain could explore several avenues to further advance our 

understanding of Responsible AI Governance (RAIG), legitimacy, and Responsible AI (RAI) 

communications. Firstly, researchers could delve deeper into the mechanisms through which 

RAIG practices contribute to organizational legitimacy (Guerreiro et al., 2021). This could 

involve exploring the specific RAIG practices that are most effective in enhancing legitimacy 

and identifying the underlying processes through which these practices influence stakeholder 

perceptions (Fisher et al., 2020). Additionally, future research could examine the implications of 

legitimacy for organizational performance in greater detail. This could involve investigating how 

different dimensions of legitimacy (e.g., cognitive, moral, pragmatic) influence various aspects 

of organizational performance, such as financial performance, innovation, and employee 

satisfaction (Soomro et al., 2021). Understanding the nuanced relationship between legitimacy 

and performance could provide valuable insights for organizational leaders seeking to leverage 

legitimacy as a strategic asset. Furthermore, researchers could explore the role of contextual 

factors and industry-specific dynamics in shaping the relationship between RAIG, legitimacy, 
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and performance. This could involve conducting comparative studies across different industries 

to identify industry-specific challenges and opportunities related to AI governance and 

legitimacy (Abioye et al., 2021).  

Additionally, researchers could examine how factors such as organizational culture, regulatory 

environments, and stakeholder expectations influence the effectiveness of RAIG practices and 

their impact on organizational performance (Akram et al., 2018). Another area for future research 

is to investigate the effectiveness of Responsible AI communications in enhancing organizational 

legitimacy further. This could involve conducting experimental studies to test different 

communication strategies and message framings to determine their impact on stakeholders’ 

perceptions of legitimacy (Kim, 2016). Additionally, researchers could explore the role of 

emerging communication technologies, such as artificial intelligence-driven chatbots and virtual 

assistants, in facilitating transparent and effective communication of AI-related practices and 

outcomes (Kannan et al., 2023). Finally, future research could explore interdisciplinary 

approaches to understanding AI governance, legitimacy, and performance. This could involve 

integrating insights from disciplines such as organizational theory, institutional theory, 

stakeholder theory, and ethics to develop a holistic understanding of the factors influencing AI 

governance practices and their implications for organizational performance (Du & Xie, 2021). 

By adopting interdisciplinary perspectives, researchers can gain a more comprehensive 

understanding of the complex dynamics at play in the intersection of AI governance, legitimacy, 

and organizational performance.  

 

6.3. Limitations 
 

While online surveys are a valuable research tool, they come with a set of potential limitations. 

Our sample consists of responses from specific geographical areas and does not include countries 

like China and India, meaning that our results might not be valid for other countries with 

different customs and norms. Response bias may occur as respondents tailor their answers to 

what they perceive the researcher expects or misrepresent their genuine opinions. Selection bias 

is a concern too, since online surveys potentially attract specific demographics; thus, limiting the 

generalizability of findings. Our survey might have limited depth, making it challenging to 

collect in-depth information. Self-selection bias is another issue, as participants may possess 

distinct characteristics or motivations. Non-response bias might arise from differences between 

those who initiate but do not complete the survey and those who finish it. Social desirability bias 

can influence responses as individuals may provide socially acceptable answers or align with 

their perceived image rather than reveal true beliefs or behaviors. Question-wording, phrasing, 

and ordering of questions can unintentionally affect responses, potentially impacting result 

validity. Researchers had less control over the survey environment and interpretation of 

questions compared to other data collection methods. Data security and privacy concerns can 

affect participation rates, and the inability to clarify responses is a limitation, as online surveys 

lack the capacity for follow-up questions. Our survey may provide a limited understanding of 
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context for some participants, as we were not present to explain our questions if needed further. 

Recall bias is also a concern, with respondents potentially struggling to accurately recall past 

experiences, leading to potential inaccuracies. Demographics are also noteworthy, as shifts in 

technology and internet usage patterns could impact the representativeness of the sample, 

although we tried to be homogenous to some extent by collecting data from people who are 

located in Western Europe and the USA. 

 

7. Conclusion 
 

In conclusion, the business performance and hence survival is occurring upon the 

implementation of RAIG practices. Consequently, organizations must cultivate the capability to 

effectively employ RAIG in order to boost their legitimacy, increase their corporate reputation, 

and attain superior performance outcomes. Driven by the noticeable association between RAIG 

and performance, the current research employed PLS-SEM to analyze survey data obtained from 

a sample of 329 Western European and USA companies, employing legitimacy theory as a 

theoretical lens. The study proceeded to develop and empirically validate various higher-order 

constructs, along with a conceptual model highlighting the interplay between RAIG, legitimacy, 

AI communication, and firm performance. The empirical findings underscore the significance of 

adopting a comprehensive perspective when considering the development of RAIG practices. 

Such an approach empowers organizations to navigate their daily operations and manage their 

organizational structures more effectively, ultimately culminating in improved overall 

performance and heightened profitability. 
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A. Survey instrument. 

Measure Item 

Transparency When designing and building a AI applications, interpretability and explainability are 

a high priority 

Transparency We design AI applications with explainability and interpretability in mind from the 

start  

Transparency We assess to what extent the decisions and hence the outcome made by the AI 

application can be understood  

Transparency We communicate to users that they are interacting with an AI application and not with 

another human  

Transparency We have established mechanisms to inform users about the purpose, criteria and 

limitations of the decision(s) generated by the AI application 

Transparency Users can provide feedback of their experience with the AI application(s) 

Transparency Processes and mechanisms for data collection, data labelling, data transformation and 

data use are well documented.:  

Transparency We have established well-documented processes and mechanisms for AI development 

Transparency We have adopted measures that can ensure traceability of our AI models 

Fairness We have ensured that our AI applications are accessible to all users and accommodate 

individual preferences and abilities 

Fairness We have involved and consulted different stakeholders (e.g. users of assistive 

technologies) in the AI system's development and use 

Fairness We have ensured that the information about the AI system is accessible also to users in 

need of assistive technologies 

Fairness We have established a process to avoid creating or reinforcing unfair bias in the AI 

system, both regarding the use of input data as well as for the algorithm design 

Fairness The datasets we use for AI applications are assessed in terms of diversity and 

representativeness of the population 

Fairness We have put in place processes to test and monitor for potential biases during the 

development, deployment and use phase of the system 

Accountability We have established an "ethical AI review board" or similar mechanism to discuss 

overall accountability and ethics practices, including potentially unclear grey areas 

Accountability We have established an adequate set of mechanisms that allows for redress in case of 

the occurrence of any harm or adverse impact from our AI applications 

Accountability We communicated company policies to design and development teams so there is 

clarity over responsibility of AI 

Accountability We have established processes that facilitate the assessment of algorithms, data and 

design processes 

Accountability We have established mechanisms that facilitate the system's auditability, such as 

logging of the AI system's processes and outcomes 

Accountability Third parties (e.g. suppliers, consumers, distributors/vendors) or workers can easily 

report potential vulnerabilities, risks or biases in the AI system? 

Robustness and 

Safety 

We assess if our AI applications are making unacceptable amount of inaccurate 

predictions 

Robustness and 

Safety 

We have processes in place to increase the AI applications' accuracy 

Robustness and We have processes in place to figure out if there is a need for additional data to 
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Safety improve accuracy 

Robustness and 

Safety 

We have put in place verification methods to measure and ensure different aspects of 

the system's reliability 

Robustness and 

Safety 

We have tested whether specific contexts or particular conditions need to be taken into 

account to ensure AI reproducibility 

Robustness and 

Safety 

We have processes in place for describing when an AI system fails in certain types of 

settings 

Robustness and 

Safety 

We have verified how our AI system (models) behaves in unexpected situations and 

environments 

Robustness and 

Safety 

We have considered the level of risk raised by the AI system in specific use cases 

Robustness and 

Safety 

We are Identifying, assessing, documenting and minimizing the potential negative 

impacts of AI systems 

Robustness and 

Safety 

We have assessed potential forms of attacks to which AI systems could be vulnerable 

(E.g. data pollution, physical infrastructure, cyber-attacks) 

Robustness and 

Safety 

We have measures or systems in place to ensure the integrity and resilience of the AI 

system against potential attacks 

Data governance We continuously monitor our AI applications to know that the models/datasets have 

not been compromised or hacked 

Data governance We continuously assess the quality and integrity of our data 

Data governance We do periodic reviewing and updating of our AI datasets 

Data governance The data follows relevant standards (ISO, IEEE) or protocols for data management 

and governance 

Data governance We always enhance privacy by e.g. encrypting, anonymizing and aggregating our data 

where it is needed 

Data governance We consider ways of training AI models without, or with minimal, use of potentially 

sensitive or personal data 

Data governance We have ensured that our products and services that use anonymized data pose no 

unreasonable risk of re- identification 

Data governance We ensure that people who access data are qualified, and that they have the necessary 

competence to understand the details of data protection policy 

Data governance We always log data on when, why, and by whom data is accessed 

Data governance We have established access rights and policies to the relevant datasets 

Human agency 

and oversight 

We have safeguards to prevent overconfidence and overreliance on AI applications 

Human agency 

and oversight 

We have considered the appropriate level of human control for particular AI systems 

and use cases 

Human agency 

and oversight 

We ensure that an AI system does not undermine human autonomy or causes other 

adverse effects 

Human agency 

and oversight 

We have assessed whether there is a probable chance that the AI system may cause 

damage or harm to users or third parties 

Human agency 

and oversight 

We have assessed the possible negative impacts of our AI products and services on 

human rights 

Human agency 

and oversight 

We ensure that an AI system does not undermine human autonomy or causes other 

adverse effects 

Environmental 

and societal 

well-being 

We monitor and consider the effects that our AI system have on the environment 

Environmental We have established mechanisms to measure and reduce the environmental impact of 
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and societal 

well-being 

the AI system's development, deployment and use 

Environmental 

and societal 

well-being 

Our AI systems are designed so that they minimize negative impacts on the 

environment 

Environmental 

and societal 

well-being 

We have ensured that the social impacts of the AI system are well understood 

Environmental 

and societal 

well-being 

We clarify the purpose of the AI applications and who or what may benefit from its 

use 

Environmental 

and societal 

well-being 

We you take action to minimize potential societal harm that may be caused by our AI 

systems 

External 

legitimacy 

Our company has won social recognition and praise 

External 

legitimacy 

Our company has established good relationships with non-governmental organizations 

External 

legitimacy 

Our company has strengthened its relationships with suppliers 

External 

legitimacy 

Our company has strengthened its relationships with customers 

External 

legitimacy 

Our company always comply with the newest legal principles as soon as possible 

Internal 

legitimacy 

Our activities can strengthen the internal cohesion in the company 

Internal 

legitimacy 

Our activities can increase employee satisfaction in the company 

Internal 

legitimacy 

Our activities can improve operational efficiency in the company 

Internal 

legitimacy 

Our company works with regulators to adapt, formulate and develop the regulatory 

standards 

Internal 

legitimacy 

Our company's management is seen as accountable for its actions and decisions 

Explicit (laws 

and regulations 

of society) 

communication 

We communicate to stakeholders how we comply with laws and regulations 

concerning responsible AI 

Explicit (laws 

and regulations 

of society) 

communication 

We communicate to stakeholders that we integrate ethical language into our 

procedures responsible AI 

Explicit (laws 

and regulations 

of society) 

communication 

We communicate to stakeholders that we collaborate exclusively with organizations 

complying to laws and regulations when integrating our AI systems  

Explicit (laws 

and regulations 

of society) 

communication 

We communicate to stakeholders about instances where our practices did not align 

with legal expectations around AI development 
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Explicit (laws 

and regulations 

of society) 

communication 

We communicate to stakeholders about our diversity teams of AI development 

Implicit 

(expectations 

and values of 

society) 

communication 

We communicate to stakeholders about our company's initiatives, policies, and ethical 

guidelines on responsible AI 

Implicit 

(expectations 

and values of 

society) 

communication 

We communicate to stakeholders how our mission and values reflect a commitment to 

ethical use of AI 

Implicit 

(expectations 

and values of 

society) 

communication 

We communicate to stakeholders about the training provided to our employees to 

ensure responsible AI practices are followed 

Implicit 

(expectations 

and values of 

society) 

communication 

We communicate to stakeholders about awards or recognitions received for our 

responsible AI practices 

Performance Our customer satisfaction has been increased: Compared with your key competitors 

Performance Our customer loyalty has been increased: Compared with your key competitors 

Performance Our employee satisfaction has been increased: Compared with your key competitors 

Performance Our company provided employment to the local economy: Compared with your key 

competitors 

Performance Our company created new products/services: Compared with your key competitors 

Performance Our profitability has increased: Compared with your key competitors 

Performance Our return on investment has increased: Compared with your key competitors 

Performance Our sales growth has increased: Compared with your key competitors 

Performance Our financial stability has increased: Compared with your key competitors 

Performance Our company often defeats the main competitors in the marketplace: Compared with 

your key competitors 

Performance Our company provides higher quality products/services to customers compared with 

the main competitors: Compared with your key competitors 

Performance Our company responds rapidly to market demands compared to the main competitors: 

Compared with your key competitors 

Performance Our company can respond more promptly to environmental changes as compared to 

the main competitors: Compared with your key competitors 

Performance Our company adapts rapidly in market demands: Compared with your key competitors 
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Appendix 

Results from step 1 of the analysis. 

Table A1. Correlation matrix. 
 

1 2 3 4 5 

1. Communications 1 
 

   

2. Legitimacy 0.829 1    

3. Performance 0.708 0.789 1   

4. RAIG 0.808 0.878 0.818 1 
 

5. Communications x RAIG -0.382 -0.395 -0.335 -0.383 1 

 

 

Table A2. Outer loadings. 

 Value 

interpretability and explainability:Transparency <- Explainability 0.878 

accessible: Fairness <- Accessibility and universal design 0.87 

avoid unfair bias: Fairness <- Avoidance of unfair bias 0.865 

measure  the environmental impact of  AI:Environmental and societal well-being <- Sustainable and 

environmentally friendly AI 

0.865 

established rights and policies: Data governance <- Access to data 0.863 

level of risk raised:Robustness and SafetyAssess <- Fallback plan and general safety 0.859 

strengthened its relationships with suppliers:External legitimacy <- External legitimacy 0.857 

improve accuracy.:Robustness and SafetyAssess <- Accuracy 0.856 

prevent overconfidence and overreliance:Human agency and oversight <- Human agency 0.856 

assess  the quality data:Data governance <- Quality and data protection 0.855 

standards (ISO, IEEE) for data:Data governance Assess <- Quality and data protection 0.852 

minimize  societal harms:Environmental and societal well-being <- Social impact 0.852 

the effects  AI system have on the environment. :Environmental and societal well-being <- Sustainable and 

environmentally friendly AI 

0.852 

increase the AI applications' accuracy:Robustness and SafetyAssess <- Accuracy 0.85 

ensure that AI system does not undermine human autonomy:Human agency and oversight <- Human oversight 0.848 

ethical AI review board: Accountability <- Minimisation and reporting of negative impacts 0.848 

traceability:Transparency <- Traceability 0.848 

Identifying  negative impacts of AI:Robustness and SafetyAssess <- Fallback plan and general safety 0.847 

Processes and mechanisms  are well documented:Transparency <- Traceability 0.847 

well-documented processes :Transparency <- Traceability 0.846 

Our employee satisfaction has been increased :Compared <- Customer relationship 0.845 

assessed that the AI system may cause damage:Human agency and oversight <- Human oversight 0.845 

enhance privacy :Data governance Assess <- Privacy and data governance 0.845 
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people have the necessary competence of DPP :Data governance Assess <- Access to data 0.844 

explainability and interpretability:Transparency <- Explainability 0.842 

training AI  models :Data governance <- Privacy and data governance 0.842 

AI benefit from its use:Environmental and societal well-being <- Social impact 0.839 

consulted different stakeholders: Fairness <- Accessibility and universal design 0.839 

diversity and representativeness of the population :Fairness <- Avoidance of unfair bias 0.839 

biases during the development:Fairness <- Avoidance of unfair bias 0.838 

minimize negative impacts on the environment.:Environmental and societal well-being <- Sustainable and 

environmentally friendly AI 

0.837 

redress: Accountability <- Minimisation and reporting of negative impacts 0.837 

established mechanisms :Transparency <- Communication 0.836 

accessible to users in need of assistive technologies :Fairness <- Accessibility and universal design 0.835 

avoid unfair bias: Fairness <- Fairness 0.83 

communicate about policies, and ethical guidelines: Implicit <- Implicit Communication 0.829 

measures resilience:Robustness and SafetyAssess <- Resilience to attack and security 0.829 

verification methods to measure system's reliability:Robustness and SafetyAssess <- Reliability and reproducibility 0.829 

integrate ethical language:Explicit <- Explicit Communication 0.828 

accessible: Fairness <- Fairness 0.827 

We communicated company policies :Accountability <- Auditability 0.825 

collaborate with organizations complying to laws and regulations:Explicit <- Explicit Communication 0.825 

strengthened its relationships with suppliers:External legitimacy <- Legitimacy 0.825 

communicate about awards:Implicit <- Implicit Communication 0.823 

communicate about the training:Implicit <- Implicit Communication 0.822 

log data:Data governance <- Access to data 0.822 

AI application can be understood :Transparency <- Explainability 0.821 

provide feedback :Transparency <- Communication 0.821 

AI  does not undermine human autonomy:Human agency and oversight <- Human oversight 0.82 

processes that faciltate the assessment of algorithms:Accountability <- Auditability 0.82 

reviewing and updating AI datasets :Data governance Assess <- Quality and data protection 0.82 

Our profitability has increased:Compared <- Finances 0.819 

minimize negative impacts on the environment.:Environmental and societal well-being <- Environmental and 

societal well-being 

0.819 

collaborate with organizations complying to laws and regulations:Explicit <- Communications 0.816 

describing when an AI system fails:Robustness and SafetyAssess <- Reliability and reproducibility 0.816 

communicate :Transparency <- Communication 0.815 

management is accountable for its actions:Internal legitimacy <- Internal Legitimacy 0.815 

strengthened its relationships with customers:External legitimacy <- External legitimacy 0.814 

social impacts of the AI system are well understood:Environmental and societal well-being <- Social impact 0.812 

communicate mission and values:Implicit <- Implicit Communication 0.811 

ensure AI reproducibility:Robustness and SafetyAssess <- Reliability and reproducibility 0.811 

assessed  forms of attacks:Robustness and SafetyAssess <- Resilience to attack and security 0.81 
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respond  to environmental changes as compared to competitors:Compared <- Competition 0.81 

AI  does not undermine human autonomy:Human agency and oversight <- Human agency and oversight 0.806 

provides quality products to customers compared with competitors:Compared <- Competition 0.806 

communicate about awards:Implicit <- Communications 0.804 

established rights and policies: Data governance <- Data governance 0.803 

communicate how comply with laws and regulations:Explicit <- Explicit Communication 0.8 

ensure that AI system does not undermine human autonomy:Human agency and oversight <- Human agency and 

oversight 

0.8 

accessible to users in need of assistive technologies :Fairness <- Fairness 0.798 

traceability:Transparency <- Transparency 0.797 

comply with the  legal principles:External legitimacy <- External legitimacy 0.796 

verified how  AI system behaves:Robustness and SafetyAssess <- Fallback plan and general safety 0.796 

Our company often defeats the main competitors in the marketplace:Compared <- Competition 0.795 

integrate ethical language:Explicit <- Communications 0.795 

accessible: Fairness <- RAIG 0.794 

considered the  level of human control:Human agency and oversight <- Human agency 0.794 

Our customer satisfaction has been increased:Compared <- Customer relationship 0.793 

measure  the environmental impact of  AI:Environmental and societal well-being <- Environmental and societal 

well-being 

0.793 

Our sales growth has increased:Compared <- Finances 0.792 

Processes and mechanisms  are well documented:Transparency <- Transparency 0.792 

Our customer loyalty has been increased:Compared <- Customer relationship 0.791 

anonymized data - identification :Data governance <- Privacy and data governance 0.791 

diversity and representativeness of the population :Fairness <- Fairness 0.79 

interpretability and explainability:Transparency <- Transparency 0.79 

diversity teams of AI development:Explicit <- Explicit Communication 0.789 

formulate and develop the regulatory standards:Internal legitimacy <- Internal Legitimacy 0.789 

established mechanisms :Transparency <- Transparency 0.786 

monitor AI:Robustness and SafetyAssess <- Resilience to attack and security 0.786 

comply with the  legal principles:External legitimacy <- Legitimacy 0.785 

good relationships with non-governmental organizations:External legitimacy <- External legitimacy 0.785 

improve accuracy.:Robustness and SafetyAssess <- Technical robustness and safety 0.785 

processes that faciltate the assessment of algorithms:Accountability <- Accountability 0.785 

communicate about policies, and ethical guidelines: Implicit <- Communications 0.784 

communicate mission and values:Implicit <- Communications 0.784 

management is accountable for its actions:Internal legitimacy <- Legitimacy 0.784 

strengthen the internal cohesion:Internal legitimacy <- Internal Legitimacy 0.784 

improve operational efficiency:Internal legitimacy <- Internal Legitimacy 0.783 

minimize  societal harms:Environmental and societal well-being <- Environmental and societal well-being 0.782 

inaccurate predictions:Robustness and SafetyAssess <- Accuracy 0.781 

ethical AI review board: Accountability <- Accountability 0.78 
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prevent overconfidence and overreliance:Human agency and oversight <- Human agency and oversight 0.778 

standards (ISO, IEEE) for data:Data governance Assess <- Data governance 0.777 

AI benefit from its use:Environmental and societal well-being <- Environmental and societal well-being 0.777 

consulted different stakeholders: Fairness <- Fairness 0.777 

biases during the development:Fairness <- Fairness 0.776 

Our company provided employment to the local economy:Compared <- Customer relationship 0.775 

increase  satisfaction:Internal legitimacy <- Internal Legitimacy 0.775 

strengthened its relationships with customers:External legitimacy <- Legitimacy 0.775 

assessed that the AI system may cause damage:Human agency and oversight <- Human agency and oversight 0.774 

established mechanisms that facilitate the system's auditability:Accountability <- Auditability 0.774 

Our return on investment has increased:Compared <- Finances 0.773 

social impacts of the AI system are well understood:Environmental and societal well-being <- Environmental and 

societal well-being 

0.773 

the effects  AI system have on the environment. :Environmental and societal well-being <- Environmental and 

societal well-being 

0.773 

communicate about the training:Implicit <- Communications 0.772 

communicate how comply with laws and regulations:Explicit <- Communications 0.772 

We communicated company policies :Accountability <- Accountability 0.771 

redress: Accountability <- Accountability 0.771 

verification methods to measure system's reliability:Robustness and SafetyAssess <- Technical robustness and safety 0.771 

diversity teams of AI development:Explicit <- Communications 0.77 

Our employee satisfaction has been increased :Compared <- Performance 0.769 

responds rapidly to market demands compared to competitors:Compared <- Competition 0.768 

Identifying  negative impacts of AI:Robustness and SafetyAssess <- Technical robustness and safety 0.765 

Our financial stability has increased:Compared <- Finances 0.764 

training AI  models :Data governance <- Data governance 0.764 

Our company created new products/services:Compared <- Finances 0.762 

assessed impacts of AI products on human rights:Human agency and oversight <- Human agency 0.762 

level of risk raised:Robustness and SafetyAssess <- Technical robustness and safety 0.762 

assessed  forms of attacks:Robustness and SafetyAssess <- Technical robustness and safety 0.761 

increase the AI applications' accuracy:Robustness and SafetyAssess <- Technical robustness and safety 0.761 

strengthen the internal cohesion:Internal legitimacy <- Legitimacy 0.761 

adapts rapidly in market demands:Compared <- Competition 0.76 

avoid unfair bias: Fairness <- RAIG 0.76 

considered the  level of human control:Human agency and oversight <- Human agency and oversight 0.758 

enhance privacy :Data governance Assess <- Data governance 0.757 

traceability:Transparency <- RAIG 0.757 

well-documented processes :Transparency <- Transparency 0.757 

explainability and interpretability:Transparency <- Transparency 0.756 

assess  the quality data:Data governance <- Data governance 0.753 

AI  does not undermine human autonomy:Human agency and oversight <- RAIG 0.752 
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Our company created new products/services:Compared <- Performance 0.752 

communicate practices did not align with legal expectations:Explicit <- Explicit Communication 0.752 

provides quality products to customers compared with competitors:Compared <- Performance 0.752 

report potential vulnerabilities:Accountability <- Minimisation and reporting of negative impacts 0.751 

accessible to users in need of assistive technologies :Fairness <- RAIG 0.749 

adapts rapidly in market demands:Compared <- Performance 0.749 

verification methods to measure system's reliability:Robustness and SafetyAssess <- RAIG 0.748 

respond  to environmental changes as compared to competitors:Compared <- Performance 0.746 

Our profitability has increased:Compared <- Performance 0.744 

communicate :Transparency <- Transparency 0.744 

increase  satisfaction:Internal legitimacy <- Legitimacy 0.744 

AI application can be understood :Transparency <- Transparency 0.743 

people have the necessary competence of DPP :Data governance Assess <- Data governance 0.742 

formulate and develop the regulatory standards:Internal legitimacy <- Legitimacy 0.74 

provide feedback :Transparency <- Transparency 0.74 

improve accuracy.:Robustness and SafetyAssess <- RAIG 0.739 

good relationships with non-governmental organizations:External legitimacy <- Legitimacy 0.736 

Our return on investment has increased:Compared <- Performance 0.735 

report potential vulnerabilities:Accountability <- Accountability 0.735 

Our sales growth has increased:Compared <- Performance 0.734 

describing when an AI system fails:Robustness and SafetyAssess <- Technical robustness and safety 0.732 

well-documented processes :Transparency <- RAIG 0.728 

assessed impacts of AI products on human rights:Human agency and oversight <- Human agency and oversight 0.724 

improve operational efficiency:Internal legitimacy <- Legitimacy 0.724 

increase the AI applications' accuracy:Robustness and SafetyAssess <- RAIG 0.724 

standards (ISO, IEEE) for data:Data governance Assess <- RAIG 0.723 

Our company often defeats the main competitors in the marketplace:Compared <- Performance 0.723 

communicate practices did not align with legal expectations:Explicit <- Communications 0.723 

ensure that AI system does not undermine human autonomy:Human agency and oversight <- RAIG 0.722 

prevent overconfidence and overreliance:Human agency and oversight <- RAIG 0.722 

responds rapidly to market demands compared to competitors:Compared <- Performance 0.722 

Identifying  negative impacts of AI:Robustness and SafetyAssess <- RAIG 0.716 

ensure AI reproducibility:Robustness and SafetyAssess <- Technical robustness and safety 0.716 

Our company provided employment to the local economy:Compared <- Performance 0.715 

established rights and policies: Data governance <- RAIG 0.715 

log data:Data governance <- Data governance 0.713 

measures resilience:Robustness and SafetyAssess <- Technical robustness and safety 0.713 

biases during the development:Fairness <- RAIG 0.712 

Our customer satisfaction has been increased:Compared <- Performance 0.711 
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anonymized data - identification :Data governance <- Data governance 0.709 

training AI  models :Data governance <- RAIG 0.709 

Our financial stability has increased:Compared <- Performance 0.708 

AI benefit from its use:Environmental and societal well-being <- RAIG 0.707 

Our customer loyalty has been increased:Compared <- Performance 0.706 

established mechanisms that facilitate the system's auditability:Accountability <- Accountability 0.706 

measures resilience:Robustness and SafetyAssess <- RAIG 0.702 

interpretability and explainability:Transparency <- RAIG 0.701 

won social recognition and praise:External legitimacy <- External legitimacy 0.699 

 

Table A3. Cronbach’s alpha and Composite Reliability. 
 

Cronbach's 

alpha 

Composite reliability 

(rho_a) 

Composite 

reliability (rho_c) 

 (AVE) 

Access to data 0.797 0.8 0.881 0.711 

Accessibility and universal design 0.805 0.806 0.885 0.719 

Accountability 0.852 0.853 0.89 0.575 

Accuracy 0.773 0.78 0.869 0.689 

Auditability 0.731 0.734 0.848 0.651 

Avoidance of unfair bias 0.804 0.805 0.884 0.718 

Communication 0.764 0.765 0.864 0.679 

Communications 0.919 0.92 0.933 0.609 

Competition 0.847 0.848 0.891 0.621 

Customer relationship 0.814 0.815 0.878 0.642 

Data governance 0.9 0.901 0.918 0.556 

Environmental and societal well-being 0.876 0.877 0.907 0.618 

Explainability 0.803 0.804 0.884 0.717 

Explicit Communication 0.859 0.86 0.898 0.639 

External legitimacy 0.85 0.858 0.893 0.627 

Fairness 0.887 0.888 0.914 0.64 

Fallback plan and general safety 0.782 0.787 0.873 0.696 

Finances 0.841 0.841 0.887 0.612 

Human agency 0.726 0.729 0.846 0.647 

Human agency and oversight 0.866 0.867 0.899 0.599 

Human oversight 0.787 0.787 0.876 0.701 

Implicit Communication 0.839 0.839 0.892 0.675 

Internal Legitimacy 0.849 0.849 0.892 0.623 

Legitimacy 0.913 0.916 0.928 0.565 

Minimisation and reporting of negative 

impacts 

0.742 0.745 0.854 0.662 

Performance 0.934 0.934 0.942 0.538 

Privacy and data governance 0.767 0.769 0.866 0.683 
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Quality and data protection 0.796 0.799 0.88 0.71 

RAIG 0.98 0.98 0.98 0.481 

Reliability and reproducibility 0.754 0.755 0.859 0.671 

Resilience to attack and security 0.735 0.737 0.85 0.654 

Social impact 0.782 0.782 0.873 0.697 

Sustainable and environmentally friendly 

AI 

0.81 0.81 0.888 0.725 

Technical robustness and safety 0.922 0.923 0.933 0.538 

Traceability 0.803 0.804 0.884 0.717 

Transparency 0.913 0.913 0.928 0.589 
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Table A5. VIF values. 
 

VIF 

communicate about policies, and ethical guidelines: Implicit 2.154 

communicate about policies, and ethical guidelines: Implicit 1.91 

standards (ISO, IEEE) for data:Data governance Assess 2.755 

standards (ISO, IEEE) for data:Data governance Assess 2.1 

standards (ISO, IEEE) for data:Data governance Assess 1.701 

AI  does not undermine human autonomy:Human agency and oversight 2.019 

AI  does not undermine human autonomy:Human agency and oversight 1.526 

AI  does not undermine human autonomy:Human agency and oversight 2.816 

AI application can be understood :Transparency 1.916 

AI application can be understood :Transparency 2.604 

AI application can be understood :Transparency 1.604 

AI benefit from its use:Environmental and societal well-being 2.915 

AI benefit from its use:Environmental and societal well-being 1.875 

AI benefit from its use:Environmental and societal well-being 1.676 

Identifying  negative impacts of AI:Robustness and SafetyAssess 2.079 

Identifying  negative impacts of AI:Robustness and SafetyAssess 2.627 

Identifying  negative impacts of AI:Robustness and SafetyAssess 1.666 

Our company created new products/services:Compared 2.1 

Our company created new products/services:Compared 1.614 

Our company often defeats the main competitors in the marketplace:Compared 2.108 

Our company often defeats the main competitors in the marketplace:Compared 1.877 

Our company provided employment to the local economy:Compared 1.952 



 

293 
 

Our company provided employment to the local economy:Compared 1.62 

Our customer loyalty has been increased:Compared 1.667 

Our customer loyalty has been increased:Compared 1.958 

Our customer satisfaction has been increased:Compared 1.934 

Our customer satisfaction has been increased:Compared 1.691 

Our employee satisfaction has been increased :Compared 1.951 

Our employee satisfaction has been increased :Compared 2.325 

Our financial stability has increased:Compared 1.656 

Our financial stability has increased:Compared 1.863 

Our profitability has increased:Compared 2.096 

Our profitability has increased:Compared 1.953 

Our return on investment has increased:Compared 2.023 

Our return on investment has increased:Compared 1.676 

Our sales growth has increased:Compared 2.034 

Our sales growth has increased:Compared 1.782 

Processes and mechanisms  are well documented:Transparency 2.781 

Processes and mechanisms  are well documented:Transparency 2.197 

Processes and mechanisms  are well documented:Transparency 1.714 

We communicated company policies :Accountability 2.511 

We communicated company policies :Accountability 1.513 

We communicated company policies :Accountability 1.74 

accessible to users in need of assistive technologies :Fairness 1.955 

accessible to users in need of assistive technologies :Fairness 3.1 

accessible to users in need of assistive technologies :Fairness 1.657 

accessible: Fairness 3.7 

accessible: Fairness 2.208 

accessible: Fairness 1.887 

adapts rapidly in market demands:Compared 1.622 

adapts rapidly in market demands:Compared 2.125 

anonymized data - identification :Data governance 1.698 

anonymized data - identification :Data governance 2.468 

anonymized data - identification :Data governance 1.44 

assess  the quality data:Data governance 2.019 

assess  the quality data:Data governance 3.061 

assess  the quality data:Data governance 1.76 

assessed  forms of attacks:Robustness and SafetyAssess 2.137 

assessed  forms of attacks:Robustness and SafetyAssess 1.419 

assessed  forms of attacks:Robustness and SafetyAssess 2.708 

assessed impacts of AI products on human rights:Human agency and oversight 2.465 

assessed impacts of AI products on human rights:Human agency and oversight 1.354 

assessed impacts of AI products on human rights:Human agency and oversight 1.713 
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assessed that the AI system may cause damage:Human agency and oversight 2.443 

assessed that the AI system may cause damage:Human agency and oversight 1.746 

assessed that the AI system may cause damage:Human agency and oversight 1.871 

avoid unfair bias: Fairness 3.296 

avoid unfair bias: Fairness 2.235 

avoid unfair bias: Fairness 1.825 

biases during the development:Fairness 1.845 

biases during the development:Fairness 2.705 

biases during the development:Fairness 1.706 

collaborate with organizations complying to laws and regulations:Explicit 2.037 

collaborate with organizations complying to laws and regulations:Explicit 2.564 

communicate :Transparency 2.435 

communicate :Transparency 1.883 

communicate :Transparency 1.519 

communicate about awards:Implicit 1.823 

communicate about awards:Implicit 2.396 

communicate about the training:Implicit 2.064 

communicate about the training:Implicit 1.87 

communicate how comply with laws and regulations:Explicit 1.866 

communicate how comply with laws and regulations:Explicit 2.002 

communicate mission and values:Implicit 2.105 

communicate mission and values:Implicit 1.763 

communicate practices did not align with legal expectations:Explicit 1.627 

communicate practices did not align with legal expectations:Explicit 1.762 

comply with the  legal principles:External legitimacy 1.911 

comply with the  legal principles:External legitimacy 2.219 

considered the  level of human control:Human agency and oversight 1.448 

considered the  level of human control:Human agency and oversight 2.468 

considered the  level of human control:Human agency and oversight 1.845 

consulted different stakeholders: Fairness 1.877 

consulted different stakeholders: Fairness 2.481 

consulted different stakeholders: Fairness 1.727 

describing when an AI system fails:Robustness and SafetyAssess 1.931 

describing when an AI system fails:Robustness and SafetyAssess 1.512 

describing when an AI system fails:Robustness and SafetyAssess 2.452 

diversity and representativeness of the population :Fairness 2.881 

diversity and representativeness of the population :Fairness 1.921 

diversity and representativeness of the population :Fairness 1.69 

diversity teams of AI development:Explicit 1.79 

diversity teams of AI development:Explicit 2.047 

enhance privacy :Data governance Assess 2.484 
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enhance privacy :Data governance Assess 1.676 

enhance privacy :Data governance Assess 1.92 

ensure AI reproducibility:Robustness and SafetyAssess 2.412 

ensure AI reproducibility:Robustness and SafetyAssess 1.806 

ensure AI reproducibility:Robustness and SafetyAssess 1.508 

ensure that AI system does not undermine human autonomy:Human agency and oversight 1.993 

ensure that AI system does not undermine human autonomy:Human agency and oversight 2.655 

ensure that AI system does not undermine human autonomy:Human agency and oversight 1.731 

established mechanisms :Transparency 2.738 

established mechanisms :Transparency 2.111 

established mechanisms :Transparency 1.578 

established mechanisms that facilitate the system's auditability:Accountability 2.493 

established mechanisms that facilitate the system's auditability:Accountability 1.522 

established mechanisms that facilitate the system's auditability:Accountability 1.375 

established rights and policies: Data governance 2.274 

established rights and policies: Data governance 1.767 

established rights and policies: Data governance 3.181 

ethical AI review board: Accountability 1.722 

ethical AI review board: Accountability 1.906 

ethical AI review board: Accountability 2.682 

explainability and interpretability:Transparency 2.735 

explainability and interpretability:Transparency 1.744 

explainability and interpretability:Transparency 2.012 

formulate and develop the regulatory standards:Internal legitimacy 1.953 

formulate and develop the regulatory standards:Internal legitimacy 1.819 

good relationships with non-governmental organizations:External legitimacy 2.108 

good relationships with non-governmental organizations:External legitimacy 1.891 

improve accuracy.:Robustness and SafetyAssess 3.045 

improve accuracy.:Robustness and SafetyAssess 1.71 

improve accuracy.:Robustness and SafetyAssess 2.42 

improve operational efficiency:Internal legitimacy 1.757 

improve operational efficiency:Internal legitimacy 1.869 

inaccurate predictions:Robustness and SafetyAssess 1.618 

inaccurate predictions:Robustness and SafetyAssess 2.365 

inaccurate predictions:Robustness and SafetyAssess 1.446 

increase  satisfaction:Internal legitimacy 1.878 

increase  satisfaction:Internal legitimacy 1.702 

increase the AI applications' accuracy:Robustness and SafetyAssess 2.089 

increase the AI applications' accuracy:Robustness and SafetyAssess 2.984 

increase the AI applications' accuracy:Robustness and SafetyAssess 1.708 

integrate ethical language:Explicit 2.237 
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integrate ethical language:Explicit 2.077 

interpretability and explainability:Transparency 1.968 

interpretability and explainability:Transparency 2.424 

interpretability and explainability:Transparency 3.179 

level of risk raised:Robustness and SafetyAssess 1.757 

level of risk raised:Robustness and SafetyAssess 2.18 

level of risk raised:Robustness and SafetyAssess 2.521 

log data:Data governance 1.615 

log data:Data governance 1.758 

log data:Data governance 2.223 

management is accountable for its actions:Internal legitimacy 1.953 

management is accountable for its actions:Internal legitimacy 2.214 

measure  the environmental impact of  AI:Environmental and societal well-being 1.912 

measure  the environmental impact of  AI:Environmental and societal well-being 2.069 

measure  the environmental impact of  AI:Environmental and societal well-being 2.942 

measures resilience:Robustness and SafetyAssess 1.849 

measures resilience:Robustness and SafetyAssess 1.568 

measures resilience:Robustness and SafetyAssess 2.923 

minimize  societal harms:Environmental and societal well-being 2.477 

minimize  societal harms:Environmental and societal well-being 1.755 

minimize  societal harms:Environmental and societal well-being 1.915 

minimize negative impacts on the environment.:Environmental and societal well-being 2.887 

minimize negative impacts on the environment.:Environmental and societal well-being 2.127 

minimize negative impacts on the environment.:Environmental and societal well-being 1.632 

monitor AI:Robustness and SafetyAssess 1.726 

monitor AI:Robustness and SafetyAssess 1.423 

monitor AI:Robustness and SafetyAssess 2.362 

people have the necessary competence of DPP :Data governance Assess 1.898 

people have the necessary competence of DPP :Data governance Assess 1.724 

people have the necessary competence of DPP :Data governance Assess 2.506 

prevent overconfidence and overreliance:Human agency and oversight 1.686 

prevent overconfidence and overreliance:Human agency and oversight 2.975 

prevent overconfidence and overreliance:Human agency and oversight 1.852 

processes that faciltate the assessment of algorithms:Accountability 1.843 

processes that faciltate the assessment of algorithms:Accountability 1.471 

processes that faciltate the assessment of algorithms:Accountability 2.465 

provide feedback :Transparency 2.352 

provide feedback :Transparency 1.554 

provide feedback :Transparency 1.908 

provides quality products to customers compared with competitors:Compared 1.94 

provides quality products to customers compared with competitors:Compared 2.22 
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redress: Accountability 1.874 

redress: Accountability 1.683 

redress: Accountability 2.959 

report potential vulnerabilities:Accountability 1.293 

report potential vulnerabilities:Accountability 1.66 

report potential vulnerabilities:Accountability 2.562 

respond  to environmental changes as compared to competitors:Compared 2.113 

respond  to environmental changes as compared to competitors:Compared 1.896 

responds rapidly to market demands compared to competitors:Compared 1.953 

responds rapidly to market demands compared to competitors:Compared 1.666 

reviewing and updating AI datasets :Data governance Assess 2.301 

reviewing and updating AI datasets :Data governance Assess 1.7 

reviewing and updating AI datasets :Data governance Assess 1.626 

social impacts of the AI system are well understood:Environmental and societal well-being 1.879 

social impacts of the AI system are well understood:Environmental and societal well-being 1.51 

social impacts of the AI system are well understood:Environmental and societal well-being 2.743 

strengthen the internal cohesion:Internal legitimacy 2.027 

strengthen the internal cohesion:Internal legitimacy 1.761 

strengthened its relationships with customers:External legitimacy 2.103 

strengthened its relationships with customers:External legitimacy 1.961 

strengthened its relationships with suppliers:External legitimacy 2.621 

strengthened its relationships with suppliers:External legitimacy 2.364 

the effects  AI system have on the environment. :Environmental and societal well-being 1.977 

the effects  AI system have on the environment. :Environmental and societal well-being 1.842 

the effects  AI system have on the environment. :Environmental and societal well-being 2.946 

traceability:Transparency 2.18 

traceability:Transparency 3.262 

traceability:Transparency 1.711 

training AI  models :Data governance 2.872 

training AI  models :Data governance 1.969 

training AI  models :Data governance 1.648 

verification methods to measure system's reliability:Robustness and SafetyAssess 2.09 

verification methods to measure system's reliability:Robustness and SafetyAssess 2.778 

verification methods to measure system's reliability:Robustness and SafetyAssess 1.526 

verified how  AI system behaves:Robustness and SafetyAssess 1.706 

verified how  AI system behaves:Robustness and SafetyAssess 1.515 

verified how  AI system behaves:Robustness and SafetyAssess 2.162 

well-documented processes :Transparency 1.993 

well-documented processes :Transparency 1.762 

well-documented processes :Transparency 2.86 

won social recognition and praise:External legitimacy 1.614 
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won social recognition and praise:External legitimacy 1.552 

 

Results from step 2 of the analysis. 

Table A6. Outer loadings 

Outer loadings Values 

Access to data -> RAIG 0.831 

Access to data -> Data governance 0.881 

Accessibility and universal design -> Fairness 0.968 

Accessibility and universal design -> RAIG 0.839 

Accuracy -> RAIG 0.854 

Accuracy -> Technical robustness and safety 0.908 

Auditability -> RAIG 0.79 

Auditability -> Accountability 0.944 

Avoidance of unfair bias -> RAIG 0.791 

Avoidance of unfair bias -> Fairness 0.912 

Communication -> RAIG 0.748 

Communication -> Transparency 0.874 

Competition -> Performance 0.951 

Customer relationship -> Performance 0.911 

Explainability -> RAIG 0.782 

Explainability -> Transparency 0.913 

Explicit Communication -> Communications 0.973 

External legitimacy -> Legitimacy 0.918 

Fallback plan and general safety -> Technical robustness and safety 0.846 

Fallback plan and general safety -> RAIG 0.795 

Finances -> Performance 0.916 

Human agency -> Human agency and oversight 0.947 

Human agency -> RAIG 0.883 

Human oversight -> RAIG 0.873 

Human oversight -> Human agency and oversight 0.937 

Implicit Communication -> Communications 0.954 

Internal Legitimacy -> Legitimacy 0.975 

Minimisation and reporting of negative impacts -> Accountability 0.929 

Minimisation and reporting of negative impacts -> RAIG 0.778 

Privacy and data governance -> RAIG 0.839 

Privacy and data governance -> Data governance 0.89 

Quality and data protection -> Data governance 0.899 

Quality and data protection -> RAIG 0.847 

Reliability and reproducibility -> Technical robustness and safety 0.917 

Reliability and reproducibility -> RAIG 0.862 
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Resilience to attack and security -> RAIG 0.834 

Resilience to attack and security -> Technical robustness and safety 0.887 

Social impact -> RAIG 0.83 

Social impact -> Environmental and societal well-being 0.952 

Sustainable and environmentally friendly AI -> RAIG 0.795 

Sustainable and environmentally friendly AI -> Environmental and societal well-being 0.911 

Traceability -> RAIG 0.805 

Traceability -> Transparency 0.94 

  

Table A7. VIF values. 

 Values 

Access to data 3.326 

Access to data 2.364 

Accessibility and universal design 2.553 

Accessibility and universal design 4.808 

Accuracy 3.987 

Accuracy 2.871 

Auditability 3.425 

Auditability 2.322 

Avoidance of unfair bias 4.3 

Avoidance of unfair bias 2.553 

Communication 3.657 

Communication 3.105 

Competition 3.514 

Customer relationship 2.991 

Explainability 3.325 

Explainability 2.543 

Explicit Communication 3.796 

External legitimacy 2.881 

Fallback plan and general safety 2.608 

Fallback plan and general safety 2.992 

Finances 3.679 

Human agency 2.52 

Human agency 3.746 

Human oversight 3.886 

Human oversight 2.52 

Implicit Communication 3.796 

Internal Legitimacy 2.881 

Minimisation and reporting of negative impacts 2.322 

Minimisation and reporting of negative impacts 3.528 
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Privacy and data governance 3.435 

Privacy and data governance 2.497 

Quality and data protection 2.125 

Quality and data protection 3.14 

Reliability and reproducibility 3.111 

Reliability and reproducibility 3.879 

Resilience to attack and security 3.423 

Resilience to attack and security 2.914 

Social impact 3.46 

Social impact 2.219 

Sustainable and environmentally friendly AI 3.187 

Sustainable and environmentally friendly AI 2.219 

Traceability 4.093 

Traceability 3.075 

 

Table A8. Inner model. 

 Values 

Accountability -> RAIG 3.859 

RAI Communications -> Legitimacy 2.917 

Data governance -> RAIG 4.817 

Environmental and societal well-being -> RAIG 3.26 

Human agency and oversight -> RAIG 4.81 

Legitimacy -> Performance 4.441 

RAIG -> Legitimacy 2.917 

RAIG -> Performance 4.441 

Technical robustness and safety -> RAIG 5.844 

Transparency -> RAIG 4.668 

 

Table A9. Path coefficients – Boostrap MGA. 
 

Difference 

(Europe - USA) 

1-tailed (Europe vs 

USA) p value 

2-

tailed 

(Eur

ope 

vs 

USA) 

p 

value 

Access to data -> Data governance -0.024 0.848 0.305 

Accessibility and universal design -> Fairness -0.017 0.77 0.461 

Accountability -> RAIG 0.002 0.423 0.845 

Accuracy -> Technical robustness and safety -0.026 0.898 0.204 

Auditability -> Accountability -0.107 1 0 
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Avoidance of unfair bias -> Fairness 0.02 0.165 0.33 

Communication -> Transparency 0.006 0.362 0.725 

Communications -> Legitimacy -0.002 0.826 0.348 

Competition -> Performance 0.001 0.48 0.96 

Customer relationship -> Performance -0.012 0.739 0.521 

Data governance -> RAIG 0.004 0.335 0.67 

Environmental and societal well-being -> RAIG 0.002 0.396 0.791 

Explainability -> Transparency 0.017 0.173 0.346 

Explicit Communication -> Communications -0.02 0.886 0.228 

External legitimacy -> Legitimacy -0.013 0.678 0.643 

Fairness -> RAIG 0 0.509 0.981 

Fallback plan and general safety -> Technical robustness 

and safety 

0.017 0.21 
0.419 

Finances -> Performance -0.003 0.552 0.896 

Human agency -> Human agency and oversight -0.04 0.966 0.069 

Human agency and oversight -> RAIG 0.014 0.078 0.157 

Human oversight -> Human agency and oversight 0.024 0.115 0.231 

Implicit Communication -> Communications 0.016 0.157 0.313 

Internal Legitimacy -> Legitimacy 0.008 0.371 0.741 

Legitimacy -> Performance 0.001 0.286 0.572 

Minimisation and reporting of negative impacts -> 

Accountability 

0.096 0 
0 

Privacy and data governance -> Data governance 0.012 0.303 0.606 

Quality and data protection -> Data governance -0.025 0.885 0.229 

RAIG -> Legitimacy 0 0.439 0.878 

RAIG -> Performance -0.001 0.648 0.704 

Reliability and reproducibility -> Technical robustness and 

safety 

0.001 0.464 
0.928 

Resilience to attack and security -> Technical robustness 

and safety 

0.004 0.425 
0.85 

Social impact -> Environmental and societal well-being -0.014 0.744 0.512 

Sustainable and environmentally friendly AI -> 

Environmental and societal well-being 

0.008 0.384 
0.768 

Technical robustness and safety -> RAIG -0.004 0.637 0.726 

Traceability -> Transparency -0.019 0.815 0.37 

Transparency -> RAIG -0.005 0.679 0.642 
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conceptual framework 
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Abstract. Artificial Intelligence (AI) has gained traction over the past few years as the new 

frontier for gaining acompetitive advantage. While firms have started investing heavily in AI, 

there is a growing disillusionment around the value that can be generated and the process 

through which that can be obtained. Building on this gap, we develop a conceptual framework 

that builds on resource orchestration theory. The framework distinguishes between the ideation 

of AI capabilities and the implementation of AI capabilities and presents how activities related to 

resource orchestration theory are relevant in the context of AI deployments. We develop a set of 

propositions on the activities that underlie the main processes around resource orchestration of 

AI, and present a research design to actualize the research plan. 

 

Keywords: Artificial Intelligence, Resource Orchestration, AI Capabilities, Conceptual 

Framework 
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Abstract. In recent years artificial intelligence (AI) has been seen as a technology with the 

potential for significant impact in enabling firms to get an operational and competitive 

advantage. However, despite the use of AI, companies still face challenges and cannot quickly 

realize performance gains. Adding to the above, firms need to introduce robust AI systems and 

minimize AI risks, which places a strong emphasis on establishing appropriate AI governance 

practices. In this paper, we build on a single case study approach and examine how AI 

governance is implemented in order to facilitate the development of AI applications that are 

robust and do not introduce negative impacts to companies. The study contributes by exploring 

the main dimensions relevant to AI’s governance in organizations and by uncovering the 

practices that underpin them.  

 

Keywords: AI governance, Case study, Performance gains, IT governance 
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Abstract. Artificial intelligence (AI) has recently been viewed as a technology with tremendous 

promise for helping businesses to gain an organizational and competitive advantage. At the same 

time, the deskilling of skill-intensive, in-sensitive domains at the level of society could create 

dangerous vulnerabilities if AI malfunctions or an adversarial attack take place. Despite the 

efforts to mitigate negative consequences of AI, businesses and employees continue to con-front 

negative dilemmas of AI, so it is essential to explore in detail the rising concerns around the 

negative and unintended consequences of such technologies. In this paper, we use a single case 

study method to investigate the dark aspects of AI in a Norwegian energy trading firm. As a 

contribution to the literature, the paper examines the key characteristics of AI trading in B2B 

organizations and suggests ways to mitigate the negative aspects of AI trading. This paper also 

discusses the theoretical and practical implications of the findings. 

 

Keywords: AI dark side, AI trading, B2B, Artificial Intelligence, AI competitive advantage, AI 

challenges, AI decision making, Case study, Interviews  
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“I go wherever He leads me.” 

- Constantine the Great 
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