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In this paper, we propose two methods for multivariate Hermite interpolation of mani-

fold-valued functions. On the one hand, we approach the problem via computing suitable

weighted Riemannian barycenters. To satisfy the conditions for Hermite interpolation,

the sampled derivative information is converted into a condition on the derivatives of the

associated weight functions. It turns out that this requires the solution of linear systems

of equations, but no vector transport is necessary. This approach treats all given sample

data points equally and is intrinsic in the sense that it does not depend on local coordi-

nates or embeddings.

As an alternative, we consider Hermite interpolation in a tangent space. This is a straight-

forward approach, where one designated point, for example one of the sample points or

(one of) their center(s) of mass, is chosen to act as the base point at which the tangent

space is attached. The remaining sampled locations and sampled derivatives are mapped

to said tangent space. This requires a vector transport between dierent tangent spaces.

The actual interpolation is then conducted via classical vector space operations. The in-

terpolant depends on the selected base point.

The validity and performance of both approaches is illustrated by means of numerical

examples.
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1. Introduction

In this paper, we address multivariate Hermite interpolation of a function that takes values on a com-

plete Riemannian manifold M with tangent bundle 𝑇M. More precisely, let 𝐷 ⊂ R𝑑 be a parameter

domain and consider a dierentiable function

𝑓 : 𝐷 → M, 𝜔 ↦→ 𝑓 (𝜔).

Consider a sample data set consisting of 𝑘 parameter locations 𝜔1, . . . , 𝜔𝑘 ∈ 𝐷 with corresponding

function values (manifold locations) and partial derivatives (tangent vectors)

𝑝 𝑗 = 𝑓 (𝜔 𝑗 ) ∈ M, 𝑣𝑖𝑗 B 𝜕𝑖 𝑓 (𝜔 𝑗 ) =
d

d𝑡

���
𝑡=0

𝑓 (𝜔 𝑗 + 𝑡𝑒𝑖) = d𝑓 (𝜔 𝑗 ) [𝑒𝑖] ∈ 𝑇𝑓 (𝜔 𝑗 )M,

where 𝑒1, . . . , 𝑒𝑑 denotes the orthonormal basis of unit vectors in R𝑑 . The Hermite manifold interpo-

lation problem is formalized as follows:

Find a dierentiable, manifold-valued function
ˆ𝑓 : 𝐷 → M such that

ˆ𝑓 (𝜔 𝑗 ) = 𝑝 𝑗 ∈ M, 𝑗 = 1, . . . , 𝑘 (1a)

𝜕𝑖 ˆ𝑓 (𝜔 𝑗 ) = 𝑣𝑖𝑗 ∈ 𝑇𝑝 𝑗
M, 𝑗 = 1, . . . , 𝑘 ; 𝑖 = 1, . . . , 𝑑 . (1b)

1.1. Original contributions

We develop two approaches to tackle the multivariate manifold Hermite interpolation problem (1a),

(1b). The rst one is via computing weighted Riemannian barycenters. This can be considered as an

extension of the interpolation approach developed in Grohs, Hardering, and Sander 2015 and in Sander

2012, 2016 by incorporating derivative data. We refer to this as barycentric Hermite interpolation

(BHI). The BHI method has the following main features:

(i) The approach works on arbitrary Riemannian manifolds, i.e., no special structure (Lie Group,

homogeneous space, symmetric space,...) is required. In order to conduct practical computa-

tions, only an algorithm for evaluating the Riemannian logarithm map must be available. All

occurrences of Riemannian exponentials can be replaced with retractions and analogously any

Riemannian logarithms by inverse retractions Absil, Mahony, and Sepulchre 2008, Section 4.1.

For clarity of presentation we just write exponential and logarithmic map, respectively, during

this paper.

(ii) The dierentiability order of the interpolant is the same as that of the weight functions. Hence,

when working with smooth weight functions, a smooth interpolant is produced.

(iii) Although our theoretical derivation involves covariant derivatives and the Hessian forms of

scalar elds on manifolds, the practical implementation of BHI does not require computing any

such operators.

(iv) The method works only locally, on a domain, where the Riemannian center of mass exists and

is unique. The number of sample points must exceed the dimension of the manifold.
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The second approach is a straightforward translation of Hermite interpolation in Euclidean vector

spaces to a selected tangent space of the manifold under consideration. We refer to this approach as

tangent space Hermite interpolation (THI). The THI method has the following main features:

(i) The approach works on arbitrary Riemannian manifolds, i.e., no special structure (Lie Group,

homogeneous space, symmetric space,...) is required. In order to conduct practical computations,

algorithms for evaluating the Riemannian exponential map and the Riemannian logarithm map

must be available (or must be consistently replaced with invertible retractions). The dierential

of the Riemannian logarithm must be evaluated (or approximated).

(ii) The dierentiablility order of the interpolant is the same as that of the weight functions.

(iii) The method works only locally, on a star-shaped domain around a manifold location 𝑝𝑐 ∈ M,

where the Riemannian normal coordinates are well-dened. The interpolant is constructed in

the tangent space 𝑇𝑝𝑐M and thus depends on the choice of the center point 𝑝𝑐 .

We illustrate the validity and the performance of both approaches by means of numerical examples.

1.2. Related work

In the research literature, there are two dierent tracks of manifold interpolation research. On the one

hand, there is the problem of interpolating scalar functions with manifold-valued inputs 𝑓 : M → R.
This line of research is followed, e.g., in Allasia, Roberto, and De Rossi 2018; Narcowich 1995, but

is not considered here. On the other hand, interpolating parametric functions with manifold-valued

outputs 𝑓 : R𝑑 → M is investigated. The work at hand subordinates to this setting. Confusion may

be caused by the fact that for both types of problems, one speaks of “interpolation on a manifold”.

To the best of our knowledge, multivariate Hermite interpolation for output data on general man-

ifolds has not yet been considered in the research literature. Univariate Hermite interpolation has

been considered explicitly in Jakubiak, Leite, and Rodrigues 2006 for data on compact, connected Lie

groups with a bi-invariant metric. A general approach to Hermite curve interpolation is featured in

Zimmermann 2020.

A related line of research is the generalization of Bézier curves and the De Casteljau-algorithm to

Riemannian manifolds, see Bergmann and Gousenbourger 2018; Gousenbourger, Massart, and Absil

2018; Nava-Yazdani and Polthier 2013; Popiel and Noakes 2007; Samir and Adouani 2019. The transi-

tion of this technique to manifolds is via replacing the inherent straight lines with geodesics. The start

and end velocities of the resulting spline are proportional to the velocity vectors of the geodesics that

connect the rst two and the last two control points, respectively (Popiel and Noakes 2007, Theorem

1). Hence, the method can be adapted to work for univariate Hermite interpolation. More general

subdivision schemes based on similar geodesic averages have been investigated in Dyn and Sharon

2017; Wallner and Dyn 2005. The preprint Vardi, Dyn, and Sharon 2022 addresses univariate Hermite

interpolation on the sphere via subdivision schemes. Two-variate manifold interpolation via Bézier

surfaces with 𝐶1
-connection of local patches has been investigated in Absil, Gousenbourger, et al.

2016.

A multivariate Hermite-type method that is specically tailored to interpolation problems on the

Grassmann manifold is sketched in Amsallem 2010, §3.7.4.
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Interpolation with Riemannian barycenters has been proposed in the context of geodesic nite ele-

ments in Grohs, Hardering, and Sander 2015 and in Sander 2012, 2016.

An overview over manifold interpolation methods with a special focus on model reduction applica-

tions is given in Zimmermann 2021.

1.3. Notational conventions

Throughout, we assume thatM is a complete Riemannian manifold of dimension dim(M) =𝑚. The

tangent space ofM at 𝑝 ∈ M is𝑇𝑝M and the tangent bundle is𝑇M = ∪𝑝∈M𝑇𝑝M. As a Riemannian

manifold,M carries a family of inner products

{
〈·, ·〉𝑝 : 𝑇𝑝M ×𝑇𝑝M → R, (𝑣,𝑤) ↦→ 〈𝑣,𝑤〉𝑝

}
𝑝∈M that

depends smoothly on the base point 𝑝 ∈ M.

The dierential of a function 𝑓 : R𝑑 → R𝑚 at a point 𝑝 is denoted by D𝑓 (𝑝) : R𝑑 → R𝑚 . For a two-
arguments function 𝐿 : R𝑚 × R𝑑 → R𝑚, (𝑞,𝜔) ↦→ 𝐿(𝑞,𝜔), the linear maps D𝑞𝐿(𝑞,𝜔) : R𝑚 → R𝑚

and D𝜔𝐿(𝑞,𝜔) : R𝑑 → R𝑚 denote the dierentials of 𝑞 ↦→ 𝐿(𝑞,𝜔) (with 𝜔 considered as xed) and

𝜔 ↦→ 𝐿(𝑞,𝜔) (with 𝑞 considered as xed), respectively. The dierential at a point 𝑝 of a function

𝑓 : M → N between dierentiable manifolds M,N is denoted by d𝑓 (𝑝) : 𝑇𝑝M → 𝑇𝑓 (𝑝)N . For

𝐿 : M × R𝑑 → M, (𝑞,𝜔) ↦→ 𝐿(𝑞,𝜔), the notations d𝑞𝐿(𝑞,𝜔) and d𝜔𝐿(𝑞,𝜔) are to be understood in

analogy to the above.

A vector eld is a smooth function 𝑋 : M → 𝑇M such that 𝑋 (𝑝) ∈ 𝑇𝑝M for all 𝑝 ∈ M. The set

of smooth vector elds on M is denoted by X(M). We use the symbol ∇ to denote the (unique)

Levi-Civita connection on M. For 𝑋,𝑌 ∈ X(M), the notation ∇𝑋𝑌 ∈ X(M) denotes the covariant
derivative of the vector eld 𝑌 in the direction of the vector eld 𝑋 . A vector eld along a curve

𝑐 : 𝐼 → M is a mapping 𝑋𝑐 : 𝐼 → 𝑇M such that 𝑋𝑐 (𝑡) ∈ 𝑇𝑐 (𝑡 )M. The covariant derivative of 𝑋𝑐 along

𝑐 is D

d𝑡
𝑋𝑐 . If there is an ambient vector eld𝑋 ∈ X(M) such that𝑋 (𝑐 (𝑡)) = 𝑋𝑐 (𝑡), then D

d𝑡
𝑋𝑐 = ∇ ¤𝑐 (𝑡 )𝑋 .

For a scalar function 𝑔 : M → R, the gradient vector eld grad𝑔 ∈ X(M) is point-wise dened by

〈grad𝑔(𝑝), 𝑣〉𝑝 = d𝑔(𝑝) [𝑣] for all 𝑣 ∈ 𝑇𝑝M. The covariant derivative of the gradient eld yields the

Hessian Hess𝑔[𝑋 ] = ∇𝑋 grad𝑔 and gives rise to the endomorphism 𝑇𝑝M 3 𝑣 ↦→ Hess𝑔(𝑝) [𝑣] =

(∇𝑣 grad𝑔) (𝑝) ∈ 𝑇𝑝M.

For a scalar two-parameter function 𝐿 : M×R𝑑 , (𝑞,𝜔) ↦→ 𝐿(𝑞,𝜔) ∈ R, we will write grad𝑞 𝐿(𝑝,𝜔) for
the gradient by 𝑞 evaluated at (𝑝,𝜔), which is dened by 〈grad𝑞 𝐿(𝑝,𝜔), 𝑣〉𝑝 = d𝑞𝐿(𝑝,𝜔) [𝑣], for all
𝑣 ∈ 𝑇𝑝M. Likewise, Hess𝑞 𝐿(𝑝,𝜔) [𝑣] denotes the Hessian of 𝐿(𝑞,𝜔) by 𝑞 evaluated at (𝑝,𝜔) applied
to the tangent vector 𝑣 ∈ 𝑇𝑝M.

1.4. Organization of the paper

Section 2 recaps the barycentric interpolation methods. In Section 3, the approach is extended to

the Hermite setting. The alternative approach of tangent space Hermite interpolation is outlined in

Section 4. Numerical experiments are featured in Section 5, and Section 6 concludes the paper.
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2. Interpolation with weighted Riemannian barycenters

The Riemannian barycenter or Riemannian center of mass
1
or Fréchet mean of a sample data set

{𝑝1, . . . , 𝑝𝑘 } ⊂ M on a manifold is dened as the minimizer of the Riemannian objective function

M 3 𝑞 ↦→ 𝐿(𝑞) = 1

2

𝑘∑︁
𝑗=1

𝑤 𝑗 dist(𝑞, 𝑝 𝑗 )2,

where dist(𝑞, 𝑝 𝑗 ) is the Riemannian distance between the manifold locations 𝑞 and 𝑝 𝑗 and𝑤 𝑗 ≥ 0 are

scalar weights such that

∑𝑘
𝑗=1𝑤 𝑗 = 1. Formally, the latter requirements mean that the center of mass

is taken with respect to a discrete positive measure of unit weight. This denition generalizes the

notion of the barycentric mean in Euclidean spaces, cf. Appendix A of the supplements. However, on

curved manifolds, the global center might not be unique. Moreover, local minimizers may appear. For

more details, see Karcher 1977 and Afsari, Tron, and Vidal 2013, which also give uniqueness criteria.

2.1. Interpolation via optimization

Interpolation can be performed by computing weighted Riemannian centers. More precisely, let

𝑓 : R𝑑 ⊃ 𝐷 → M and let 𝜔1, . . . , 𝜔𝑘 ⊂ 𝐷 be a set of parameter locations and let 𝑝 𝑗 = 𝑓 (𝜔 𝑗 ) ∈ M,

𝑗 = 1, . . . , 𝑘 be the corresponding sampled manifold locations on M. The interpolant is then dened

on the convex hull conv{𝜔1, . . . , 𝜔𝑘 } ⊂ 𝐷 ⊂ R𝑑 of the samples.

Let {𝜑 𝑗 : 𝜔 ↦→ 𝜑 𝑗 (𝜔) ∈ R | 𝑗 = 1, . . . , 𝑘} be a suitable set of multivariate, scalar-valued interpo-

lation weight functions with 𝜑𝑙 (𝜔 𝑗 ) = 𝛿𝑙 𝑗 and
∑𝑘

𝑗=1 𝜑 𝑗 (𝜔) ≡ 1. Such weight functions can be con-

structed, e.g., as Lagrangians, Sander 2016, or radial basis functions, Buhmann 2003. The interpolant

𝑞∗ ≈ 𝑓 (𝜔∗) ∈ M at an unsampled parameter location 𝜔∗ ∈ conv{𝜔1, . . . , 𝜔𝑘 } can be taken to be the

minimizer

𝜔∗ ↦→ 𝑓 (𝜔∗) = 𝑞∗ B argmin

𝑞∈M
𝐿(𝑞,𝜔∗), where 𝐿(𝑞,𝜔) B 1

2

𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) dist(𝑞, 𝑝 𝑗 )2. (2)

Since the weight functions may attain negative values, this corresponds to taking the center of mass

with respect to a discrete signed measure of unit weight, see the discussion in Sander 2016, Section 3.

Computing 𝑞∗ thus requires one to solve a Riemannian optimization problem. At sample location 𝜔𝑙 ,

one has indeed that

2𝐿(𝑞,𝜔𝑙 ) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔𝑙 ) dist(𝑞, 𝑝 𝑗 )2 =
𝑘∑︁
𝑗=1

𝛿𝑙 𝑗 dist(𝑞, 𝑝 𝑗 )2 = dist(𝑞, 𝑝𝑙 )2,

which has the unique global minimum at 𝑞∗ = 𝑝𝑙 . Hence, the function
ˆ𝑓 : 𝜔 ↦→ argmin𝑞∈M 𝐿(𝑞,𝜔)

satises the basic interpolation conditions.

1
Here, we introduce Riemannian barycenter for discrete data sets; for centers w.r.t. a general mass distribution, see

Karcher’s original paper Karcher 1977, Section 1.
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Remark 2.1. Under certain conditions that locally ensure the existence and uniqueness of Riemannian
barycenters, the minima of (2) are exactly at the zeros of the associated gradient. Moreover, they depend
smoothly on the parameters (𝑞,𝜔) if the weight functions 𝜑 𝑗 are smooth, see Sander 2016, Theorems 3.19
& 4.1. As a consequence, the interpolant is smooth under these conditions.

2.2. The gradient and Hessian of the Riemannian distance function

Interpolation via barycenters is an optimization task. As a rule, numerical optimization requires the

computation of the gradient of the objective function. The next theorem, due to Karcher, provides the

gradient of the squared Riemannian distance function.

Theorem 2.2 (Karcher 1977, Thm. 1.2). Let M be a complete Riemannian manifold and let 𝑝 ∈ M.
Let 𝐵𝜌 (𝑝) be a geodesic ball of radius 𝜌 around 𝑝 such that the geodesics between any two points inside
𝐵𝜌 (𝑝) are unique and minimizing. Dene

𝐿𝑝 : 𝐵𝜌 (𝑝) → R, 𝑞 ↦→ 1

2

dist(𝑞, 𝑝)2.

Then
grad𝐿𝑝 (𝑞) = − Log𝑞 (𝑝),

where Log𝑞 = (Exp𝑞)−1 is the Riemannian logarithm map.

Because Karcher works with barycenters with respect to mass distributions and also to make this

exposition self-contained, we recap the proof in Appendix B.

Eventually, we also need information on the Hessian of 𝐿𝑝 (𝑞) = 1

2
dist(𝑞, 𝑝)2 at𝑞 = 𝑝 . The Riemannian

Hesse form of a scalar function 𝑔 : M → R at 𝑞 is

Hess𝑔(𝑞) : 𝑇𝑞M → 𝑇𝑞M, 𝑣 ↦→ Hess𝑔(𝑞) [𝑣] = (∇𝑣 grad𝑔) (𝑞), (3)

see Kühnel 2015, §6A.

Remark 2.3. Actually, the Riemannian Hesse (1, 1)-tensor maps vector elds to vector elds,

Hess𝑔 : X(M) → X(M), 𝑋 ↦→ ∇𝑋 grad𝑔.

Yet, since a tensor is a point-wise object, (∇𝑣 grad𝑔) (𝑞) = (∇𝑋 grad𝑔) (𝑞) for all vector elds𝑋 ∈ X(M)
with𝑋 (𝑞) = 𝑣 . Hence, it makes sense to consider the Hessian at𝑞 as an endomorphism of𝑇𝑞M. Additional
background information on the Riemannian Hessian is given in Appendix B of the supplements.

Theorem 2.4. Consider the setting of Theorem 2.2. For 𝑝 xed, the Hesse form of the function 𝑞 ↦→
𝐿𝑝 (𝑞) = 1

2
dist(𝑞, 𝑝)2 at 𝑝 is the identity,

Hess𝐿𝑝 (𝑝) = id𝑇𝑝M : 𝑇𝑝M → 𝑇𝑝M .
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Proof. We use Karcher’s approach of computing the Hessian via a variation through geodesics, see

Theorem B.3 and Figure 8 in the supplement. This shows that for a geodesic 𝑡 ↦→ 𝛾 (𝑡) with 𝛾 (0) = 𝑞,

¤𝛾 (0) = 𝑣 and the associated variation of geodesics

(𝑠, 𝑡) ↦→ 𝑐𝑝 (𝑠, 𝑡) = Exp𝑝 (𝑠 Log𝑝 (𝛾 (𝑡))),

it holds

〈Hess𝐿𝑝 (𝑞) [𝑣] , 𝑣〉 = 〈D
d𝑠

𝜕𝑡𝑐𝑝 (1, 0) , 𝑣〉.

In the special case, where the geodesic 𝛾 starts from 𝑞 = 𝑝 with velocity 𝑣 ∈ 𝑇𝑝M, we obtain

𝜕𝑡
��
𝑡=0

𝑐𝑝 (𝑠, 𝑡) = d

(
Exp𝑝

)
𝑠 Log𝑝 (𝛾 (0))

(
𝑠d

(
Log𝑝

)
𝛾 (0)

( ¤𝛾 (0))
)

= d

(
Exp𝑝

)
𝑠 ·0

(
𝑠d

(
Log𝑝

)
𝑝
(𝑣)

)
= 𝑠𝑣 ∈ 𝑇𝑝M,

because d(Exp𝑝)0 = id𝑇𝑝M = d(Log𝑝)𝑝 . Note that 𝑠 ↦→ 𝜕𝑡𝑐𝑝 (𝑠, 0) ∈ 𝑇𝑝M is a vector eld along the

point curve 𝛼 : 𝑠 ↦→ 𝛼 (𝑠) ≡ 𝑝 . Therefore, the covariant derivative coincides with the usual derivative

and we obtain

D

d𝑠
𝜕𝑡𝑐𝑝 (𝑠, 0) =

d

d𝑠
(𝑠𝑣) = 𝑣 .

As a consequence,

〈Hess𝐿𝑝 (𝑝) [𝑣] , 𝑣〉 = 〈𝑣, 𝑣〉 for all 𝑣 ∈ 𝑇𝑝M .

The Hessian is symmetric. Via polarization, it is uniquely determined by terms of the above form.

This yields Hess𝐿𝑝 (𝑝) [𝑣] = 𝑣 . �

By Theorem 2.2, the gradient of the objective function 𝐿 in (2) by 𝑞 is

grad𝑞 𝐿(𝑞,𝜔) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) · (− Log𝑞 (𝑝 𝑗 )) ∈ 𝑇𝑞M . (4)

At a sample location 𝑝𝑙 , the gradient (by 𝑞) of the objective function 𝐿(𝑞,𝜔) in the barycentric inter-

polation problem (2) vanishes, because of Log𝑝𝑙
(𝑝𝑙 ) = 0 ∈ 𝑇𝑝𝑙M. By Theorem 2.4, the Hessian (again

with respect to the 𝑞-argument) is

Hess𝑞 𝐿(𝑝𝑙 , 𝜔𝑙 ) [𝑣] =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔𝑙 )Hess𝐿𝑝 𝑗
(𝑝𝑙 ) [𝑣] = Hess𝐿𝑝𝑙 (𝑝𝑙 ) [𝑣] = 𝑣 ∈ 𝑇𝑝𝑙M, (5)

because 𝜑 𝑗 (𝜔𝑙 ) = 𝛿𝑙 𝑗 . Thus, the Hessian by 𝑞 at (𝑝𝑙 , 𝜔𝑙 ) is the identity on 𝑇𝑝𝑙M. In particular, it has

full rank. A generic gradient descent algorithm
2
to compute the barycentric interpolant for a function

𝑓 : R𝑑 3 𝜔 ↦→ 𝑓 (𝜔) ∈ M is given in Algorithm 1

Algorithm1. Interpolation via the weighted Riemannian barycenter.

2
There exist several dierent ways of computing the weighted Riemannian barycenter, see for example https://

juliamanifolds.github.io/Manifolds.jl/latest/features/statistics.html for an overview.
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Input: Sample data set {𝑝1 = 𝑓 (𝜔1), . . . , 𝑝𝑘 = 𝑓 (𝜔𝑘 )} ⊂ M, unsampled parameter location 𝜔∗ ∈
conv(𝜔1, . . . , 𝜔𝑘 ) ⊂ R𝑑 , initial guess 𝑞0, convergence threshold 𝜏

1: 𝑘 B 0

2: Compute grad𝑞 𝐿(𝑞𝑘 , 𝜔∗) according to (4)
3: while ‖grad𝑞 𝐿(𝑞𝑘 , 𝜔∗)‖𝑞 > 𝜏 do
4: select a step size 𝛼𝑘
5: 𝑞𝑘+1 B Exp

M
𝑞𝑘

(
−𝛼𝑘 grad𝑞 𝐿(𝑞𝑘 , 𝜔∗)

)
6: 𝑘 B 𝑘 + 1

7: end while
Output: ˆ𝑓 (𝜔∗) B 𝑞∗ B 𝑞𝑘 ∈ M interpolant of 𝑓 (𝜔∗).

3. Barycentric Hermite interpolation

In this section, we enhance the method of weighted barycentric interpolation by including derivative

information. The task is to construct an interpolant of the form

ˆ𝑓 : 𝜔 ↦→ ˆ𝑓 (𝜔) = argmin

𝑞∈M

1

2

𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) dist(𝑞, 𝑝 𝑗 )2 = argmin

𝑞∈M
𝐿(𝑞,𝜔)

that satises the interpolation conditions (1a), (1b). The requirement to meet the sampled derivatives

𝑣𝑖𝑗 = 𝜕𝑖 𝑓 (𝜔 𝑗 ) entails conditions on the partial derivatives of the weight functions 𝜑 𝑗 (𝜔). We work

under the general assumption that the interpolation procedure takes place on a domain, where the

weighted Riemannian barycenters exist and are unique. For a detailed analysis of interpolation via

Riemannian barycenters, we refer to Sander 2012, 2016 and Grohs, Hardering, and Sander 2015.

3.1. Tracking the barycenters via the implicit function theorem

Introduce the parametric gradient eld

𝐺 : M × R𝑑 → 𝑇M, (𝑞,𝜔) ↦→ 𝐺 (𝑞,𝜔) B grad𝑞 𝐿(𝑞,𝜔) = −
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) Log𝑞 (𝑝 𝑗 ) (6)

and note that 𝐺 is a smooth vector eld on the product manifold M × R𝑑 . Suppose that 𝐺 vanishes

at (𝑞∗, 𝜔∗). Our strategy is to parameterize the zero-sets locally via the implicit function theorem. By

dierentiating the corresponding implicit function, we will establish a relation between the deriva-

tives of the interpolation weight functions 𝜔 ↦→ 𝜑𝑖 (𝜔) of (2) and the sampled derivatives (1b).

The implicit function theorem has a close relative, the inverse function theorem, and both theorems

rely on a full-rank condition for a certain dierential. While a manifold version of the inverse func-

tion theorem appears in many standard textbooks on dierential geometry (e.g., Lee 2012, Thm 4.5),

we were not able to locate a textbook reference for a manifold counterpart to the implicit function

theorem. Yet, because both M and 𝑇M are dierentiable manifolds, it is straightforward to transfer

the classical implicit function theorem, and often, it is simply taken for granted (as in Sander 2012,
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Thm. 2.2, Sander 2016, Thm 4.1.). The interesting part is how the rank condition transforms. This is

the contents of the following lemma.

Lemma 3.1. Let M be a Riemannian manifold.

1. Let 𝐺 : M → 𝑇M be a smooth vector eld. At locations, where 𝐺 vanishes, the dierential of 𝐺
coincides with the covariant derivative, i.e., at 𝑞∗ ∈ M with 𝐺 (𝑞∗) = 0, it holds

d𝐺 (𝑞∗) [𝑣] = (∇𝑣𝐺) (𝑞∗), for all 𝑣 ∈ 𝑇𝑞∗M .

2. In the special case, where 𝐺 is the gradient vector eld grad𝑔 : M → 𝑇M of a scalar function
𝑔 : M → R, the Hesse form of 𝑔 coincides with the dierential of grad𝑔 at locations, where the
gradient vanishes, i.e., at 𝑞∗ ∈ M with grad𝑔(𝑞∗) = 0, it holds

d(grad𝑔) (𝑞∗) [𝑣] = Hess𝑔(𝑞∗) [𝑣], for all 𝑣 ∈ 𝑇𝑞∗M .

In particular, the dierential d(grad𝑔) (𝑞∗) has full rank, if the Hesse form Hess𝑔(𝑞∗) has full
rank.

Proof. Let 𝑣 ∈ 𝑇𝑞∗M. We compute d𝐺 (𝑞∗) [𝑣]. Let𝛾 : 𝐼 → M be a smooth curve with𝛾 (0) = 𝑞∗, ¤𝛾 (0) =
𝑣 . On a suitably small neighborhood

˜𝑀 around𝑞∗, construct a local, orthonormal frame of vector elds

{𝐸𝑖 ∈ X(M) | 𝑖 = 1, . . . ,𝑚} as outlined in Lee 1997, Exercise 3.2, p. 24. This means that we obtain

vector elds 𝐸𝑖 : �̃� → 𝑇M, 𝑖 = 1, . . . ,𝑚 such that at each 𝑝 ∈ �̃� , {𝐸𝑖 (𝑝) | 𝑖 = 1, . . . ,𝑚} is an

orthonormal basis of 𝑇𝑝M, i.e.,

〈𝐸𝑖 (𝑝), 𝐸 𝑗 (𝑝)〉𝑝 = 𝛿𝑖 𝑗 for all 𝑝 ∈ �̃� .

W.l.o.g., assume that the image of 𝛾 is contained in
˜𝑀 . We express the vector eld𝐺 along 𝛾 in terms

of the orthonormal frame

(𝐺 ◦ 𝛾) (𝑡) =
∑︁
𝑖

〈(𝐺 ◦ 𝛾) (𝑡), (𝐸𝑖 ◦ 𝛾) (𝑡)〉𝛾 (𝑡 )𝐸𝑖 (𝛾 (𝑡)),

and dierentiate according to the product rule (do Carmo 1992, Chapter 2, Prop. 3.2)

d𝐺 (𝑞∗) [𝑣] = d

d𝑡

��
𝑡=0

(𝐺 ◦ 𝛾) (𝑡)

=
∑︁
𝑖

[
d

d𝑡

��
𝑡=0

(
〈(𝐺 ◦ 𝛾) (𝑡), 𝐸𝑖 (𝛾 (𝑡))〉𝛾 (𝑡 )

)
𝐸𝑖 (𝑞∗)

+ 〈𝐺 (𝑞∗), 𝐸𝑖 (𝑞∗)〉𝑞∗
d

d𝑡

��
𝑡=0

(𝐸𝑖 ◦ 𝛾) (𝑡)
]

=
∑︁
𝑖

(
〈D(𝐺 ◦ 𝛾)

d𝑡
(0), 𝐸𝑖 (𝑞∗)〉𝑞∗ + 〈𝐺 (𝑞∗), D(𝐸𝑖 ◦ 𝛾)

d𝑡
(0)〉𝑞∗

)
𝐸𝑖 (𝑞∗)

=
∑︁
𝑖

〈(∇𝑣𝐺) (𝑞∗), 𝐸𝑖 (𝑞∗)〉𝑞∗𝐸𝑖 (𝑞∗) = (∇𝑣𝐺) (𝑞∗).

Note that we used twice that𝐺 (𝑞∗) = 0. If𝐺 is the gradient vector eld of a scalar function𝐺 = grad𝑔,

then the latter becomes the Hessian, (∇𝑣 grad𝑔) (𝑞∗) = Hess𝑔(𝑞∗) [𝑣]. �
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By Lemma 3.1, the condition on the rank of the dierential of a vector eld translates to a condition

on the covariant derivative (at points, where the vector eld vanishes). This makes it straightforward

to transfer any of the classical proofs of the implicit function theorem to the manifold setting.

Theorem3.2 (An implicit function theorem for vector elds). LetM be an𝑚-dimensional Riemannian
manifold and let 𝐺 : M × R𝑑 → 𝑇M, (𝑞,𝜔) ↦→ 𝐺 (𝑞,𝜔) ∈ 𝑇𝑞M be a smooth mapping such that both
𝑞 ↦→ 𝐺 (𝑞,𝜔) ∈ 𝑇𝑞M with 𝜔 considered as xed and 𝜔 ↦→ 𝐺 (𝑞,𝜔) ∈ 𝑇𝑞M with 𝑞 considered as xed
are smooth vector elds. Let (𝑞∗, 𝜔∗) ∈ M × R𝑑 be a point such that 𝐺 (𝑞∗, 𝜔∗) = 0 ∈ 𝑇𝑞∗M and let
𝑞 ↦→ 𝐺∗(𝑞) B 𝐺 (𝑞,𝜔∗). Assume that the linear form (∇( ·)𝐺

∗) (𝑞∗) : 𝑇𝑞∗M → 𝑇𝑞∗M, 𝑣 ↦→ (∇𝑣𝐺
∗) (𝑞∗)

has full rank𝑚.
Then there exists an open domain Ω ⊂ R𝑑 around 𝜔∗ and a dierentiable function ˆ𝑓 : Ω → M, 𝜔 ↦→
ˆ𝑓 (𝜔) such that

Ω 3 𝜔 ↦→ 𝐺 ( ˆ𝑓 (𝜔), 𝜔)) ≡ 0 ∈ 𝑇 ˆ𝑓 (𝜔)M . (7)

Proof. Use the standard trick to obtain the implicit function theorem from the inverse function theo-

rem see, e.g., Lee 2012, Thm. C.40. To this end, consider the auxiliary function

𝛾 : M × R𝑑 → 𝑇M × R𝑑 . (𝑞,𝜔) ↦→
(
Γ1(𝑞,𝜔)
Γ2(𝑞,𝜔)

)
=

(
𝐺 (𝑞,𝜔)

𝜔

)
.

Note that Γ is a smooth map between dierentiable product manifolds. By Lemma 3.1, the dierential

of the rst component function of Γ by 𝑞 at the point (𝑞∗, 𝜔∗) is given by d𝑞𝐺 (𝑞∗, 𝜔∗) [𝑣] = (∇𝑣𝐺
∗) (𝑞∗)

and thus has full rank by assumption. The dierential of the second component function by𝑞 vanishes,

while its dierential by 𝜔 is the identity on R𝑑 . As a consequence, the dierential of Γ at (𝑞∗, 𝜔∗) has
full rank and the inverse function theorem yields the existence of a local inverse Γ−1 = 𝐻 = (𝐻1, 𝐻2).
It holds (

𝑣

𝜔

)
= Γ(𝐻 (𝑣, 𝜔))) =

(
𝐺 ((𝐻1(𝑣, 𝜔), 𝐻2(𝑣, 𝜔))

𝐻2(𝑣, 𝜔)

)
.

In particular, 𝐻2(𝑣, 𝜔) = 𝜔 and the function
ˆ𝑓 : 𝜔 ↦→ 𝐻1(0, 𝜔) is the sought-after implicit function

with 𝐺 ( ˆ𝑓 (𝜔), 𝜔) = 𝐺 (𝐻1(0, 𝜔), 𝐻2(𝑣, 𝜔)) ≡ 0 on a local domain, where
ˆ𝑓 is dened. �

An alternative proof that works with local coordinates is given in Séguin and Kressner 2022, Theorem

3.1. However, this proof omits the technical detail stated in Lemma 3.1.

In the setting of Theorem 3.2, implicit dierentiation of (7) along a curve 𝑐 : 𝐼 → Ω with 𝑐 (0) =

𝜔, ¤𝑐 (0) = 𝑤 yields

0 =
d

d𝑡

��
𝑡=0

𝐺 ( ˆ𝑓 (𝑐 (𝑡)), 𝑐 (𝑡)) =
(
d𝑞𝐺 (( ˆ𝑓 (𝜔), 𝜔)), d𝜔𝐺 (( ˆ𝑓 (𝜔), 𝜔))

) [
d
ˆ𝑓𝜔 [𝑤]
𝑤

]
= d𝑞𝐺 ( ˆ𝑓 (𝜔), 𝜔)

[
d
ˆ𝑓 (𝜔) [𝑤]

]
+ d𝜔𝐺 ( ˆ𝑓 (𝜔), 𝜔) [𝑤]

Since 𝐺 ( ˆ𝑓 (𝜔), 𝜔) = 0, Lemma 3.1 applies and yields(
∇
𝑑 ˆ𝑓 (𝜔) [𝑤 ]𝐺 (·, 𝜔)

)
( ˆ𝑓 (𝜔)) = −d𝜔𝐺 ( ˆ𝑓 (𝜔), 𝜔) [𝑤] ∈ 𝑇 ˆ𝑓 (𝜔)M . (8)

Similar considerations were made in Sander 2016, Section 6, but for a dierent purpose.
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3.2. A relation between the derivatives of the interpolation weight functions and the
sampled derivatives

Now, we apply the results of Subsection 3.1 to the specic gradient eld 𝐺 of (6). Recall that 𝐺 is the

gradient vector eld (with respect to 𝑞) of the scalar function 𝐿(𝑞,𝜔) = 1

2

∑𝑘
𝑗=1 𝜑 𝑗 (𝜔) dist(𝑞, 𝑝 𝑗 )2 so

that 𝐺 (𝑞,𝜔) B grad𝑞 𝐿(𝑞,𝜔) = −∑𝑘
𝑗=1 𝜑 𝑗 (𝜔) Log𝑞 (𝑝 𝑗 ). By construction, 𝐺 vanishes at the sample

locations 𝑞 = 𝑝𝑙 , 𝜔 = 𝜔𝑙 , 𝑗 = 1, . . . , 𝑘 . Moreover, by Theorem 2.4 and (5), the Hessians at the sample

locations have full rank. Theorem 3.2 yields locally an implicit parameterization of the zero set of

the gradient eld around each sample point. Since the sought-after interpolant is determined via an

optimization problem, and thus, in turn, via the zero set of the gradient eld, the interpolant coincides

with the implicit function
ˆ𝑓 . In particular,

ˆ𝑓 (𝜔𝑙 ) = 𝑝𝑙 .

Fix a sample point (𝜔𝑙 , 𝑝𝑙 ), 𝑙 ∈ 1, . . . 𝑘 . Let {𝑒𝑖 ∈ R𝑑 | 𝑖 = 1, . . . , 𝑑} denote the Cartesian unit vectors in

R𝑑 . With 𝑤 = 𝑒𝑖 , 𝜔 = 𝜔𝑙 , eq. (8) relates the partial derivatives 𝑣
𝑖
𝑙
B 𝜕𝑖 ˆ𝑓 (𝜔𝑙 ) = d

ˆ𝑓 (𝜔𝑙 ) [𝑒𝑖] of ˆ𝑓 to the

partial derivatives of the interpolation weight functions,(
∇𝑣𝑖

𝑙
grad𝑞 𝐿(𝑝𝑙 , 𝜔𝑙 )

)
(𝑝𝑙 ) = −d𝜔𝐺 (𝑝𝑙 , 𝜔𝑙 ) [𝑒𝑖] ⇔

Hess𝑞 𝐿(𝑝𝑙 , 𝜔𝑙 ) [𝑣𝑖𝑙 ] = 𝑣𝑖
𝑙
=

𝑘∑︁
𝑗=1

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) Log𝑝𝑙 (𝑝 𝑗 ) =
𝑘∑︁

𝑗=1, 𝑗≠𝑙

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) Log𝑝𝑙 (𝑝 𝑗 ).

This is in direct correspondence with (22) in the Euclidean setting, see Appendix A in the supple-

ments.

In order to be able to match any prescribed, sampled partial derivatives 𝑣𝑖
𝑙
= 𝜕𝑖 ˆ𝑓 (𝜔𝑙 ), we require the

sets

L𝑙 B {Log𝑝𝑙 (𝑝 𝑗 ) | 𝑗 = 1, . . . , 𝑘, 𝑗 ≠ 𝑙} ⊂ 𝑇𝑝𝑙M, 𝑙 = 1, . . . 𝑘

to span the full tangent space 𝑇𝑝𝑙M. Then any choice of interpolation weight function 𝜑 𝑗 with

𝜑 𝑗 (𝜔𝑙 ) = 𝛿 𝑗𝑙 that satises

𝑣𝑖
𝑙
=

𝑘∑︁
𝑗=1, 𝑗≠𝑙

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) Log𝑝𝑙 (𝑝 𝑗 ) (9)

yields an interpolant
ˆ𝑓 that satises the interpolation conditions (1a), (1b).

Remark 3.3. Recall that dim(M) = 𝑚. For every xed index 𝑙 ∈ {1, . . . , 𝑘}, let {𝐸𝑙𝑗 | 𝑗 = 1, . . . ,𝑚} ⊂
𝑇𝑝𝑙M be a local orthonormal frame. Then, each of the tangent vectors Log𝑝𝑙 (𝑝 𝑗 ) ∈ 𝑇𝑝𝑙M features a
representation with𝑚 coordinate coecients

Log𝑝𝑙
(𝑝 𝑗 ) = 𝑥

𝑗

𝑙
(1)𝐸𝑙

1
+ · · · + 𝑥

𝑗

𝑙
(𝑚)𝐸𝑙𝑚 .

Likewise for the sampled derivatives,

𝑣𝑖
𝑙
= 𝛼𝑖

𝑙
(1)𝐸𝑙

1
+ · · · + 𝛼𝑖

𝑙
(𝑚)𝐸𝑙𝑚 .

With respect to the coordinates of the local frame, the unknowns in (9), i.e., the scalar coecients 𝜕𝑖𝜑 𝑗 (𝜔𝑙 ),

cbna page 11 of 31



Zimmermann, R., Bergmann, R.

are determined by

©«
𝑥 1
𝑙
(1) . . . 𝑥𝑙−1

𝑙
(1) 𝑥𝑙+1

𝑙
(1) . . . 𝑥𝑘

𝑙
(1)

...
...

...
...

𝑥 1
𝑙
(𝑚) . . . 𝑥𝑙−1

𝑙
(𝑚) 𝑥𝑙+1

𝑙
(𝑚) . . . 𝑥𝑘

𝑙
(𝑚)

ª®®¬
©«

𝜕𝑖𝜑1(𝜔𝑙 )
...

𝜕𝑖𝜑𝑙−1(𝜔𝑙 )
𝜕𝑖𝜑𝑙+1(𝜔𝑙 )

...

𝜕𝑖𝜑𝑘 (𝜔𝑙 )

ª®®®®®®®®®¬
=

©«
𝛼𝑖
𝑙
(1)
...
...

𝛼𝑖
𝑙
(𝑚)

ª®®®®®¬
. (10)

The system matrix in (10) is of dimensions𝑚× (𝑘 − 1). In order to ensure that solutions exist, the number
of sample points must be larger than the manifold dimension, 𝑘 > 𝑚, and the logs Log𝑝𝑙 (𝑝 𝑗 ), 𝑗 ≠ 𝑘

must span the tangent space 𝑇𝑝𝑙M. If 𝑘 > 𝑚 + 1, we have more coecients 𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) than are needed
for a representation of 𝑣𝑖

𝑙
in terms of the logs. The system is underdetermined. The additional degrees

of freedom may be used to impose extra conditions, e.g. that the derivative coecients sum up to zero.
In fact, this is required for consistency, because

∑
𝑗 𝜑 𝑗 (𝜔) ≡ 1, i.e., the weights correspond to a discrete

signed measure of unit weight.

4. Multivariate Hermite interpolation in the tangent space

As an alternative to BHI, multivariate Hermite interpolation on a manifold may also be conducted in

a straightforward manner by moving all data, i.e., sample points and derivatives, to a selected tangent

space and to perform the interpolation therein. The following steps detail this approach.

1. Choose a manifold location 𝑞0 ∈ M that is to act as the ‘data center’. For example, 𝑞0 may be

one of the sample points or it may be the Riemannian barycenter of the given sample data set.

2. Map all sampled manifold locations to the tangent space at 𝑞0, i.e., compute 𝑤 𝑗 = Log𝑞0
(𝑝 𝑗) ∈

𝑇𝑞0M, 𝑗 = 1, . . . , 𝑘 .

3. Transport the sampled velocity vectors to the selected tangent space 𝑇𝑞0M. To this end, com-

pute for 𝑖 = 1, . . . , 𝑑, 𝑙 = 1, . . . , 𝑘 ,

𝑇𝑞0M 3 𝑣𝑖
𝑙

= 𝑑 (Log𝑞0)𝑝𝑙 [𝜕𝑖 𝑓 (𝜔𝑙 )]

≈
Log𝑞0

(Exp𝑝𝑙 (Δ𝑡 𝜕𝑖 𝑓 (𝜔𝑙 ))) − Log𝑞0
(Exp𝑝𝑙 (−Δ𝑡 𝜕𝑖 𝑓 (𝜔𝑙 )))

2Δ𝑡
. (11)

The latter nite-dierences approximation can be used in cases, where the Riemannian log

map is not available in closed form, for details and remarks on the numerical accuracy, see

Zimmermann 2020.

4. With all data gathered on one and the same tangent space, classical Hermite interpolation in

vector spaces can be pursued. The interpolant is constructed as a weighted linear combination

of the sampled data as

ˆ𝑓tan(𝜔) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔)𝑤 𝑗 +
𝑑∑︁
𝑖=1

𝑘∑︁
𝑙=1

𝜓𝑖,𝑙 (𝜔)𝑣𝑖𝑙 ∈ 𝑇𝑞0M . (12)
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5. The sampled data provides Hermite sample values for the weight functions 𝜑 𝑗 (𝜔),𝜓𝑖,𝑙 (𝜔). Let
®𝜑 𝑗 :=

(
𝜑 𝑗 (𝜔1), . . . , 𝜑 𝑗 (𝜔𝑘 )

)
be the vector of sampled values of the 𝑗th coecient function 𝜔 ↦→

𝜑 𝑗 (𝜔). Likewise, let ®𝜓𝑖,𝑙 :=
(
𝜓𝑖,𝑙 (𝜔1), . . . ,𝜓𝑖,𝑙 (𝜔𝑘 )

)
. For each of the coecient functions, one

needs to solve a multiple-input scalar-output Hermite interpolation problem, where the sample

locations are 𝜔1, . . . , 𝜔𝑘 and the sample values for the various coecient functions are

©«
®𝜑 𝑗

𝜕1 ®𝜑 𝑗

...

𝜕𝑑 ®𝜑 𝑗

ª®®®®¬
=

©«
𝑒 𝑗
0
...

0

ª®®®®¬
,

©«
®𝜓1,𝑙

𝜕1 ®𝜓1,𝑙

...

𝜕𝑑 ®𝜓1,𝑙

ª®®®®®¬
=

©«
0
𝑒𝑙
...

0

ª®®®®¬
, . . . ,

©«
®𝜓𝑑,𝑙

𝜕1 ®𝜓𝑑,𝑙

...

𝜕𝑑 ®𝜓𝑑,𝑙

ª®®®®®¬
=

©«
0
0
...

𝑒𝑙

ª®®®®¬
∈ R𝑘 (𝑑+1) . (13)

Here, the data is written in vector packs of size 𝑘 (𝑘 values from𝜑 𝑗 (𝜔) evaluated at the 𝑘 sample

locations, 𝑘 values from 𝜕1𝜑 𝑗 (𝜔) evaluated at the 𝑘 sample locations, etc. ) and 𝑒 𝑗 = (0, . . . ,
𝑗

1

, . . . , 0)T ∈ R𝑘 denotes the 𝑗th canonical unit vector.

6. The interpolants of the coecient functions can now be obtained from anymultivariate interpo-

lation scheme that is able to tackle Hermite data, e.g., the gradient-enhanced Kriging method,

Forrester, Sobester, and Keane 2008, Section 7.2. In summary, this requires to solve 𝑘 (𝑑 + 1)
Euclidean interpolation problems. The resulting tangent vector of (12) is mapped back to the

manifold via

ˆ𝑓 (𝜔) = Exp𝑞0
( ˆ𝑓tan(𝜔)) ∈ M . (14)

Preliminary comparison. For simplicity, the above interpolation approach is referred to as the tan-

gent space Hermite interpolation (THI) method. The BHI method outlined in Section 3 works with

a number of 𝑘 weight coecient functions with properly adjusted partial derivatives, which are ob-

tained by solving the linear equation systems (10). The THI method works with 𝑘 (𝑑 + 1) coecient

functions, each of which comes with its own Hermite sample data set. At the preprocessing stage

of the BHI approach, the Riemannian logarithm function needs to be queried. In contrast, prior to

conducting THI, one needs to query the Riemannian logarithm as well as its total derivative (or an

approximation thereof). In the online stage of BHI, the values of the coecient functions at an untried

location 𝜔∗ ∈ R𝑑 are determined via a Riemannian optimization problem. In fact, it is the exact same

Riemannian optimization problem that needs to be tackled for performing non-Hermite barycentric

interpolation, except that the weight functions are properly adjusted a priori. The practitioner may

choose any preferred method from the zoo of optimization algorithms, see, e.g., Absil, Mahony, and

Sepulchre 2008, and retractions could be used to replace the Riemannian exponential. For THI, the

values of the coecient functions at 𝜔∗
are obtained via solving 𝑘 (𝑑 + 1) Euclidean interpolation

problems in a selected tangent space. The back-mapping to the manifold must be via the Riemannian

exponential, for a retraction would compromise the interpolation condition, unless the inverse of the

same retraction is also used at the preprocessing stage.

Table 1 summarizes the main features of both approaches.
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Barycentric Tangent space

#(coecient functions) 𝑘 𝑘 (𝑑 + 1)
minimum #(samples) 𝑘 > dim(M) + 1 no restriction

base-point dependent no yes

manifold data processing via Log𝑞 Log𝑞 , 𝑑 (Log𝑞)𝑝
model evaluation via Riemann. optimization interp. in tangent space

Table 1: Comparison of the barycentric and the tangent space approach to Hermite manifold interpo-

lation for a 𝑑-variate interpolation problem with a number of 𝑘 sample locations 𝜔 𝑗 ∈ R𝑑 .

5. Numerical examples

In this section, we demonstrate multivariate Hermite manifold interpolation by means of academic

examples. For clarity of the exposition, but for no mathematical reasons, we focus in the experiments

on the case, where M is an embedded submanifold of R𝑁 and we express data points 𝑝 ∈ M and

tangent vectors 𝑣 ∈ 𝑇𝑝M in extrinsic coordinates. This means that we use coordinates of R𝑁 rather

than local coordinates to address locations on M. This situation is also to be expected in practical

applications.

Example. On the unit sphere M = 𝑆2 = {𝑝 ∈ R3 | 𝑝2
1
+ 𝑝2

2
+ 𝑝2

3
= 1} ⊂ R3, which is of (manifold)

dimension𝑚 = 2, points are addressed by their three Euclidean coordinates 𝑝 = (𝑝1, 𝑝2, 𝑝3)T. Likewise,
tangent vectors 𝑣 ∈ 𝑇𝑝𝑆

2 = 〈𝑝〉⊥ are also given by extrinsic coordinates 𝑣 = (𝑣1, 𝑣2, 𝑣3)T ∈ 𝑇𝑝𝑆
2 ⊂ R3.

Consider a dierentiable, 𝑑-variate, M-valued function

𝑓 : R𝑑 ⊃ 𝐷 → M ⊂ R𝑁 , 𝜔 ↦→ 𝑓 (𝜔)

Suppose that 𝑘 sample locations 𝜔 𝑗 = (𝜔 𝑗

1
, . . . , 𝜔

𝑗

𝑑
)T ∈ R𝑑 are selected and that sample points 𝑝 𝑗 =

(𝑝 𝑗

1
, . . . , 𝑝

𝑗

𝑁
)T = 𝑓 (𝜔 𝑗 ) ∈ M ⊂ R𝑁 and tangent vectors 𝑣𝑖𝑗 = 𝜕𝑖 𝑓 (𝜔 𝑗 ) ∈ 𝑇𝑝 𝑗

M ⊂ R𝑁 , 𝑖 = 1, . . . , 𝑑 are

available.

For THI, the coecient weight functions are obtained by Hermite interpolation of the data sets listed

in (13). In the BHI approach, we construct interpolants by computing numerical solutions to the

Riemannian optimization problem (2). In this case, the vector of sample values for the 𝑗th weight

function 𝜑 𝑗 in (2) is

(𝜑 𝑗 (𝜔 1), . . . , 𝜑 𝑗 (𝜔𝑘 )) = 𝑒 𝑗 = (0, . . . , 0,
𝑗

1, 0, . . . , 0) ∈ R𝑘 (15)

and is independent of the sample points 𝑝 𝑗 ∈ M. The vector of the partial derivatives of 𝜑 𝑗 at the

sample locations is obtained from Algorithm 2.

Algorithm2. Practical computation of the derivatives of the weight functions for BHI.
Input: Hermite data set consisting of sample pairs (𝑝 𝑗 = 𝑓 (𝜔 𝑗 ), 𝜔 𝑗 ) ∈ M×R𝑑 , 𝑗 = 1, . . . , 𝑘 , and partial

derivatives 𝑣𝑖
𝑙
= 𝜕𝑖 𝑓 (𝜔𝑙 ) ∈ 𝑇𝑝𝑙M, 𝑖 = 1, . . . , 𝑑 , 𝑙 = 1, . . . , 𝑘 .
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1: for 𝑖 = 1, . . . , 𝑑 do
2: for 𝑙 = 1, . . . , 𝑘 do
3: Compute Log𝑝𝑙 (𝑝 𝑗 ) ∈ 𝑇𝑝𝑙M ⊂ R𝑁 , 𝑗 = 1, . . . , 𝑘 , 𝑗 ≠ 𝑙

4: 𝑋𝑙 B
(
Log𝑝𝑙

(𝑝1) . . . Log𝑝𝑙
(𝑝𝑙−1) Log𝑝𝑙

(𝑝𝑙+1) . . . Log𝑝𝑙
(𝑝𝑘 )

)
∈ R𝑁×(𝑘−1)

5: Solve
(

𝑋𝑙

1, . . . , 1

) ©«
𝑐1
...

𝑐𝑘−1

ª®®¬ =

(
𝑣𝑖
𝑙

0

)
6: (𝜕𝑖𝜑1(𝜔𝑙 ), . . . , 𝜕𝑖𝜑𝑙−1(𝜔𝑙 ), 𝜕𝑖𝜑𝑙 (𝜔𝑙 ), 𝜕𝑖𝜑𝑙+1(𝜔𝑙 ), . . . , 𝜕𝑖𝜑𝑘 (𝜔𝑙 )) B (𝑐1, . . . , 𝑐𝑙−1, 0, 𝑐𝑙 , . . . , 𝑐𝑘−1)
7: end for
8: end for

Output: Partial derivatives of the weight interpolation functions at the sample locations 𝜕𝑖𝜑 𝑗 (𝜔𝑙 ), 𝑗, 𝑙 =
1, . . . , 𝑘 , 𝑖 = 1, . . . , 𝑑 .

Remark 5.1. In the upcoming experiments, we face the setting, that dim(M) = 𝑚 < 𝑘 − 1, where 𝑘 is
the number of sample points. Hence, the linear system in step 5 of Alg. 2 is underdetermined. The bottom
row of all ones is added to the system matrix to enforce that

∑
𝑗 𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) = 0.

The minimum 2-norm solution to the system is obtained via the pseudo-inverse based on the SVD, see
Golub and Van Loan 1996, §5.7, p. 270–273. Let 𝑟 = rank𝑋 and let 𝑈𝑟Σ𝑟𝑉

T

𝑟 = 𝑋 be the reduced SVD,
i.e., 𝑈𝑟 ∈ R𝑁×𝑟 , Σ𝑟 ∈ R𝑟×𝑟 , 𝑉𝑟 ∈ R(𝑘−1)×𝑟 . The columns of 𝑈𝑟 form a basis for the column space of 𝑋 .
The underdetermined equation 𝑋𝑐 = 𝑣𝑖

𝑙
corresponds to an equation for the coordinates with respect to the

basis given by 𝑈𝑟 , namely, (𝑈 T

𝑟 𝑋 )𝑐 = (Σ𝑟𝑉 T

𝑟 )𝑐 = 𝑣𝑖
𝑙
= 𝑈 T

𝑟 𝑣
𝑖
𝑙
. Writing 1 ∈ R𝑘−1 for the vector with all

entries equal to 1, we enforce that the derivatives of the coecient functions sum up to zero via

˜𝑋𝑟𝑐 :=

(
Σ𝑟𝑉

T

𝑟

1T

)
𝑐 =

(
𝑣𝑖
𝑙

0

)
.

The minimum 2-norm solution is obtained via 𝑐 = ˜𝑋T

𝑟 ( ˜𝑋𝑟
˜𝑋T

𝑟 )−1𝑣𝑖𝑙 . Using the SVD data of 𝑋 and Schur
complement inversion, this can be calculated in closed form

𝑐 = 𝑥 + 〈1, 𝑥〉
𝑠

(
𝑉𝑟 (𝑉 T

𝑟 1) − 1
)
, 𝑥 = 𝑉𝑟Σ

−1
𝑟 𝑣𝑖

𝑙
∈ R𝑘−1, 𝑠 = (𝑘 − 1) − ‖𝑉 T

𝑟 1‖22 ∈ R. (16)

For constructing the interpolation weight functions𝜑 𝑗 in BHI and𝜑 𝑗 ,𝜓𝑖,𝑙 in THI, we use the method of

gradient-enhanced Kriging with the cubic correlation model and a xed correlation hyperparameter

vector \ = (\1, \2) = (0.5, 0.5). The cubic correlation model is 𝜌 (\, 𝜔𝑖 , 𝜔 𝑗 ) =
∏

2

𝑙=1
𝜌𝑙 (\𝑙 , (𝜔𝑖

𝑙
− 𝜔

𝑗

𝑙
)),

where

𝜌𝑙 (\𝑙 , (𝜔𝑖
𝑙
− 𝜔

𝑗

𝑙
)) =

{
1 − 3

(
\𝑙 |𝜔𝑖

𝑙
− 𝜔

𝑗

𝑙
|
)
2

+ 2

(
\𝑙 |𝜔𝑖

𝑙
− 𝜔

𝑗

𝑙
|
)
3

, \𝑙 |𝜔𝑖
𝑙
− 𝜔

𝑗

𝑙
| < 1

0, \𝑙 |𝜔𝑖
𝑙
− 𝜔

𝑗

𝑙
| ≥ 1

.

For the details, we refer to Forrester, Sobester, and Keane 2008, Section 7.2 and Zimmermann 2013.

The input sample values are given by (15) and Algorithm 2 for BHI and by (13) for THI, respectively.

BHI requires to solve the optimization problem (2) and thus to provide the optimizer with an initial

guess. In the rst run of the optimizer, we use the rst sample location as the initial guess, i.e., 𝑞0 = 𝑝1.

For every consecutive run, we use the optimized solution𝑞∗ from the previous run as the starting point

for the next optimization procedure.
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5.1. Interpolation of the Gauss map of the Helicoid

In this section we consider an academic example on the unit sphere M = 𝑆2. The Riemannian expo-

nential and logarithmic maps on 𝑆2 are

Exp𝑞 (𝑣) = cos(‖𝑣 ‖2)𝑞 + sin(‖𝑣 ‖2)
𝑣

‖𝑣 ‖2
∈ 𝑆2,

Log𝑞 (𝑝) = arccos(〈𝑞, 𝑝〉) 𝑝 − 〈𝑞, 𝑝〉𝑞
‖𝑝 − 〈𝑞, 𝑝〉𝑞‖2

∈ 𝑇𝑞𝑆
2,

respectively. As a test function, we use the Gauß map of the helicoid in R3,

𝑓 : [𝑎, 𝑏]2 → 𝑆2, (𝜔1, 𝜔2) ↦→
1

(𝑒2𝜔1 + 1)
©«
2𝑒𝜔1

cos(𝜔2)
2𝑒𝜔1

sin(𝜔2)
𝑒2𝜔1 − 1

ª®¬ .
This function yields the normal eld of the helicoid and is obtained from the stereographic projection

of (𝜔1, 𝜔2) ↦→ exp(𝜔1 + 𝑖𝜔2) ∈ C onto 𝑆2.

The partial derivatives of 𝑓 are

𝜕1 𝑓 (𝜔1, 𝜔2) =
−2𝑒2𝜔1

(𝑒2𝜔1 + 1)2
©«
2𝑒𝜔1

cos(𝜔2)
2𝑒𝜔1

sin(𝜔2)
𝑒2𝜔1 − 1

ª®¬ + 2

𝑒2𝜔1 + 1

©«
𝑒𝜔1

cos(𝜔2)
𝑒𝜔1

sin(𝜔2)
𝑒2𝜔1

ª®¬ ,
𝜕2 𝑓 (𝜔1, 𝜔2) =

1

𝑒2𝜔1 + 1

©«
−2𝑒𝜔1

sin(𝜔2)
2𝑒𝜔1

cos(𝜔2)
0

ª®¬ .
We sample the function values and partial derivatives of 𝑓 on 𝑘 = 9 uniformly distributed sample

locations (𝜔 𝑗

1
, 𝜔

𝑗

2
) ∈ [𝑎, 𝑏]2 =

[
− 1

4
𝜋, 1

4
𝜋
]
2

, 𝑗 = 1, . . . , 9 and conduct BHI and THI.

The numerical gradient descent method of Algorithm 1 is conducted with a xed step size of 𝛼 = 1.0

and a numerical convergence threshold of 𝜏 = 1.0 · 10−8. For THI, the Riemannian barycenter of the

sample data set is used as the tangent space base point. The respective interpolant is evaluated on a

uniform grid of 101 × 101 points in the same domain [𝑎, 𝑏]2.

Table 2 summarizes the parameter settings for this experiment and lists the wall clock time and the

interpolation errors. The wall clock time is split into an oine stage and an online stage. The oine

stage consists of the construction of the Hermite interpolants for the weight coecient functions 𝜑 𝑗

for BHI and 𝜑 𝑗 ,𝜓𝑖,𝑙 for THI, respectively. The online stage accounts for querying the interpolant at a

given parameter location. The evaluation times are averaged over the number of 10, 201 = 101
2
runs.

The sample data set in form of surface normal vectors, their partial derivatives and the interpolation

error surfaces are displayed in Figure 1.

As can be seen from the Table 2 and Figure 1, the averaged accuracy of the THI interpolant is roughly

a factor of 6 times better than the averaged accuracy of the BHI interpolant. A nite dierence check

shows that both methods provide interpolants that meet the sampled tangent vectors. The computa-

tion time for the oine stage under the THI approach is 3.5 times higher than that for BHI. This is
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Parameter settings
Manifold #variables domain #samples threshold line step

𝑆2 𝑑 = 2 [− 1

4
𝜋, 1

4
𝜋]2 𝑘 = 9 𝜏 = 1.0 · 10−8 𝛼 = 1.0

Results: barycentric Hermite interpolation (BHI)
Wall clock time Interpolation error FD error

oine online max avg avg. 𝜕1 ˆ𝑓 (𝜔 𝑗 ) avg. 𝜕2 ˆ𝑓 (𝜔 𝑗 )
7.2 · 10−3s 6.42 · 10−5s 2.14 · 10−2 8.23 · 10−3 6.17 · 10−6 6.27 · 10−6

Results: tangent space Hermite interpolation (THI)
Wall clock time Interpolation error FD error

oine online max avg avg. 𝜕1 ˆ𝑓 (𝜔 𝑗 ) avg. 𝜕2 ˆ𝑓 (𝜔 𝑗 )
2.5 · 10−2s 1.5 · 10−4s 2.36 · 10−3 1.10 · 10−3 6.47 · 10−6 7.61 · 10−6

Table 2: Parameter settings and interpolation results for the experiment of Subsection 5.1 associated

with Figure 1. The ‘oine’ time refers to the construction of the interpolant from the sampled

data, while the ‘online’ time accounts for querying the interpolant at a trial location.

Figure 1: Interpolating the Gauß map of the Helicoid from Subsection 5.1. Left: sample data set and

partial derivatives. Middle: error surface obtained with BHI. Right: error surface obtained

with THI.
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Figure 2: Error surfaces under the THI method from Subsection 5.1 for dierent base tangent spaces.

expected, since for THI, the data preprocessing involves evaluating the Riemann exp and log maps

plus the dierential of the latter for moving the sampled derivatives to the same tangent space.
3
More-

over, a number of 𝑘 (𝑑 + 1) = 27 Euclidean Hermite interpolation problems have to be solved to obtain

the interpolated weight functions. In contrast, for BHI, only 𝑘 = 9 coecient functions have to be

tted. This, however, involves solving an underdetermined linear equation system.

In the online stage of BHI, the basic gradient descent converges after an average number of 4.9 itera-

tions with the worst case taking 7 iterations. On average, for the test case at hand, BHI is online 2.3

times faster than THI. However, too much weight should not be given to the timing results, as they

are highly dependent on the chosen optimization algorithm and choosing a ‘best one’ is beyond the

scope of these experiments.

The THI method produces dierent interpolants for dierent choices of the tangent space base point.

To illustrate this issue, Figure 2 shows the error surfaces corresponding to three dierent base-point

selections. The left picture Figure 2 is produced by working in 𝑇𝑝1𝑆
2
, the middle picture by working

in 𝑇𝑝4𝑆
2
, and the right picture corresponds to working in 𝑇𝑝9𝑆

2
, where 𝑝 𝑗 = 𝑓 (𝜔 𝑗 ).

5.2. Interpolation on 𝑆𝑂 (3)

The next test case considers a Hermite data set on the special orthogonal group 𝑆𝑂 (3) = {𝑄 ∈ R3×3 |
𝑄T𝑄 = 𝐼 , det(𝑄) = 1}. The tangent space of 𝑆𝑂 (3) at a point 𝑄 ∈ 𝑆𝑂 (3) is 𝑇𝑄𝑆𝑂 (3) = {𝑉 ∈ R3×3 |
𝑄T𝑉 +𝑉 T𝑄 = 0}. The Riemannian exp and log maps on 𝑆𝑂 (3) are

Exp𝑄 : 𝑇𝑄𝑆𝑂 (3) → 𝑆𝑂 (3), 𝑉 ↦→ 𝑄 exp𝑚 (𝑄T𝑉 ),
Log𝑄 : D𝑄 → 𝑇𝑄𝑆𝑂 (3), 𝑅 ↦→ 𝑄 log𝑚 (𝑄T𝑅),

3
For the academic case at hand, a closed form calculation of d(Log𝑞)𝑝 is possible. However, for consistency with the

general case, in the numerical experiments, we work with the nite dierence approximation of (11).
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Parameter settings
Manifold #variables domain #samples threshold line step

𝑆𝑂 (3) 𝑑 = 2 [0.5, 0.5]2 𝑘 = 49 (Cheby.) 𝜏 = 1.0 · 10−6 𝛼 = 1.0

Results: barycentric Hermite interpolation (BHI)
Wall clock time Interpolation error FD error

oine online max avg avg. 𝜕1 ˆ𝑓 (𝜔 𝑗 ) avg. 𝜕2 ˆ𝑓 (𝜔 𝑗 )
0.41s 0.077s 0.029 0.0069 4.45 · 10−4 4.91 · 10−4

Results: tangent space Hermite interpolation (THI)
Wall clock time Interpolation error FD error

oine online max avg avg. 𝜕1 ˆ𝑓 (𝜔 𝑗 ) avg. 𝜕2 ˆ𝑓 (𝜔 𝑗 )
0.73s 0.0023s 0.027 0.0065 3.9 · 10−4 4.6 · 10−4

Table 3: Parameter settings and interpolation results for the experiment of Subsection 5.2 associated

with Figure 4. The ‘oine’ time refers to the construction of the interpolant from the sampled

data, while the ‘online’ time accounts for querying the interpolant at a trial location.

where exp𝑚 and log𝑚 denote the classical matrix exponential and logarithm functions, see Higham

2008, and D𝑄 ⊂ 𝑆𝑂 (3) is a domain around 𝑄 such that for all 𝑅 ∈ D𝑄 , the orthogonal matrix 𝑄T𝑅

does not feature _ = −1 as an eigenvalue. As a test function, we consider

𝑓 : [𝑎, 𝑏]2 → 𝑆𝑂 (3), (𝜔1, 𝜔2) ↦→ exp𝑚 𝑋 (𝜔1, 𝜔2), where

𝑋 (𝜔1, 𝜔2) =
©«

0 𝜔2

1
+ 1

2
𝜔2 sin

(
4𝜋 (𝜔2

1
+ 𝜔2

2
)
)

−𝜔2

1
− 1

2
𝜔2 0 𝜔1 + 𝜔2

2

− sin(4𝜋 (𝜔2

1
+ 𝜔2

2
)) −𝜔1 − 𝜔2

2
0

ª®®®¬ .
The sample locations 𝑃 𝑗 = exp𝑚 𝑋 (𝜔 𝑗 ) at 𝜔 𝑗 = (𝜔 𝑗

1
, 𝜔

𝑗

2
) and the corresponding partial derivatives

𝑉 𝑖
𝑗 = d

d𝑡

��
𝑡=0

exp𝑚 (𝑋 (𝜔 𝑗 + 𝑡𝑒𝑖)) = d(exp𝑚) (𝑋 (𝜔 𝑗 )) [𝜕𝑖𝑋 (𝜔 𝑗 )], 𝑖 = 1, 2 of the test function can be

obtained by Mathias’ theorem, see Higham 2008, Thm. 3.6:

exp𝑚

(
𝑋 (𝜔 𝑗 ) 𝜕𝑖𝑋 (𝜔 𝑗 )

0 𝑋 (𝜔 𝑗 )

)
=

(
exp𝑚 (𝑋 (𝜔 𝑗 )) d(exp𝑚) (𝑋 (𝜔 𝑗 )) [𝜕𝑖𝑋 (𝜔 𝑗 )]

0 exp𝑚 (𝑋 (𝜔 𝑗 ))

)
.

For BHI, the partial derivatives of the interpolation weight functions 𝜑 𝑗 are computed with Algorithm

2, where we use the vectorized tangent matrices vec(Log𝑃𝑙 (𝑃 𝑗 )) ∈ R3·3 as columns to form the matri-

ces𝑋𝑙 . The input𝑉
𝑖
𝑙
on the right hand side of the equation system in step 5 of Algorithm 2 is vectorized

accordingly. For BHI, for each trial location 𝜔∗
, the interpolant

ˆ𝑓 (𝜔∗) is computed with Algorithm 1,

while for THI, it is computed according to (12) and (14). FOR THI, the Riemannian barycenter of the

sample data set is used as the tangent space base point.

For quantifying the accuracy of the interpolation, we compute the relative errors
‖𝑓 (𝜔)− ˆ𝑓 (𝜔) ‖𝐹√

3

. Mind

that ‖𝑄 ‖𝐹 =
√
3 for any matrix 𝑄 ∈ 𝑆𝑂 (3). In this experiment, we rely on a two-dimensional Cheby-

chev sample plan {
1

2

(𝑏 − 𝑎) cos
(
(2 𝑗 − 1)𝜋

2𝑘

)
+ 1

2

(𝑏 + 𝑎) | 𝑗 = 1, . . . , 𝑘

}
2

⊂ R2.
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Figure 3: Sample plan associated with the experiment of Section 5.2. Black dots: Chebychev 7× 7 grid

on the domain [−0.5, 0.5]2. The stars indicate the trial locations that are used for visualiza-

tion purposes in the upcoming Figure 7.

We sample the function values and partial derivatives of 𝑓 on 𝑘 = 49 Chebychev sample locations

(𝜔 𝑗

1
, 𝜔

𝑗

2
) ∈ [𝑎, 𝑏]2 = [−0.5, 0.5]2, 𝑗 = 1, . . . , 49, see Figure 3. The numerical gradient descent method

of Algorithm 1 is conducted with a xed step size of 𝛼 = 1.0 and a numerical convergence threshold

of 𝜏 = 1.0 · 10−6. The BHI and THI interpolants are evaluated on a uniform grid of 76 × 76 trial points

in the same domain. The corresponding interpolation error surfaces are displayed in Figure 4. Table 3

summarizes the parameter settings as well as the timing and accuracy results.

In the test case at hand, BHI and THI produce interpolants of roughly the same averaged accuracy,

with THI performing slightly better than BHI. To the naked eye, the error surfaces look identical

for both approaches. A nite dierence check shows again that both methods provide interpolants

that meet the sampled tangent vectors. The computation time for the oine stage under the THI

approach is roughly 2 times higher than that for BHI. In the online stage of BHI, the basic gradient

descent converges after an average number of 18.0 iterations with the worst case taking 87 iterations.

On average, for the test case at hand, THI is online 33 times faster than BHI. We emphasize again that

the timing results are expected to vary considerably depending on which optimization algorithm is

employed.

In this test case, each interpolated value
ˆ𝑃 = ˆ𝑓 (𝜔) is a matrix in 𝑆𝑂 (3). In order to further visualize

the interpolation results, Figure 5 displays the interpolated matrix component functions 𝜔 ↦→ ˆ𝑃11,

𝜔 ↦→ ˆ𝑃22, 𝜔 ↦→ ˆ𝑃33, and 𝜔 ↦→ ˆ𝑃31. Because the plots for THI and BHI virtually coincide, only the

results for BHI are shown. The rst diagonal component of the interpolant is juxtaposed with the

corresponding component of the reference function in Figure 6.

Matrices in 𝑆𝑂 (3) induce rotations in the three-dimensional Euclidean space. Such rotations may

be visualized by their action on an object. In Figure 7, we compare the Hermite 𝑆𝑂 (3)-interpolant
and the reference 𝑆𝑂 (3)-function via showing their actions on a tea pot object. Both the interpolant

and the reference function are queried at the parameter locations that are marked with a star in the

sampling plan displayed in Figure 3. The interpolated rotations visually agree very well with the

reference rotations.
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Figure 4: Error surfaces for 𝑆𝑂 (3)-interpolation on a Chebychev 7 × 7 grid from Subsection 5.2. Left:

Barycentric Hermite Interpolation (BHI). Right: Tangent Space Hermite Interpolation (THI).

Figure 5: Plots of some selected interpolated matrix component functions (𝜔1, 𝜔2) →
(
ˆ𝑓 (𝜔1, 𝜔2)

)
𝑖, 𝑗

∈
R of the experiment from Subsection 5.2 . The black dots indicate the Chebychev 7×7 sample

grid.
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Figure 6: Interpolated matrix component function
ˆ𝑃11 = ( ˆ𝑓 (𝜔))11 (shaded surface) and the reference

matrix component 𝑃11 = 𝑓 (𝜔) (white surface) togetherwith the sample locations on a Cheby-

chev 7 × 7 grid from Subsection 5.2.

Figure 7: (from upper left to lower right): reference rotations (gray) and interpolated 𝑆𝑂 (3)-matrices

(blue) at the 6 trial points displayed in Fig. 3. The rotation matrices are visualized via their

action on the tea pot object.
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6. Conclusions and discussion

We have developed two approaches for multivariate Hermite interpolation of manifold-valued data

sets. On the one hand, Hermite interpolation can be achieved by computing correspondinglyweighted

Riemannian barycenters, referred to as barycentric Hermite interpolation (BHI). The method we pre-

sented should be seen as a generic framework for BHI. For any practical application, the user has

to

• construct a sample plan, i.e. employ a method to select the sample points 𝜔 𝑗 ∈ R𝑑 (design of

experiment).

• choose a Riemannian optimizationmethod to compute the weighted Riemannian center of mass

in (2). (Gradient descend, Gauss-Newton-type methods, nonlinear conjugate gradients, etc.)

• choose interpolation weight functions 𝜔 → 𝜑 𝑗 (𝜔) with the required properties. Note that

the 𝜑 𝑗 ’s are scalar functions on a Euclidean domain so that this subtask does not require any

Riemannian considerations.

• specify side constraints to obtain unique, smooth solutions to the underdetermined linear sys-

tem in step 5 of Algorithm 2.

On the other hand, Hermite interpolation can be achieved by translating any classical approach of

Hermite interpolation fromEuclidean vector spaces to the tangent space of themanifold under consid-

eration, referred to as tangent space Hermite interpolation (THI). This requires to single out a manifold

location and use it as the center for the tangent space. Moreover, all data, i.e., locations and tangent

vectors have to be moved to the same tangent space. As a consequence, the interpolant depends on

the base-point selection and the preprocessing stage is more involved. Eventually, the interpolant is

written as a weighted linear combination of the tangent space images of the sample points and the

transported, sampled tangent space vectors. This entails that the number of weight functions in the

THI approach equals the number of sample locations plus the total number of sampled partial deriva-

tives. In a sense, THI can be considered a ‘brute-force’ approach. Data is forced into a ‘Procrustean

bed’ (=the selected tangent space) and processed without regard to its nature.

From an aesthetic view point, the BHI method is the more appealing one: It is base-point independent

and works with a number of weight coecients that equals the number of sample points. Plus, it

treats sample locations and tangent vectors, which in fact are incompatible entities, dierently. Yet,

in the numerical experiments, the THI method proved to produce the more accurate results and the

computational eort of querying the interpolant in the online stage is much lower than for BHI,

because the latter involves solving a Riemannian optimization problem at every trial point.
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Appendix

A. Barycentric Hermite interpolation: The Euclidean case

To ease the transition to the manifold case of barycentric interpolation, in this section, we outline

multivariate, gradient-enhanced barycentric interpolation in Euclidean spaces.

Let 𝑓 : R𝑑 → R𝑚 be dierentiable and suppose that we have sampled data 𝑓 (𝑤 𝑗 ) = 𝑝 𝑗 ∈ R𝑚 , 𝑗 =

1, . . . , 𝑘 and partial derivatives 𝜕𝑖 𝑓 (𝑤 𝑗 ) = 𝑣𝑖𝑗 ∈ 𝑇𝑝 𝑗
R𝑚 ' R𝑚 , 𝑗 = 1, . . . , 𝑘 , 𝑖 = 1, . . . , 𝑑 . The task is to

construct an interpolant
ˆ𝑓 such that

ˆ𝑓 (𝑤 𝑗 ) = 𝑝 𝑗 ∈ R𝑚, 𝑗 = 1, . . . , 𝑘 (17)

𝜕𝑖 ˆ𝑓 (𝑤 𝑗 ) = 𝑣𝑖𝑗 ∈ 𝑇𝑝 𝑗
R𝑚,' R𝑚, 𝑗 = 1, . . . , 𝑘 ; 𝑖 = 1, . . . , 𝑑 . (18)

We approach this task by constructing weighted barycenters

ˆ𝑓 (𝜔) = arg min

𝑞∈R𝑚
1

2

𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔)‖𝑞 − 𝑝 𝑗 ‖22 B arg min

𝑞∈R𝑚
𝐿(𝑞,𝜔). (19)

Here, the 𝜑 𝑗 , 𝑗 = 1, . . . , 𝑘 are weight functions with the following properties

𝜑 𝑗 (𝜔𝑖) = 𝛿𝑖 𝑗 ,

𝑘∑︁
𝑗=1

𝜑 (𝜔) ≡ 1.

The objective function 𝐿(𝑞,𝜔) in (19) is a weighted sum over squared distance terms
1

2
dist(𝑞, 𝑝 𝑗 )2 =

1

2
‖𝑝 𝑗 −𝑞‖2

2
=: 𝐿𝑝 𝑗

(𝑞). The gradient is grad𝐿𝑝 𝑗
(𝑞) = (𝑞 − 𝑝 𝑗 ). We emphasize that this is exactly minus

the Riemannian logarithm Log𝑞 (𝑝 𝑗 ) = 𝑝 𝑗 −𝑞 on the Euclidean R𝑚 . The minimizer of (19) is the unique

zero of the gradient equation

0 = grad𝑞 𝐿(𝑞,𝜔) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) grad𝐿𝑝 𝑗
(𝑞) =

𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) (𝑞 − 𝑝 𝑗 ) . (20)

Because of

∑𝑘
𝑗=1 𝜑 𝑗 (𝜔) ≡ 1, we obtain the interpolant 𝑞 = ˆ𝑓 (𝜔) as

ˆ𝑓 (𝜔) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔)𝑝 𝑗 . (21)
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Remark A.1. The interpolant in (21) is a weighted linear combination of the sample data points and
can thus be constructed in the same fashion in arbitrary vector spaces. Lagrange interpolation, radial
basis function interpolation and Gaussian process regression/Kriging eventually boil down to the form of
(21) and dier only by the choice of the weight functions 𝜔 → 𝜑 𝑗 (𝜔). Hence, all these methods may be
considered as examples of weighted barycentric interpolation approaches.

Parameterized solutions via the implicit function theorem Introduce

𝐺 : R𝑚 × R𝑑 → R𝑚, (𝑞,𝜔) ↦→ 𝐺 (𝑞,𝜔) = grad𝑞 𝐿(𝑞,𝜔) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔) (𝑞 − 𝑝 𝑗 ) .

Suppose that 𝐺 has a root at (𝑞∗, 𝜔∗). The dierential of 𝐺 by 𝑞 at (𝑞∗, 𝜔∗) is

D𝑞𝐺 (𝑞∗, 𝜔∗) =
𝑘∑︁
𝑗=1

𝜑 𝑗 (𝜔∗)𝐼 = 𝐼 ,

and is invertible. By the implicit function theorem, there exists
ˆ𝑓 : R𝑑 → R𝑚, 𝜔 ↦→ ˆ𝑓 (𝜔) such that on

a suitably small domain around 𝜔∗
, it holds𝐺 ( ˆ𝑓 (𝜔), 𝜔) ≡ 0. Implicit dierentiation yields (locally)

D𝑞𝐺 ( ˆ𝑓 (𝜔), 𝜔) ◦ 𝐷 ˆ𝑓 (𝜔) + D𝜔𝐺 ( ˆ𝑓 (𝜔), 𝜔) = 0.

Note that D𝑞𝐺 ( ˆ𝑓 (𝜔), 𝜔) = D𝑞 grad𝑞 𝐿( ˆ𝑓 (𝜔), 𝜔) = Hess𝑞 𝐿( ˆ𝑓 (𝜔), 𝜔). Hence, we obtain the following

equation that relates the partial derivatives of
ˆ𝑓 , which acts as the interpolant, to those of the weight

functions 𝜑 𝑗 .

Hess𝑞 𝐿( ˆ𝑓 (𝜔), 𝜔) [𝜕𝑖 ˆ𝑓 (𝜔)] = −
𝑘∑︁
𝑗=1

𝜕𝑖𝜑𝑘 (𝜔) ( ˆ𝑓 (𝜔) − 𝑝 𝑗 ) =
𝑘∑︁
𝑗=1

𝜕𝑖𝜑𝑘 (𝜔) Log ˆ𝑓 (𝜔) (𝑝 𝑗 ) . (22)

It holds Hess𝑞 𝐿( ˆ𝑓 (𝜔), 𝜔) = 𝐼 so that

𝜕𝑖 ˆ𝑓 (𝜔) =
(
Log ˆ𝑓 (𝜔) (𝑝1) · · · Log ˆ𝑓 (𝜔) (𝑝𝑘 )

) ©«
𝜕𝑖𝜑1(𝜔)

...

𝜕𝑖𝜑𝑘 (𝜔)

ª®®¬ .
If the partial derivatives 𝜕𝑖 ˆ𝑓 (𝜔 𝑗 ), 𝑖 = 1, . . . , 𝑑 are known at the sample sites 𝜔 𝑗 , 𝑗 = 1, . . . , 𝑘 , then

the above equation imposes conditions on the partial derivatives of the weight functions thereat. At

sample location 𝜔𝑙 , it holds
ˆ𝑓 (𝜔𝑙 ) = 𝑝𝑙 and

𝜕𝑖 ˆ𝑓 (𝜔𝑙 ) = −
𝑘∑︁

𝑗=1, 𝑗≠𝑙

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) (𝑝𝑙 − 𝑝 𝑗 ) =
𝑘∑︁

𝑗=1, 𝑗≠𝑙

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) Log𝑝𝑙 (𝑝 𝑗 ). (23)

In order to be able to match any prescribed, sampled partial derivatives, 𝜕𝑖 ˆ𝑓 (𝜔𝑙 ), we require the sets

L𝑙 B {𝑝 𝑗 − 𝑝𝑙 | 𝑗 = 1, . . . , 𝑘, 𝑗 ≠ 𝑙} = {Log𝑝𝑙 (𝑝 𝑗 ) | 𝑗 ≠ 𝑙} ⊂ 𝑇𝑝𝑙R
𝑚 ' R𝑚

to span the full tangent space 𝑇𝑝𝑙R
𝑚 ' R𝑚 . As a consequence, at least 𝑘 ≥ 𝑚 + 1 sample points must

be available to make the barycentric Hermite interpolation problem well-dened. If 𝑘 > 𝑚 + 1, the

equation system (23) is underdetermined and innitely many valid choices of partial derivative values

𝜕𝑖𝜑 𝑗 (𝜔𝑙 ) exist that allow to represent the sampled partial derivatives.
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B. Karcher’s computation of the gradient and the Hessian of the
Riemannian distance function

To make this paper self-contained, we recap the proof of Karcher’s Theorem, Theorem 2.2. To this

end, we rst list two standard facts about covariant derivatives.

Lemma B.1 (Product rule, do Carmo 1992, Chapter 2, Prop. 3.2). Let D

d𝑡
denote the Levi-Civita connec-

tion along a curve 𝑐 : 𝐼 → M. It holds

d

d𝑡
〈𝑋 (𝑡), 𝑌 (𝑡)〉𝑐 (𝑡 ) = 〈D𝑋

d𝑡
(𝑡), 𝑌 (𝑡)〉𝑐 (𝑡 ) + 〈𝑋 (𝑡), D𝑌

d𝑡
(𝑡)〉𝑐 (𝑡 )

for all smooth vector elds 𝑋,𝑌 along 𝑐 .

The next statement corresponds to the Theorem of Schwarz in classical multivariate calculus.

Lemma B.2 (do Carmo 1992, Chapter 3, Lemma 3.4). Let 𝛼 : 𝐼 × 𝐽 → M, (𝑠, 𝑡) ↦→ 𝛼 (𝑠, 𝑡) be smooth.
Note that for 𝑠 xed, 𝑡 ↦→ 𝛼 (𝑠, 𝑡) is a smooth manifold curve, likewise for 𝑡 xed. Hence,

𝜕𝛼

𝜕𝑠
(𝑠, 𝑡) = d

d𝜎

��
𝜎=0

𝛼 (𝑠 + 𝜎, 𝑡) ∈ 𝑇𝛼 (𝑠,𝑡 )M,

𝜕𝛼

𝜕𝑡
(𝑠, 𝑡) = d

d𝜏

��
𝜏=0

𝛼 (𝑠, 𝑡 + 𝜏) ∈ 𝑇𝛼 (𝑠,𝑡 )M,

and it holds
D

𝜕𝑡

𝜕𝛼

𝜕𝑠
(𝑠, 𝑡) = D

𝜕𝑠

𝜕𝛼

𝜕𝑡
(𝑠, 𝑡).

Here,
D

𝜕𝑡

𝜕𝛼

𝜕𝑠
(𝑠, 𝑡) B D

d𝜏

��
𝜏=0

𝜏 ↦→ 𝛼 (𝑠, 𝑡 + 𝜏) .

Likewise for D

𝜕𝑠
𝜕𝛼
𝜕𝑡
(𝑠, 𝑡).

Theorem B.3 (Karcher 1977, Thm. 1.2). LetM be a complete Riemannian manifold and let 𝑝 ∈ M be a
xed point. Let 𝐵𝜌 (𝑝) be a geodesic ball around 𝑝∗ such that the geodesics between any two points inside
𝐵𝜌 (𝑝) are unique and minimizing. Dene

𝑓 : 𝐵𝜌 (𝑝) → R, 𝑞 ↦→ 1

2

dist(𝑞, 𝑝)2.

Then
grad𝑞 𝑓 = − Log𝑞 (𝑝).

Proof. Let 𝛾 : [0, 1] → 𝐵𝜌 (𝑝) be a geodesic with 𝛾 (0) = 𝑞, ¤𝛾 (0) = 𝑣 ∈ 𝑇𝑞M. Consider a variation of

geodesics

𝑐𝑝 (𝑠, 𝑡) = Exp𝑝 (𝑠 Log𝑝 (𝛾 (𝑡)))
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•

•

•

p

v = γ̇(0)

c(s, 0)

q = γ(0)

·
γ(1) γ(t)

c(s, t)

c(s, 1)

Figure 8: Illustration of the variation through geodesics considered in the proof of Theorem B.3.

as illustrated in Figure 8. As in Karcher 1977, we write

𝑐 ′𝑝 (𝑠, 𝑡) = 𝜕𝑠𝑐𝑝 (𝑠, 𝑡), ¤𝑐𝑝 (𝑠, 𝑡) = 𝜕𝑡𝑐𝑝 (𝑠, 𝑡)

and observe that

(i) 𝑐𝑝 (0, 𝑡) = Exp𝑝 (0) = 𝑝 . (All geodesics 𝑠 ↦→ 𝑐𝑝 (𝑠, 𝑡) start from 𝑝).

(ii) 𝑐𝑝 (1, 𝑡) = 𝛾 (𝑡). (All geodesics 𝑠 ↦→ 𝑐𝑝 (𝑠, 𝑡) end at 𝛾 (𝑡)). Moreover, ¤𝛾 (𝑡) = ¤𝑐𝑝 (1, 𝑡).

(iii) the terminal velocity of the geodesic 𝑠 ↦→ 𝑐𝑝 (𝑠, 𝑡) matches minus the velocity of the geodesic

emanating from 𝛾 (𝑡) = 𝑐𝑝 (1, 𝑡) to reach 𝑝 . Hence,

𝑐 ′𝑝 (1, 𝑡) = − Log𝛾 (𝑡 ) (𝑝) .

(iv) all geodesics are constant-speed curves so that

dist(𝑝,𝛾 (𝑡)) = ‖Log𝑝 (𝛾 (𝑡)‖𝑝 = ‖𝑐 ′𝑝 (0, 𝑡)‖𝑝 = ‖𝑐 ′𝑝 (𝑠, 𝑡)‖𝑐𝑝 (𝑠,𝑡 ) for all 𝑠 ∈ [0, 1] .

Because of this, we can write

‖𝑐 ′𝑝 (𝑠, 𝑡)‖2 =
∫

1

0

‖𝑐 ′𝑝 (𝑠, 𝑡)‖2 d𝑠 .

(v) When taking covariant derivatives, we may change the order of dierentiation according to

Theorem B.2

D

𝜕𝑠
¤𝑐𝑝 (𝑠, 𝑡) =

D

𝜕𝑡
𝑐 ′𝑝 (𝑠, 𝑡) .
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We calculate for any 𝑣 ∈ 𝑇𝑞M the dierential as

d𝑓𝑞 (𝑣) =
d

d𝑡

��
𝑡=0

𝑓 (𝛾 (𝑡)) = 1

2

d

d𝑡

��
𝑡=0

dist(𝛾 (𝑡), 𝑝)2

=
1

2

d

d𝑡

��
𝑡=0

∫
1

0

‖𝑐 ′𝑝 (𝑠, 𝑡)‖2 d𝑠

=
1

2

∫
1

0

d

d𝑡

��
𝑡=0

〈𝑐 ′𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉 d𝑠

=

∫
1

0

〈D
𝜕𝑡
𝑐 ′𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉

��
𝑡=0

d𝑠

=

∫
1

0

〈D
𝜕𝑠
¤𝑐𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉

��
𝑡=0

d𝑠

=

∫
1

0

(
〈D
𝜕𝑠
¤𝑐𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉 + 〈¤𝑐𝑝 (𝑠, 𝑡),

D

𝜕𝑠
𝑐 ′𝑝 (𝑠, 𝑡)〉

) ��
𝑡=0

d𝑠,

where the second term vanishes, since 𝑐𝑝 (𝑠, 𝑡) is a geodesic in 𝑠 for any xed 𝑡 . We continue

d𝑓𝑞 (𝑣) =
∫

1

0

d

d𝑠
〈¤𝑐𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉 d𝑠

��
𝑡=0

=

[
〈¤𝑐𝑝 (𝑠, 𝑡), 𝑐 ′𝑝 (𝑠, 𝑡)〉

]
1

0

��
𝑡=0

,

= 〈¤𝑐𝑝 (1, 𝑡), 𝑐 ′𝑝 (1, 𝑡)〉 + 〈¤𝑐𝑝 (0, 𝑡), 𝑐 ′𝑝 (0, 𝑡)〉
��
𝑡=0

, (24)

where again the second summand is zero since 𝑐𝑝 (0, 𝑡) = 𝑝 is constant. We nally obtain

d𝑓𝑞 (𝑣) = 〈 ¤𝛾 (𝑡),− Log𝛾 (𝑡 ) (𝑝)〉
��
𝑡=0

= 〈𝑣,− Log𝑞 (𝑝)〉

and hence grad𝑞 𝑓 = − Log𝑞 (𝑝) ∈ 𝑇𝑞M. �

The Hessian of the Riemannian distance function. Let 𝑔 : M → R be a smooth scalar function.

Following Kühnel 2015, Section 6A, it may be considered as a (0, 0)-tensor. The covariant derivative
of 𝑔 (in the sense of Kühnel 2015, Def. 6.2) is a (0, 1)-tensor (∇𝑔) (𝑋 ) that maps a vector eld 𝑋 to a

scalar function. More precisely, we have

∇𝑔 : X(M) → 𝐶∞(M), 𝑋 ↦→
(
𝑝 ↦→ (∇𝑓 (𝑋 )) (𝑝) = d𝑔𝑝 (𝑋 (𝑝)) = 〈grad 𝑓 (𝑝), 𝑋 (𝑝)〉𝑝

)
.

The second covariant derivative, ∇2𝑔, called the Hessian of 𝑔, is obtained by taking the covariant

derivative of the (0, 1)-tensor (∇𝑔). This produces a (0, 2)-tensor. A calculation shows

∇2 𝑓 (𝑋,𝑌 ) = 〈∇𝑋 grad 𝑓 , 𝑌 〉.

The Hessian (1, 1)-tensor associated with 𝑔 is thus

Hess 𝑓 : X(M) → X(M), 𝑋 ↦→ ∇𝑋 grad𝑔.

The next lemma provides a path to compute the Hessian operator at a point 𝑝 and tangent vector

𝑣 = 𝑋 (𝑝) ∈ 𝑇𝑝M.
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Lemma B.4 (cf. Absil, Mahony, and Sepulchre 2008, Prop. 5.5.4). Let 𝑔 : M → R be a smooth scalar
function on a Riemannian manifoldM. Let 𝛾 be a geodesic with 𝛾 (0) = 𝑞, ¤𝛾 (0) = 𝑣 . Then

〈Hess𝑔(𝑞) [𝑣] , 𝑣〉 = d
2

d𝑡2

��
𝑡=0

(𝑔 ◦ 𝛾) (𝑡) .

Proof. It holds
d

d𝑡
(𝑓 ◦ 𝛾) (𝑡) = d𝑓𝛾 (𝑡 ) ( ¤𝛾 (𝑡)) = 〈grad 𝑓 (𝛾 (𝑡)), ¤𝛾 (𝑡)〉.

Taking the second derivative, we obtain by the rules of covariant dierentiation along a curve and

the product rule of Lemma B.1 that

d
2

d𝑡2
(𝑓 ◦ 𝛾) (𝑡) = d

d𝑡
〈grad 𝑓 (𝛾 (𝑡)), ¤𝛾 (𝑡)〉

= 〈D
d𝑡

grad 𝑓 (𝛾 (𝑡)), ¤𝛾 (𝑡)〉 + 〈grad 𝑓 (𝛾 (𝑡)), D
d𝑡

¤𝛾 (𝑡)〉

= 〈∇ ¤𝛾 (𝑡 ) grad 𝑓 , ¤𝛾 (𝑡)〉
= 〈Hess 𝑓 (𝛾 (𝑡)) [ ¤𝛾 (𝑡)] , ¤𝛾 (𝑡)〉.

The third identity holds, because
D

d𝑡
¤𝛾 (𝑡) = 0, since 𝛾 is a geodesic. At 𝑡 = 0, this yields

d
2

d𝑡2
(𝑓 ◦ 𝛾) (0) = 〈Hess 𝑓 (𝑞) [𝑣] , 𝑣〉, (25)

which nishes the proof. �

For computing the Hessian of the distance function 𝑞 ↦→ 1

2
dist(𝑝, 𝑞)2, we utilize the same variation of

geodesics 𝑐𝑝 (𝑠, 𝑡) as in the above proof of Theorem B.3 and continue the calculation from (24). Using

that 𝑐𝑝 (1, 𝑡) is a geodesic, we obtain

d
2

d𝑡2
1

2

dist(𝛾 (𝑡), 𝑝)2 = d

d𝑡

(
d

d𝑡

1

2

dist(𝛾 (𝑡), 𝑝)2
)
(24)

=
d

d𝑡
〈¤𝑐𝑝 (1, 𝑡), 𝑐 ′𝑝 (1, 𝑡)〉

= 〈D
d𝑡

¤𝑐𝑝 (1, 𝑡), 𝑐 ′𝑝 (1, 𝑡)〉 + 〈¤𝑐𝑝 (1, 𝑡),
D

d𝑡
𝑐 ′𝑝 (1, 𝑡)〉

= 〈 ¤𝛾 (𝑡), D
d𝑠

¤𝑐𝑝 (1, 𝑡)〉.

At 𝑡 = 0, we obtain for 𝛾 (0) = 𝑞, ¤𝛾 (0) = 𝑣 ,

〈Hess 𝑓 (𝑞) [𝑣] , 𝑣〉 = d
2

d𝑡2

��
𝑡=0

dist(𝛾 (𝑡), 𝑝) = 〈D
d𝑠

¤𝑐𝑝 (1, 0), 𝑣〉. (26)

Remark Associated with the variation 𝑐𝑝 (𝑠, 𝑡) = Exp𝑝 (𝑠 Log𝑝 (𝛾 (𝑡))) is the variation eld

𝑠 ↦→ ¤𝑐𝑝 (𝑠, 0) = 𝜕𝑡
��
𝑡=0

𝑐𝑝 (𝑠, 𝑡) = d(Exp𝑝) (𝑠 Log𝑝 (𝑞)
(
𝑠 · d(Log𝑝)𝑞 (𝑣)

)
For notational convenience, dene 𝑥 = Log𝑝 (𝑞), 𝑦 = d(Log𝑝)𝑞 (𝑣) ∈ 𝑇𝑝M. The above variation vector

eld coincides with

𝑠 ↦→ ¤𝑐𝑝 (𝑠, 0) = 𝜕𝑡
��
𝑡=0

𝑐𝑝 (𝑠, 𝑡) = 𝜕𝜏
��
𝜏=0

Exp𝑝 (𝑠 · (𝑥 + 𝜏𝑦)) .

cbna page 29 of 31



Zimmermann, R., Bergmann, R.

This is a variation of the geodesic 𝑠 ↦→ 𝑐𝑝 (𝑠) B 𝑐𝑝 (𝑠, 0) from 𝑝 to 𝑞 through geodesics, thus a Jacobi

eld.
4
Hence, with 𝑠 ↦→ 𝐽 (𝑠) = 𝜕𝜏

��
𝜏=0

Exp𝑝 (𝑠 · (𝑥 + 𝜏𝑦)), we have

𝐽 (𝑠) = ¤𝑐𝑝 (𝑠, 0), 𝐽 ′(𝑠) = D

d𝑠
𝐽 (𝑠) = D

d𝑠
¤𝑐𝑝 (𝑠, 0) .

Thus, we may write

〈Hess 𝑓 (𝑞) [𝑣] , 𝑣〉 = 〈𝐽 ′(1), 𝑣〉.
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