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Abstract

To meet our climate targets, global CO2 emissions must be significantly reduced in the
coming decades. The power sector is still dominated by fossil fuel-based thermal power
plants and stands for around 42% of anthropogenic CO2 emissions. This sector will there-
fore play an important role in the upcoming transition. One solution for decarbonizing the
power sector is carbon capture and storage, which in the form of post-combustion CO2
capture can be retrofitted to existing plants without influencing the core process. Due to
increasing shares of intermittent renewable energy sources in the electricity mix, the flex-
ible operation of thermal power plants is expected to be necessary at least in the short to
medium term to help balance supply and demand. As a result, the variable operation of
thermal power plants with post-combustion carbon capture might play a role in the future
energy system.

The moving bed temperature-swing adsorption (MBTSA) technology is currently under
development and has shown promise for several post-combustion CO2 capture applica-
tions. However, the dynamic operation of the entire MBTSA process had not been in-
vestigated in the literature prior to this Ph.D project. To address this knowledge gap, the
main goal of this work was to study the flexible operation of coal-fired power plants with
MBTSA post-combustion CO2 capture. Two main flexibility methods were studied in this
project. Firstly, control strategies with the goal of maintaining the performance of the
MBTSA process during changes in the power plant operation were developed and eval-
uated. Secondly, the integration of a steam accumulator thermal energy storage unit into
the power plant – carbon capture process was considered. Increasing the maximum load
of the power plant and enabling it to rapidly change its load were the primary flexibility
modes studied in this work. Two adsorbent materials, activated carbon and Zeolite 13X,
and two different power plant scales were investigated.

The first main contribution of this thesis was the development and implementation of a
control framework for the MBTSA process. The framework consisted of five controlled
and manipulated variable pairs in a decentralized structure that was divided into a regula-
tory and higher-level layer. The regulatory layer included a controller keeping the fraction
of heating and cooling delivered by the internal heat recovery loop stable, a controller for
the sorbent temperature leaving the cooling section and a controller for the gas velocity at
the top of the precooling section. In the higher-level layer, the sorbent flow rate was used
to control the CO2 recovery and the heating fluid flow to the desorption section was used to
control either the CO2 product purity or the regenerated sorbent temperature. The control
framework was added to a mathematical model of the MBTSA process and both the open
and closed-loop dynamic responses were studied. A range of scenarios were simulated, in-
cluding step changes in the incoming flue gas flow rate, ramps in power plant load, setpoint
changes for higher-level control variables, variations in flue gas feed CO2 concentration
and variations in the external heat source temperature. The simulations showed that the
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developed control framework was able to maintain the performance of the MBTSA pro-
cess for power plant-driven flexibility scenarios and changes in the operation of the PCC
process.

The second main contribution of this thesis was the comparison of several different al-
ternatives for higher-level control of the MBTSA process. Initially, four different control
strategies were investigated: a baseline structure with proportional-integral control of both
the CO2 recovery and purity, an option with proportional-integral control of CO2 purity
and feedforward control of the sorbent flow rate, a structure with feedforward control
of both the sorbent flow rate and heating fluid velocity to the desorption section, and a
case with regular proportional-integral control of the CO2 recovery and a cascade con-
troller for the CO2 purity. Due to imperfect ratio adjustment in the feedforward controllers
with system load, steady-state offsets from the control variable setpoints were observed.
Furthermore, aggressive tuning of the feedback controllers caused oscillations when the
power plant load was reduced. To address these limitations and improve the controller per-
formance, two enhanced single-loop control structures were implemented. By adaptively
adjusting the controller tuning parameters (gain and integral time) with the system load,
no oscillations were observed and tighter control of the CO2 recovery compared to the
standard control structure was achieved. A proportional-integral controller was combined
with the feedforward control structure to adjust the ratio based on the control error instead
of a parametric relation. This eliminated the steady-state offsets and lead to closer control
of the CO2 recovery rate. When testing the enhanced single-loop control structures, the
effect of measurement delays were included. Such delays were found to have a large effect
on the relative performance of the investigated control strategies.

The third main contribution of this Ph.D project was a study of how the integration of a
steam accumulator thermal energy storage unit could increase the flexibility of the power
plant – carbon capture system. A dynamic process model of the steam accumulator was
implemented and validated with both experimental and simulation data from the literature.
Combined with a steady-state power plant model, simulations were carried out to quantify
how charging and discharging the thermal energy storage affected the net electrical power
output of the power plant. Charging the accumulator with reheat steam from the power
plant could reduce the net power output by up to 1.4 % for around 200 minutes. Two al-
ternatives for discharging of the thermal energy storage were considered, namely covering
the regeneration duty of the MBTSA process and meeting the demand of two feedwater
heaters. Discharging was found to give relative power plant load increases between 1.7
and 11.2% for up to 37.5 minutes, which exceeds the requirement for primary reserve.
Sending steam from the accumulator directly to the MBTSA process could increase the
net electrical power output by almost 67 MW for a period of 3.2 minutes. An advantage
of using a thermal energy storage system to provide flexibility is that the resulting load
changes take place without modifying the boiler load or reducing the CO2 recovery rate.
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Chapter 1
Introduction

1.1 Background and motivation
Anthropogenic greenhouse gas emissions since the start of the industrial era have unequiv-
ocally led to global warming, with the global surface temperature recently reaching 1.1 ◦C
above values from the period 1850-1900 (IPCC, 2023). This is already causing weather
and climate extremes across the globe, disproportionately affecting countries that have
contributed little to the overall emissions. Limiting the extent of human-caused global
warming requires net zero CO2 emissions and the European Union aims at achieving this
goal by 2050 (European Commission, 2019). Despite these goals, global annual CO2
emissions from energy and industrial processes reached an all-time high of 36.8 Gt in 2022
(IEA, 2023). This trend must be quickly reversed and then upheld in order to utilize the
closing window of opportunity to meet our climate targets (IPCC, 2023). The power sector
will be central in this transition since over 60% of global electricity generation comes from
fossil fuel-based thermal power plants (Ritchie and Rosado, 2023), causing approximately
42% of global CO2 emissions (IEA, 2023). One solution for decarbonization of this sec-
tor is carbon capture and storage (CCS). The Intergovernmental Panel on Climate Change
estimates wide deployment of CCS on both natural gas and coal-fired power plants in sce-
narios that limit the global temperature increase compared to pre-industrial levels to 1.5 ◦C
(IPCC, 2018). As of September 2022 there were 30 operational CCS facilities worldwide
with a combined CO2 capture capacity of 42.5 Mt per year (Global CCS Institute, 2022).

For large stationary sources like thermal power plants, there are three main methods for
capturing CO2, classified by where the capture takes place relative to the combustion stage
(Kazemifar, 2022). The three alternatives are pre-combustion, oxy-combustion and post-
combustion capture (PCC). An advantage of PCC is the possibility of fairly simple retrofit
to existing plants without influencing its core process (Nord and Bolland, 2022). PCC from
power plants with amine solvents is a commercially proven technology. However, other
technologies such as membranes, low-temperature separation and adsorption are becoming
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Chapter 1. Introduction

more mature and could provide benefits compared to the state-of-the-art (Dziejarski et al.,
2023).

Adsorption-based processes have the potential for lower regeneration duties than amine-
based absorption (Nie et al., 2018), partly due to the absence of large amounts of water
(Samanta et al., 2012). Several types of adsorption-based CO2 capture exist, depending
on the reactor configuration used for gas/solid contact, the mode of regeneration and the
adsorbent material (Raganati et al., 2021). The reactor type considered in this work is the
moving bed configuration. The most important advantage of the moving bed over the fixed
bed configuration is the possibility of operating continuously, avoiding the complexity of
multiple beds and switching between operation modes (Dhoke et al., 2021). Compared to
fluidized beds, moving beds have the benefit of avoiding the thermodynamic limitations
caused by the very efficient heat and mass transfer between the gas and solid particles
(Raganati et al., 2021). In the case of post-combustion capture from a thermal power
plant, regeneration via temperature swings is a good option due to two main reasons.
Firstly, low-grade thermal energy that can be delivered to the PCC process is potentially
available in large quantities. Secondly, applying a pressure or vacuum swing to the large
flow rates of near-atmospheric flue gas will require significant amounts of electrical power
(Zhao et al., 2019).

The moving bed temperature-swing adsorption (MBTSA) process has been shown to de-
liver high CO2 recovery rates and purity of the captured CO2 in the case of PCC from
a natural gas combined cycle power plant (Mondino et al., 2019), coal-fired power plant
(Mondino et al., 2017) and waste-to-energy plant (Mondino et al., 2022). The moving
bed technology has also been found to be more cost-effective than monoethanolamine
(MEA)-based PCC for a coal-fired power plant (Jung and Lee, 2022). MBTSA has been
demonstrated experimentally at the pilot plant scale (5-40 tons of captured CO2 per day)
through testing of the KCC process developed by Kawasaki Heavy Industries (Okumura
et al., 2017, 2018).

The MBTSA configuration used in this work is shown in Figure 1.1. The process is con-
tinuous and operated in a cyclic manner. The CO2-lean adsorbent material enters at the top
of the adsorption section, where it moves counter-currently to the flue gas coming from the
power plant due to gravity. The CO2-rich adsorbent then passes through the preheating and
desorption sections, which are operated as indirect-contact heat exchangers. The increase
in sorbent temperature causes desorption of the CO2 from the solid phase. The released
CO2 is withdrawn from the desorption section in a high-purity stream. The hot sorbent
is then cooled by indirect heat exchangers in the precooling and cooling sections before
being transported back to the adsorption section. This closes the cycle and continuous op-
eration is maintained. A fraction of the CO2-lean flue gas is used as a purge stream in the
cooling and precooling sections to avoid re-adsorption of CO2 in the macropores of the ad-
sorbent as the temperature decreases. The process includes an internal heat recovery loop
connecting the preheating and precooling sections, following the approach of Mondino
et al. (2022) and Kim et al. (2013). This reduces the need for externally supplied heat
and is critical to the performance of the MBTSA process (Morales-Ospino et al., 2021).
An alternative to the indirect heaters used in this work is heating the adsorbent by direct
contact with steam. This alternative has the advantage of high heat transfer rates due to
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1.1 Background and motivation

efficient mixing between the adsorbent and heating fluid, but makes internal heat recovery
difficult. Furthermore, the direct heating option requires adsorbents that are insensitive
to water, drying of the regenerated adsorbent and separation of water from the purified
CO2-stream to avoid corrosion in downstream equipment (Dhoke et al., 2021).

Adsorption

Preheating

Desorption

Precooling

Cooling

Flue gas

Lean
flue gas

Circulating adsorbent

CO
product

2

Internal heat
recovery

Hot fluid

Cooling water
Purge

Purge

Recycle

Figure 1.1: The MBTSA post-combustion CO2 capture process. Figure taken from Publication II.

In the transition to a low-carbon society it is expected that the electricity mix will change
significantly, most importantly through increased deployment of renewable energy sources
(RES). The International Energy Agency estimates that RES will make up 43% of global
electricity generation in 2030 and 65% in 2050 (IEA, 2022). The intermittency of RES
represents a challenge, since other means of electricity supply must be used to cover the
residual load, i.e. the demand curve after subtracting the power generation from renewable
sources (Richter et al., 2015). In the future, grid-scale energy storage systems can mitigate
this problem, but the current capacity is quite limited (Kebede et al., 2022). At least in the
short to medium term, flexible operation of thermal power plants is expected to be nec-
essary to meet the residual load (Gonzalez-Salazar et al., 2018). This will require several
modes of flexibility, including rapid load changes, more frequent start-ups and shutdowns,
reduced minimum loads and increased maximum loads (Chalmers et al., 2009).

The MBTSA technology is currently under development and will reach higher maturity
levels in the coming years. It is therefore important to evaluate the technology for scenarios
relevant for future power plant operation. Despite developing dynamic simulation tools
for MBTSA, both Mondino et al. (2022) and Morales-Ospino et al. (2021) consider only
steady-state simulations of the process. In the work of Kim et al. (2016), the response of
the regeneration step of the moving bed process to typical power plant disturbances was
studied. However, since only a part of the process was considered, a complete picture of
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the dynamic behavior of the system is not obtained. To the author’s knowledge, the flexible
(dynamic) operation of the complete MBTSA process has not previously been investigated
in the literature. This is the main knowledge gap addressed by this Ph.D project.

1.2 Objectives and scope
The main goal of this Ph.D project was to study flexible operation of coal-fired power
plants with MBTSA post-combustion CO2 capture. This is a broad goal covering several
research topics, and five sub-tasks were identified to achieve the overall objective:

• Develop a baseline control framework for the MBTSA process and investigate its
controllability.

• Identify and implement scenarios for power plant and PCC-driven modes of flexible
operation.

• Compare advanced and standard control structures for the MBTSA process for flex-
ible operation and controller test scenarios.

• Choose a suitable thermal energy storage technology and develop a modeling tool
for this process.

• Investigate how thermal energy storage integration can increase the operational flex-
ibility of the power plant – CO2 capture system.

The MBTSA process model used in this work was based on the model developed in a
previous Ph.D project (Mondino, 2022). Modifying the fundamental modeling approach
and applied correlations were considered to be outside the scope of this thesis, but changes
were made to allow for the comparison of different control structures and the study of dy-
namic scenarios. Since the focus of the project was on variable operation, the design and
working principle of the moving bed process was fixed throughout the thesis. A screen-
ing of adsorbent materials was not performed and no experimental work was part of the
project. The developed models were validated against experimental data when possible.

1.3 Contributions
The main contributions from this Ph.D project are summarized below:

• MBTSA modelling tool was extended to include multiple process control structures.

• Simulations provided increased knowledge of the dynamic behavior of MBTSA
with activated carbon and Zeolite 13X adsorbents at two different system scales.

• A control framework for the MBTSA process was developed, consisting of a regula-
tory layer for ensuring process stability and a higher-level control layer for process
performance. Using this framework, the controllability of the MBTSA system was
demonstrated.
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• A series of control structures were evaluated and compared, including simple feed-
back and feedforward structures, cascade control, adaptively tuned controllers and a
combined feedback – feedforward scheme.

• The investigated control structures were tested for a range of scenarios, including
step changes in incoming flue gas flow, ramps in power plant load, setpoint changes
for CO2 recovery, CO2 purity and regenerated sorbent temperature, variations in
flue gas feed CO2 concentration and variations in external heat source temperature.
Measurement delays for higher-level control variables were also studied.

• A dynamic model of a steam accumulator thermal energy storage unit was imple-
mented in MATLAB and validated.

• An evaluation of how integration of a steam accumulator can increase the flexibility
of a power plant with MBTSA-based CO2 capture was performed.

1.4 Thesis structure
This thesis is structured as a collection of scientific articles preceded by a series of chapters
summarizing the work and explaining how the articles are interrelated. In Chapter 1, the
background and motivation for the Ph.D project is explained, followed by an overview of
the objectives and scope of the work, the main scientific contributions and the publications
generated during the project. In Chapter 2, a literature review covering the key topics of
the work is presented. The goal of this chapter is to provide context to the research and
reasoning for the choice of objectives and methodology. The methodology is explained
in Chapter 3, covering the process models and control strategies utilized in the work,
investigated scenarios and performance evaluation criteria. In Chapter 4, selected results
from the journal articles are presented and discussed. Conclusions and thoughts on future
work are given in Chapter 5. The journal articles subject to evaluation in this Ph.D thesis
are presented in Appendix A.

1.5 Publications and scientific dissemination

1.5.1 Journal articles

The research carried out during the Ph.D project resulted in three publications in interna-
tional peer-reviewed journals. They are included in this thesis and subject to evaluation.
Vidar Skjervold was the main contributor to these articles, carrying out the majority of the
research work and writing the original manuscript drafts. Further details on the individual
author contributions are given in the CRediT statement included in each article.

Publication I
V.T. Skjervold, G. Mondino, L. Riboldi and L.O. Nord (2023). Investigation of control
strategies for adsorption-based CO2 capture from a thermal power plant under variable
load operation. Energy, 268, 126728.
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Publication II
V.T. Skjervold and L.O. Nord (2023). Enhanced single-loop control of a moving bed
temperature swing adsorption CO2 capture process. Computers & Chemical Engineering,
178, 108387.

Publication III
V.T. Skjervold and L.O. Nord (2024). Thermal energy storage integration for increased
flexibility of a power plant with post-combustion CO2 capture. Applied Thermal Engi-
neering, 246, 122907.

1.5.2 Conference articles
In addition to the journal articles listed above, the work resulted in three publications re-
lated to participation in international scientific conferences. These papers are not included
in the thesis because they either overlap with the content in the journal articles or are
outside the scope of the thesis.

Publication IV
V.T. Skjervold, G. Mondino, M. Pilarczyk, R. Blom, L.O. Nord, S. Gradziel, W. Zima, A.
Cebula, E. Kozak-Jagiela and M. Rerak (2021). InnCapPlant (part 2): adsorption-based
CO2 capture from a thermal power plant under variable load operation. Proceedings of
the 24th Conference on Process Integration for Energy Saving and Pollution Reduction –
PRES’21, Brno, Czech Republic, October 31 – November 3, 2021.

Vidar Skjervold performed the majority of the research work, including adding a process
control framework to the MBTSA process model, defining scenarios, carrying out dynamic
simulations and writing the original draft of the manuscript.

Publication V
V. Formont, V.T. Skjervold and L.O. Nord (2022). Data-driven approaches for modelling
of sub-critical coal-fired boiler. Proceedings of the 63rd International Conference of Scan-
dinavian Simulation Society, SIMS 2022, Trondheim, Norway, September 20-21, 2022.

Vidar Skjervold contributed to conceptualization, literature review, data interpretation and
writing of parts of the original manuscript.

Publication VI
V.T. Skjervold and L.O. Nord (2022). Increased flexibility of coal-fired power plant with
moving bed temperature-swing adsorption CO2 capture by use of thermal energy storage.
Proceedings of the 16th Greenhouse Gas Control Technologies Conference (GHGT-16),
Lyon, France, October 23-27, 2022.

Vidar Skjervold was the main contributor to the work, including conceptualization, MBTSA
process design, thermal storage simulation model development, performing simulations
and writing the original draft of the manuscript.
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Chapter 2
Literature review

This chapter presents a literature review covering the key topics of the Ph.D project. The
goal of the chapter is not to provide an exhaustive list, but to give context to the research
presented in this thesis and provide reasoning for the choice of objectives and applied
methods.

2.1 Flexibility definitions, modes and methods
Several definitions of flexibility are used in the literature, depending on which part of
the energy system is in focus and what type of study is being performed (Lund et al.,
2015). The International Energy Agency defines flexibility as ”the extent to which an
electricity system can adapt the pattern of electricity generation and consumption in order
to balance supply and demand” (IEA, 2015). As indicated by this definition, flexibility can
be achieved through both supply and demand-side measures. This Ph.D project focuses
on supply-side flexibility modes that are relevant for coal-fired power plants with post-
combustion carbon capture. According to Huber et al. (2014), three main metrics can be
used to characterize flexibility requirements for power plants, namely the response time,
magnitude and frequency of the load change. In addition, the required duration of the load
change is important to consider.

As mentioned in Section 1.1, numerous types of flexibility are relevant for operation of
power plants with PCC. The ability to operate at low minimum loads will be important,
since this reduces the number of plant shutdowns during periods of low demand (Ava-
gianos et al., 2020). The ability to quickly increase the power plant load, both in the form
of start-ups and load ramps for a running plant, will also be beneficial. As pointed out by
Gonzalez-Salazar et al. (2018), higher ramp rates and more frequent major power cycles
will be required to allow thermal power plants to complement renewables in the future.
When there is a high demand for electricity, being able to temporarily operate above the
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normal maximum load allows the power plant to participate in grid balancing or increase
revenues (Chalmers et al., 2009).

In the literature, multiple methods for achieving power plant flexibility have been investi-
gated. A popular topic has been the development of control strategies for the PCC process
with the goal of maintaining its performance during flexible operation. Primarily, flexibil-
ity driven by modification of the boiler load is considered in this context. Both classical
and advanced control structures have been widely studied (Wu et al., 2020c).

Flexibility by altering the operation of the PCC process has also received attention in
the literature. For capture technologies that utilize temperature swings for regeneration,
large amounts of thermal energy are required. This leads to a significant reduction in the
electricity output of the power plant, but also represents a flexibility mode that can be
used to rapidly change the power plant load at the expense of reduced CO2 recovery rates
(Abdilahi et al., 2018). One alternative is to reduce the capture level of the PCC process,
which can be achieved by adjusting the amount of solvent being regenerated (Zaman and
Lee, 2015; Moioli and Pellegrini, 2020) or lowering the regeneration temperature (Seo
et al., 2023). A similar effect would be achieved by partial bypass of the capture unit.
Another method is reducing the flow rate of steam going from the power plant to the PCC
process, which has been studied for grid balancing and for achieving faster load ramps
(Wellner et al., 2016; Tait et al., 2018; Wu et al., 2020b; Akram et al., 2021). A third option
is the addition of a solvent storage system to the PCC process, which involves storing the
CO2 rich solvent and selectively performing regeneration at a suitable time (Moioli and
Pellegrini, 2019; Cheng et al., 2022). This method has the disadvantage of additional
capital costs associated with solvent inventory and storage tanks (Abdilahi et al., 2018).

The final key method for power plant flexibilization is the integration of an energy storage
system. An energy storage unit can be charged when the demand is low and discharged
during periods of high demand, which contributes to decoupling of the boiler and turbines
(Zhang et al., 2022). The advantage of this approach over modifying the operation of the
PCC process is that the CO2 recovery rate can be kept at a high level while increasing the
electricity output of the power plant. This was recently demonstrated by Chen et al. (2023),
where thermal energy storage (TES), battery energy storage and solvent storage were com-
pared for a coal-fired power plant with MEA-based PCC. For power plants without CO2
capture, thermal energy storage integration for providing flexibility has been extensively
studied.

In Figure 2.1, the main flexibility modes and methods mentioned in the literature for ther-
mal power plants with PCC are summarized. A color-coding scheme is used to show
which topics have been investigated as part of this Ph.D project. Green indicates a core
topic and yellow symbolizes a topic that was studied in less detail.
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Figure 2.1: Overview of flexibility modes and methods mentioned in the literature for thermal power
plants with post-combustion CO2 capture. Green shading indicates that the topic was a central part
of the Ph.D project and yellow shading represents a topic studied in less detail.

In the remaining parts of this chapter, a literature review is presented on process control
of PCC processes and TES integration, which are the two main flexibility-related topics
considered in this Ph.D project.

2.2 Process control of post-combustion CO2 capture
Well-functioning control systems for the CO2 capture process are necessary for flexible op-
eration of power plants, since they ensure safety and robustness under various uncertainties
and disturbances (Hasan et al., 2022). Despite its importance, process control of MBTSA
for carbon capture had not been studied before this Ph.D project. The focus of this part of
the literature review is therefore mostly on solvent-based PCC. Solvent-based processes
share some key characteristics with the MBTSA process, including the use of temperature
swings for regeneration and a heat exchanger for internal heat recovery. Therefore, such
studies can provide relevant inputs for control of the MBTSA system.

2.2.1 Control objectives and pairing of variables
The first discussions in the literature regarding dynamic operation and control of the PCC
process emerged in the late 2000s. In Kvamsdal et al. (2009), a dynamic model of a
stand-alone absorber unit was presented. The model was used to simulate a part-load
scenario where the upstream power plant load was reduced from 100% to 50%, giving
a significant decrease in the flue gas flow rate entering the column. The work included
a general discussion of control strategies for the capture process, but no controllers were
implemented. Among the suggestions was manipulating the solvent flow rate to control the
CO2 recovery rate of the absorber. A similar dynamic model was developed by Lawal et al.
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(2009), where the same part-load scenario was used to investigate the dynamic behavior of
the absorber column. In this work, adjusting the lean solvent loading by manipulating the
reboiler duty or adding fresh solvent were discussed as potential variable pairings. In Ziaii
et al. (2009), a stand-alone dynamic model of the desorber was presented. An operation
strategy where the reboiler steam flow rate was reduced during periods of high electricity
prices was studied, leading to variable CO2 recovery rates over time.

To the author’s knowledge, the article of Lawal et al. (2010) was the first study to con-
sider dynamic modeling and process control of a complete PCC process consisting of an
absorber, desorber and rich/lean solvent heat exchanger. A control system consisting of
five manipulated variables (MVs) and controlled variables (CVs) connected in single in-
put – single output (SISO) loops was presented. Three of these loops can be viewed as
regulatory controllers with the primary goal of stabilizing the operation of the process,
namely controlling the condenser temperature by varying its heat duty, controlling the re-
boiler level by adjusting the bottom outgoing flow rate and controlling the lean solvent
composition by manipulating the water makeup flow. The remaining two SISO loops are
responsible for controlling the performance of the system. In this layer, the reboiler tem-
perature (which is closely linked to the lean solvent loading) is controlled by varying the
reboiler heat duty and the CO2 recovery rate in the absorber is controlled by changing
the lean solvent flow rate. Variations of this general control structure have been used by
numerous subsequent studies (Gardarsdottir et al., 2017; Sharifzadeh and Shah, 2019; Wu
et al., 2020c). The reverse pairing has also been considered for the performance layer
(Panahi and Skogestad, 2012; Nittaya et al., 2014). The two most important higher-level
CV – MV pairings mentioned in the literature can be summarized as follows:

1. CO2 recovery – solvent flow rate and reboiler temperature – reboiler heat duty.

2. CO2 recovery – reboiler heat duty and reboiler temperature – solvent flow rate.

The process control strategies investigated as part of this Ph.D project follow the first
approach, meaning that the circulating sorbent flow rate is used to control the CO2 recovery
rate and the heat flow to the desorption section is used to control variables related to the
purity of the CO2 product.

2.2.2 Classical control structures
Control structures consisting of SISO loops with simple controllers such as proportional-
integral (PI) and proportional-integral-derivative (PID) feedback control have been the
dominant control techniques for many decades (Seborg et al., 2016). The general term
classical control structures is commonly used for such controllers, and they have been
widely studied for post-combustion CO2 capture. As shown in the following paragraphs,
several different classical control structures have been discussed in the literature. To eval-
uate the controller performance, two main types of dynamic scenarios have typically been
used. The first type of scenario is meant to emulate flexible power plant operation. If a
stand-alone PCC process is considered, they are implemented in the form of an external
disturbance to the capture plant. If a coupled model of the power plant and PCC process
is used, the variations in e.g. flue gas flow rate and extracted steam flow rate are auto-
matically transferred to the PCC process. The second type of scenario aims at testing
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the robustness of the controllers by introducing other types of disturbances and setpoint
changes that are not directly caused by flexible power plant operation.

The simplest approach is to focus on modeling and control of only the PCC process. Using
this approach, Gaspar et al. (2016) compared the use of MEA and piperazine (PZ) solvents
for a gas stream representative of flue gas from a coal-fired power plant (CFPP). Based on
the open-loop dynamic behavior of the process and relative gain array analysis, pairing
alternative 1 was chosen for MEA and alternative 2 was applied for PZ. In this work, the
lean solvent loading was used as CV instead of the reboiler temperature and PI controllers
were used for each control loop. The controller performance of the MEA and PZ-based
system was compared for multiple ramps in flue gas flow rate (positive and negative), an
actuator failure related to the lean solvent valve and a shortage of steam supply.

In Lin et al. (2011), an MEA-based process using the same control structure as Gaspar et
al. was studied. No details were given on the type of feedback controllers used in the study.
The control system was tested for positive and negative step changes in the water makeup
flow rate, incoming flue gas flow rate, CO2 recovery setpoint, flue gas CO2 concentration
and flue gas water content. Based on heuristics, Mechleri et al. (2014) arrived at the same
control structure for an MEA-based process designed for a natural gas combined cycle
(NGCC) power plant. The closed-loop dynamic response of the system to a positive and
negative step on the flue gas flow rate was studied.

In Gardarsdottir et al. (2015), a comparison of several different control strategies for an
MEA-based process designed for CFPP flue gas was presented. In the baseline control
structure of this work, pairing alternative 1 was employed to control the CO2 recovery
and lean solvent loading. Using a negative load ramp from full to 60% load, the baseline
control structure performance was compared to a case where the CO2 recovery control was
disregarded and a case where the liquid-to-gas ratio in the absorber was controlled instead
of the recovery rate. A negative step change in the steam available to the reboiler was
also considered. Using the solvent flow to control the ratio between two streams was also
considered by Cristea et al. (2020). In this case, the molar ratio between the lean solvent
flow rate and the CO2 molar flow rate in the incoming flue gas was controlled. The CO2
recovery rate was controlled by the reboiler duty (pairing alternative 2). A solvent buffer
tank was also added to the process to reduce interactions within the system. The control
structures were tested for disturbances in the flue gas flow rate and inlet CO2 concentration
as well as CV setpoint changes.

Using a coupled model of the power plant and PCC process has been less common than
studying the stand-alone capture process, but a few studies have developed such integrated
models. Mechleri et al. (2017) studied the coupling of PCC with both a CFPP and NGCC
power plant, also including the CO2 compression in the models. Feedback controllers
using pairing alternative 2 were implemented, and a case with dynamic switching between
controller modes was also studied. A supercritical CFPP with MEA-based CO2 capture
was studied in Gardarsdottir et al. (2017) and used to compare several different control
structures. Both pairing alternative 1 and 2 were considered, in addition to replacing the
CO2 recovery with the liquid-to-gas ratio in the absorber as the CV. These control strategies
were also studied in Montañés et al. (2017) for an MEA-based PCC process coupled with
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an NGCC power plant. In addition, feedforward control of the solvent and reboiler steam
flow was included in the comparison. A model of a subcritical CFPP with amine-based
PCC was developed by Lawal et al. (2012). The same controllers as in Lawal et al. (2010)
were used for the PCC process.

2.2.3 Advanced control structures
In the case of advanced control, added complexity is introduced in the control structure
with the goal of improving its performance. As indicated in Figure 2.1, advanced control
structures can be divided into two sub-categories, namely advanced decentralized control
and centralized control (Seborg et al., 2016).

Advanced decentralized control for PCC has not received much attention in the literature.
An exception is the work of Montañés et al. (2018), where a cascade controller was evalu-
ated for CO2 recovery control. An outer feedback loop with CO2 recovery as the CV was
used to determine the setpoint for a fast inner loop where the rich solvent mass flow rate
was controlled by manipulating the pump speed. In this work, the possibility of using a
combined feedforward and feedback algorithm for the PCC process was also discussed.
This approach could help avoid the steady-state offsets that have been identified as a draw-
back of stand-alone feedforward control (Posch and Haider, 2013).

Centralized control of PCC processes has received significant attention in the literature in
recent years through studies on model predictive control (MPC). In MPC, an optimization
problem is solved at every time step to determine the optimal control action for a speci-
fied predictive horizon (Wu et al., 2020c). The advantage of MPC over classical control
structures is the improved handling of coupled control loops and the ability to handle con-
straints (Akinola et al., 2020). A predictive model of the PCC process is required by the
MPC algorithm. Such a model should be computationally efficient and able to predict the
future values of CVs based on the current state and future values of the MVs with reason-
able accuracy. Different types of MPC exist, depending on the type of predictive model. If
the model is linear, the control method is called linear MPC (LMPC) and if the predictive
model is non-linear, the method is called non-linear MPC (NMPC). The objective function
used in the optimization algorithm usually contains terms penalizing setpoint deviations
and abrupt changes in MV values (Wu et al., 2020a).

Many studies have investigated LMPC for stand-alone PCC processes. An example is the
work of Jung et al. (2020), where LMPC of a typical amine-based PCC process was stud-
ied. The predictive model was developed by linearizing a first-principle model validated
with data from a pilot plant. To identify the optimal reference point for linearization, gap
metric analysis was applied. The same group studied LMPC based on a state-space model
for control of PCC with an advanced flash stripper (Jung et al., 2021). Li et al. (2021)
investigated LMPC of an MEA-based process with CO2 recovery as the only controlled
variable. System identification applied to simulation data from a first-principle model was
used to develop the predictive model. Since the control algorithm only involved one CV
and MV, the optimization could be solved analytically. Sultan et al. (2022) investigated
the option of ”fast model predictive control” by solving the LMPC optimization prob-
lem in smaller fragments, reporting shorter settling times and smaller setpoint deviations
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compared to using the standard approach.

Numerous articles have evaluated LMPC using coupled models of the power plant and
PCC process. Rúa et al. (2021) investigated the dynamic behavior and control of an
NGCC-PCC system using a method where the predictive model consisted of several linear
models combined in a local model network. Wu et al. (2019) studied a CFPP-PCC system
with a similar control approach. The power plant and capture process were both included
in the centralized control structure and state-space predictive models were used for both
sub-processes. Tang and Wu (2023) also studied a CFPP-PCC system, where dynamic
matrix controllers were developed for both the power plant and capture process. They also
implemented a neural network-based feedforward controller for the allocation of reboiler
steam between power generation and solvent regeneration. Liao et al. (2023) evaluated a
control system based on state-space models and an extended state observer for a similar
integrated process.

If the controllers should be applicable in a wide range of operation, NMPC might be nec-
essary in order to capture the non-linear dynamics of the PCC process (Wu et al., 2020c).
Akinola et al. (2020) investigated NMPC for the PCC process based on a nonlinear au-
toregressive with exogeneous input (NARX) predictive model. The NMPC approach was
found to outperform LMPC for variations in flue gas flow rate and CV setpoint changes.
Mejdell et al. (2022) tested the commercial NMPC software CENIT at the Tiller pilot plant
in Norway. The control system was found to handle both setpoint changes and disturbance
rejection. Patron and Ricardez-Sandoval (2020) studied a robust NMPC method for the
absorber unit of a PCC process, meaning that uncertainties in the parameters of the pre-
dictive model were accounted for when determining the optimal control action. For an
integrated CFPP-PCC system, Liao et al. (2020) applied a neural network-based algorithm
to predict MV values from CV setpoints instead of the process state. A PID compensator
was also added to eliminate steady-state offset.

Another advantage of MPC is that additional terms can be included in the objective func-
tion, allowing factors not directly associated with the controller performance to influence
the control action. The most common example of this in the literature is economic MPC
(EMPC), where terms related to process economics are included in the optimization prob-
lem. Chan and Chen (2018) studied the effect of including the cost of solvent and utilities
in the objective function. In the work of Ma et al. (2021), the carbon emissions costs
were included in the EMPC. Yu and Biegler (2018) studied a bubbling fluidized-bed solid-
sorbent PCC process, applying EMPC where costs related to cooling water and purge gas
were included in the optimization. In Patrón and Ricardez-Sandoval (2022), the EMPC
formulation included costs related to energy, chemicals, utilities and emitting CO2 as well
as income from selling captured CO2.

2.3 Thermal energy storage integration
As stated in Section 2.1, different types of energy storage can be used to provide flexibility.
Advantages of thermal energy storage technologies compared to battery-based systems are
longer lifetimes and lower levelized cost of electricity (Sayed et al., 2023), meaning TES
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could be the preferred option for storage systems with capacities exceeding a few MW
(Kebede et al., 2022). In addition, some TES technologies can utilize existing infrastruc-
ture in a power plant, leading to lower investment costs.

2.3.1 Coupling of thermal energy storage and CO2 capture plants

The coupling of TES and PCC processes has mostly been studied in connection with the
use of solar thermal energy to reduce the power plant efficiency penalty associated with
PCC integration (Saghafifar and Gabra, 2020). Due to the intermittency of this renewable
energy source, an energy storage system is needed if a stable supply of heat to the PCC pro-
cess is desired. The first solution of this type was presented by Wibberley (2007), where
energy storage in the form of additional solvent regeneration during periods of abundant
solar energy was suggested. A similar concept based on thermochemical storage of cal-
cined sorbent was studied by Tregambi et al. (2015) for a calcium looping PCC process.
In recent years, many studies focusing on thermal energy storage have been published. As
summarized by Parvareh et al. (2014), there are two main options for coupling TES with
the PCC process, namely the direct and indirect option. In the direct option, heat from the
TES system is sent directly to the regeneration step of the PCC process. In the indirect
option, the TES is discharged to cover a heat demand somewhere in the power plant, which
makes more steam available for PCC regeneration.

Cohen et al. (2010) studied a two-tank TES system using a molten nitrate salt as the storage
medium for heat delivery to an MEA-based PCC process. The TES system was designed to
cover the regeneration duty of the PCC process for six hours. A similar molten-salt TES
system was studied in Ordorica-Garcia et al. (2011) for carbon capture from an NGCC
power plant. In their suggested process, the TES system was used to generate steam for
solvent regeneration. Wang et al. (2021) compared MEA and NH3-based PCC where a
phase change material (PCM) TES was installed between the solar collectors and carbon
capture process. The same PCM material (Erythritol) was considered by Li et al. (2012)
for MEA-based PCC, and the thermal storage was designed to cover the regeneration duty
for a few hours. Mokhtar et al. (2012) investigated the use of a solid sensible TES system
for heat delivery to an MEA-based capture process.

Although these articles provide useful information on the coupling of TES and PCC pro-
cesses, their primary focus is not on using energy storage for enabling flexible power
plant operation. To the author’s knowledge, the previously mentioned study of Chen et al.
(2023) is the only article on TES for this purpose in the literature. However, for power
plants without CO2 capture the topic has been extensively studied and TES solutions have
been applied in practice. For example, steam storage tanks for peak demand and balancing
purposes were in operation already in 1929 at the Berlin-Charlottenburg power plant in
Germany (IEA-ECES, 2018). Since the integration of a TES system with a power plant is
similar to coupling with a PCC process, such studies are relevant for this work. A summary
of relevant articles is given in the following sub-section.
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2.3.2 Thermal energy storage for power plant flexibility

Several studies have focused on TES based on molten salts for power plant integration. In
Kosman and Rusin (2020), a molten salt system with the purpose of producing steam for
a subcritical turbine during periods of high electricity prices was studied. The TES sys-
tem was charged either by electrical heating or with steam extracted from a continuously
operating supercritical turbine during periods of low demand. In Zhang et al. (2022), a
combination of flue gas and live steam from a coal-fired boiler was used for TES charg-
ing. Heat from the molten salt was used to cover feedwater heating demands, replacing
some of the high and intermediate pressure steam extracted from the power plant. This
increases the steam flow rate passing through the turbine train, giving an increase in the
electrical power production. Garbrecht et al. (2017) studied a high-temperature and a low-
temperature molten salt loop designed to cover different demands in the power plant during
discharging. The high-temperature loop was used to cover the additional reheat demand
and the low-temperature loop was used for heating of high-pressure feedwater, allowing
the closing of a high-pressure steam extraction valve. TES charging was performed by ex-
tracting additional steam from the turbine train. Molten salt-based TES has the advantage
of delivering heat at a high temperature, but requires several additional heat exchangers
and significant modifications of the steam cycle.

Li and Wang (2018) investigated power plant load balancing and frequency control through
the use of a PCM-based TES consisting of five different materials in series. The TES was
charged with either intermediate or low-pressure steam from the turbine train. Two dis-
charging strategies were compared, i.e. the generation of additional steam sent directly
to the low-pressure turbine or covering feedwater heating demands. Based on an evalu-
ation of several TES – power plant integration options, Krüger et al. (2020) identified a
combined PCM – steam accumulator concept, molten salt system and solid media thermal
storage as the most promising solutions. For the latter, charging takes place by redirecting
parts of the evaporator flue gas flow and during discharging an additional air mass flow is
heated up before being fed to the boiler. In Cao et al. (2020), an additional supercritical
Rankine cycle was retrofitted to a CFPP for covering peak electrical power demands. This
additional cycle is fed with steam generated by a high temperature TES system that is
charged by an electric boiler when the electricity price is low.

An advantage of using water or steam as the TES medium is that the thermal storage can
interact directly with the water/steam cycle of the thermal power plant (Zhang et al., 2022).
This avoids exergy losses associated with intermediate heat transfer loops, thus increasing
efficiency. The use of pressurized hot water tanks for efficient start-ups and widening of
the power plant load range was investigated by Trojan et al. (2019). A steam accumulator
system was studied by Richter et al. (2019) for minimum load reduction and increased
maximum electricity production. Charging of the accumulator takes place by extracting
cold reheat steam at full load and live steam from the coal-fired boiler at lower loads. To
increase the net electrical power output of the CFPP, discharged steam is used to cover the
demand of one of the high-pressure feedwater heaters. Stevanovic et al. (2020) studied a
similar type of TES, where discharged steam was instead used to provide heat to two of
the low-pressure condensate heaters in the CFPP.
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2.4 Knowledge gaps
Along with the literature discussed in Section 1.1, the literature review presented in this
chapter revealed several knowledge gaps that were used to define the objectives and scope
of this work. The main knowledge gaps addressed by this Ph.D project are listed below:

1. The dynamic behavior of the complete MBTSA process under disturbances related
to flexible power plant operation had not been studied prior to this work.

2. Process control of MBTSA for post-combustion CO2 capture had not been investi-
gated before this project.

3. Using a thermal energy storage system to deliver heat to the MBTSA process had
not previously been considered in the literature.

4. The integration of a thermal energy storage system into a power plant with MBTSA-
based PCC with the aim of enabling flexible power plant operation had not been
studied prior to this project.
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Methodology

3.1 MBTSA process model
As mentioned in Section 1.2, the MBTSA process model used in this Ph.D project was
based on the model developed by Mondino (2022). Although the model is dynamic, it had
only been used for steady-state simulations prior to this work. The changes made to the
model as part of this project were therefore focused on facilitating dynamic simulations,
primarily through the addition of a control framework.

3.1.1 Definitions and assumptions
In this project, two main indicators of the MBTSA process performance are used, namely
the CO2 recovery rate and CO2 product purity. The recovery rate, often referred to as the
CO2 capture rate, is defined as the ratio between the mass flow of CO2 leaving via the
CO2-rich stream out of the system and the mass flow of CO2 entering via the flue gas:

CO2 recovery =
ṁCO2,out

ṁCO2,in
. (3.1)

The CO2 purity is defined as the molar fraction of CO2 in the CO2-rich stream leaving the
system:

CO2 purity =
ṅCO2,out

ṅtot, out
. (3.2)

Where ṅ denotes a molar flow rate.

Throughout the project, it has been assumed that the flue gas has been dried and cooled
before entering the MBTSA unit. This means that additional energy requirements associ-
ated with drying and cooling are not accounted for. Furthermore, it has been assumed that
the flue gas consists of a binary mixture of carbon dioxide and nitrogen. This inherently
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assumes that O2 and Ar exhibit similar behavior as N2 (Mondino et al., 2019). For ad-
sorbents such as Zeolite 13X where nitrogen has a stronger affinity towards the adsorbent
than oxygen and argon, dry flue gas is well approximated by this binary mixture (Park
et al., 2006; Merel et al., 2008). Correlations for particle fluidization are not included
in the MBTSA model, but for the large sorbent flow rates and particle sizes considered
in this work this is not expected to be an issue. Mondino (2022) lists the following as-
sumptions that were made in the model development: negligible gradients in the radial
direction, constant cross-sectional area, constant sorbent velocity, uniform and constant
void fraction and ideal gas behavior in the bulk gas phase.

In Figure 3.1, the MBTSA process with the baseline control structure considered in this
work (explained in Section 3.3.1) is shown.

Figure 3.1: Overview of MBTSA process with the baseline control structure. CI, FI, TI and VI indi-
cate composition, flow, temperature and velocity measurements. RC, TC and VC indicate recovery,
temperature and velocity controllers. FF indicates a feedforward controller.

3.1.2 Model equations and implementation
The model of the MBTSA process consists of a set of partial differential equations with
time and the axial coordinate as independent variables. They account for the mass, en-
ergy and momentum balances of each part of the process (i.e. the adsorption, preheating,
desorption, precooling and cooling section). Three different phases are considered: the
gas phase, solid phase and the gas within the macropores of the adsorbent material. The
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3.1 MBTSA process model

underlying set of equations is the same for each section, but design parameter values and
operating conditions vary. In this subsection, the equations and correlations used in the
model are described.

Mass balance in the gas phase

The species gas phase concentration is governed by convection, axial dispersion and mass
transport between the gas and macropores of the adsorbent. The linear driving force (LDF)
approximation is used to calculate the interfacial mass transfer. The axial gas phase con-
centration profile for component i is given by:

εc
∂Ci

∂t
+

∂(uCi)

∂z
= εc

∂

∂z

(
Dz,iCT

∂Yi

∂z

)
− (1−εc − ξ) a′kf,i

Bii/5 + 1
(Ci − Cp,i), (3.3)

where t is the time and z is the axial coordinate. Ci, Cp,i and Yi is the bulk gas concen-
tration, macropore gas concentration and bulk gas molar fraction, respectively. εc is the
column void fraction, ξ is the volume fraction occupied by structured packing, Dz,i is the
axial dispersion coefficient, u is the superficial gas velocity, a′ is the specific area of the
adsorbent particles, kf,i is the mass transfer coefficient in the film surrounding the adsor-
bent particles, Bii is the Biot number and CT is the total bulk gas concentration. The ideal
gas equation of state is applied for the bulk gas phase:

CT =
∑
i

Ci =
P

RT
, (3.4)

where P and T are the gas pressure and temperature and R is the universal gas constant.

Mass balance in the macropores

The gas concentration of each specie in the macropores depends on both the mass transfer
from the bulk phase and the mass transfer to the solid adsorbent phase. The LDF approxi-
mation is used to model the mass transfer between the macropores and solid phase, giving
the following mass balance:

εp
∂Cp,i

∂t
+ vs

∂Cp,i

∂z
= εp

15Dp,i

r2p

Bii
5+Bii

(Ci − Cp,i)− ρp
15Dc,i

r2c
(q∗i − qi) , (3.5)

where εp is the particle porosity, rp is the particle radius, Dp,i is the macropore diffusivity,
ρp is the particle density, qi is the adsorbed concentration of component i, q∗i is the ad-
sorbed concentration at equilibrium with the local macropore gas concentration and vs is
the velocity of the adsorbent in the moving bed. The term 15Dc,i/r

2
c is treated as a single

parameter representing the adsorption rate of component i.

Mass balance in the solid phase

The mass balance for the solid phase is used to determine the adsorbent loading profiles.
It is given by:

∂qi
∂t

+ vs
∂qi
∂z

=
15Dc,i

r2c
(q∗i − qi) . (3.6)
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Adsorption equilibrium

The adsorption equilibrium is determined by the extended Virial isotherm model for mul-
ticomponent gas mixtures, taking into account the competitive adsorption of the different
species in the mixture:

Pi =
q∗i

KH,i
exp

 N∑
j=1

Aijq
∗
j +

N∑
j=1

N∑
k=1

Bijkq
∗
j q

∗
k

 . (3.7)

The mixing Virial coefficients Aij and Bijk are calculated from the pure-component ad-
sorption isotherm parameters by using the following relations:

Aij =
Ai +Aj

2
, and Bijk =

Bi +Bj +Bk

3
. (3.8)

To find the pure-component isotherm parameters, experimental data is fitted to the pure-
component Virial equation, which is given by:

Pi =
q∗i

KH,i
exp(Aiq

∗
i +Biq

∗2
i ). (3.9)

Here, Pi is the partial pressure and KH,i is the Henry’s law constant. The temperature
dependence of the pure-component Virial coefficients is given by:

Ai = A0,i +
A1,i

Ts
and Bi = B0,i +

B1,i

Ts
, (3.10)

where Ts is the adsorbent temperature. The temperature dependence of the Henry’s law
constant is calculated from the Van’t Hoff equation:

KH,i = K∞
H,i exp

(
−∆Hi

RTs

)
, (3.11)

where K∞
H,i is the adsorption constant at infinite temperature and ∆Hi is the heat of ad-

sorption at zero coverage.

Momentum balances

The bulk gas phase pressure gradient in the axial direction is given by the Ergun equation
for all sections except the adsorption section. It can be written as:

−∂P

∂z
=

150µg(1− εc)
2

ε3cd
2
p

u+
1.75(1− εc)ρg

ε3cdp
u|u|, (3.12)

where dp is the particle diameter, µg is the gas viscosity and ρg is the gas density. In
the adsorption section, the void fraction is higher than in the other sections. Therefore, a
simplified momentum balance was used:

−∂P

∂z
= (1− ε− ξ) a′ (ρp − ρg) . (3.13)
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Energy balances

It is assumed that the gas in the macropores is in thermal equilibrium with the solid ma-
terial, meaning that no energy balance is required for this phase. The gas temperature
is influenced by heat convection, axial heat dispersion, heat transfer between the gas and
solid material and heat transfer between the gas and tube wall for sections operated as
indirect-contact heat exchangers. The adsorption section is assumed to be operated adia-
batically. The gas phase energy balance can be written as:

εcCTĉv
∂T

∂t
+ uCTĉp

∂T

∂z
=

∂

∂z

(
λg

∂T

∂z

)
+ εcRT

∑
i

∂Ci

∂t
−

(1−εc − ξ) a′hgs (T − Ts)− αgthgt (T − Tt) ,

(3.14)

where hgs is the film heat transfer coefficient between the gas and the solid, hgt is the
convective heat transfer coefficient between the gas and the wall of the tubes, αgt is heat
transfer area per unit volume, Tt is the tube wall temperature, ĉv is the gas molar heat
capacity at constant volume, ĉp is the gas molar heat capacity at constant pressure and λg
is the axial heat dispersion coefficient of the gas.

The energy balance for the solid material is given by:

[(1− εc − ξ)ρpcp,s + ξρpkcp,pk]

(
∂Ts

∂t
+ vs

∂Ts

∂z

)
= ξ

∂

∂z

(
λpk

∂Ts

∂z

)
+

(1− εc − ξ)a′hgs(T − Ts) + (1− εc − ξ)ρp
∑
i

(
−∆Hi

[
∂qi
∂t

+ vs
∂qi
∂z

])
+

(1− εc − ξ)εpRTs

∑
i

[
∂Cp,i

∂t
+ vs

∂Cp,i

∂z

]
,

(3.15)

where ∆Hi is the heat of adsorption of component i, cp,s is the specific heat capacity of
the adsorbent, cp,pk is the specific heat capacity of the packing and ρpk is the density of the
packing.

For the sections with embedded heat exchanger tubes, additional equations are needed to
calculate the temperature of the tube wall and heat exchanger fluid (Tf):

ρtcp,t
∂Tt

∂t
= αt,exthgt(T − Tt)− αt,inthft(Tt − Tf) and (3.16)

ρfcp,f
∂Tf

∂t
+ ufρfcp,f

Lz

Lx

∂Tf

∂z
= −αt,inthft(Tf − Tt). (3.17)

Here, the subscript t refers to the tube wall and the subscript f refers to the heat exchanger
fluid. In addition, αt,ext is the external heat transfer area per unit of fluid volume, αt,int is the
internal heat transfer area per fluid volume, hft is the convective heat transfer coefficient
between the heat exchanger fluid and the tubes and the ratio Lx/Lz is the distance travelled
by the heat exchanger fluid per unit of height.
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Correlations and dimensionless numbers

The correlations used in the MBTSA process model are summarized in Table 3.1.

Table 3.1: Correlations used in the MBTSA process model.

Description Equation
Binary diffusivity Dij =

0.01883 T 3/2

P σ2
ij ΩDij

√
1

Mw,i
+ 1

Mw,j

Molecular diffusivity Dm,i =
1−Yi∑n
j ̸=i

Yi
Dij

Knudsen diffusivity DKn,i = 97rp
√

T
Mw,i

Macropore diffusivity 1
Dp,i

= τp

(
1

DKn,i
+ 1

Dm,i
,
)

Axial dispersion coefficient Dz,i =
Dm,i

εc
(20 + 0.5 Sci Re)

Adsorption rate in micropores 15Dc,i

r2c
=

15D0
c,i

r2c
exp

(
−Ea,i

RT

)
Axial thermal conductivity of gas λg = kg(7 + 0.5 PrRe)

Sherwood number correlation Sh = 2.0 + 1.1Re0.6Sc1/3

Nusselt number correlation Nu = 2.0 + 1.1Re0.6Pr1/3

The dimensionless numbers used in the model are defined in Table 3.2.

Table 3.2: Definition of the dimensionless numbers used in the MBTSA process model.

Description Equation
Biot number Bii =

rpkf,i

εpDp,i

Nusselt number Nu =
hgsdp

kg

Prandtl number Pr =
cp,gµg

kg

Reynolds number Re =
ρgu dp

µg

Schmidt number Sci =
µgρg

Dm,i

Sherwood number Shi =
kf,idp

Dm,i
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3.1 MBTSA process model

Model implementation

The model equations were implemented in gPROMS ModelBuilder version 7.1.1. To link
the individual sections of the model, the composite modeling capabilities of gPROMS
were used. When adding the control framework to the model, connectors from the built-
in PMLControl library were used to transfer measurements and control signals between
model entities. The differential equations were discretized in the axial domain by a central
finite difference method. The solvers SRADAU and MA28 were used for differential-
algebraic equations and linear algebra, respectively.

3.1.3 Design procedure
The MBTSA process has several geometrical and operational parameters that can be ad-
justed to influence the design and performance of the process. To maximize the process
performance, it is likely that an optimization-based design algorithm will be necessary.
However, since the focus of this project was to study the flexible operation of the MBTSA
process, the development of such advanced design methods was considered to be outside
of the scope of the work. When scaling up the process to a larger flue gas flow rate with a
potentially different CO2 concentration, a manual design approach based on the design at
smaller scale was used. The approach can be summarized as follows:

1. From the flue gas flow rate and composition, determine the molar flow of CO2 in
the scaled-up case.

2. Based on the desired CO2 recovery rate, calculate the molar flow rate of CO2 that
should be captured.

3. Based on the working capacity of the adsorbent from the previous design, estimate
the required adsorbent flow rate in the scaled up case.

4. Adjust the geometry of the adsorption, preheating, desorption, precooling and cool-
ing section so that the adsorbent residence time in each section is the same as in the
previous design.

5. Based on the superficial gas velocity in the adsorption section of the scaled-up de-
sign, verify that fluidization does not occur.

6. If necessary, the operational parameters of each section can be adjusted until the
desired process performance is achieved.

3.1.4 Adsorbent materials, system scales and performance targets
The adsorbent materials, system scales and performance targets used in this work were
chosen in collaboration with the partners in the InnCapPlant project. Following a selection
process within the project, activated carbon and Zeolite 13X were chosen as adsorbent
materials. Although the activated carbon has a significantly lower CO2 adsorption capacity
and selectivity than Zeolite 13X, its spherical shape, mechanical properties and particle
size makes it interesting to consider for the MBTSA process. Among the goals of the
InnCapPlant project was to evaluate the MBTSA technology for two different coal-fired
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power plant types, namely a smaller subcritical unit and a larger supercritical power plant.
The InnCapPlant project had a target of 85% CO2 recovery and 95% CO2 purity.

Within InnCapPlant, operational data from a subcritical power plant in Poland was avail-
able from the beginning of the project. It was therefore decided to use this type of CFPP
for the first part of the work (Publication I). The subcritical unit had a nominal flue gas
mass flow rate of 58 kg/s. To evaluate whether it could meet the recovery and purity targets
for this application, activated carbon was chosen as the adsorbent material in this article.
From the results in Section 4.1 and 4.2 it is seen that the process was able to meet the
purity requirement. However, a nominal CO2 recovery rate of around 82% was achieved,
which is below the target value. The energy requirement of the process was also high. It
was therefore decided to use Zeolite 13X as the adsorbent material in Publication II and
III, which considered CO2 capture from the supercritical power plant type. Due to the
higher CO2 adsorption capacity and selectivity, both the purity and recovery targets were
achieved when using Zeolite 13X. For these publications, the CO2 recovery target was in-
creased to 90%, since this is a typical value used in the literature for post-combustion CO2
capture. The total flue gas mass flow rate from the supercritical CFPP was 804 kg/s. Due
to the large amount of gas being processed, it was decided to employ two parallel MBTSA
units to avoid unrealistically large column sizes.

3.2 Coal-fired power plant model
In Publication I, the boundary conditions to the MBTSA process were based only on data
from the subcritical power plant, meaning that no power plant model was required. For
Publication II and II, a power plant design based on the supercritical pulverized coal-fired
reference plant from NETL (2019) was used. The steam turbine train consists of one
high-pressure turbine, two intermediate-pressure turbines and two low-pressure turbines.
A single reheat stage between the high-pressure and intermediate-pressure turbine is in-
cluded. The net electrical power output of the plant is 598 MW after integration with the
CO2 capture process. Steam for MBTSA regeneration is extracted from the intermediate-
pressure turbine and returned to the deaerator. Before being sent to the PCC process, the
flue gas from the boiler passes through an electrostatic precipitator, a wet flue gas desul-
furization unit and a cooling and drying step. A flow diagram of the power plant is shown
in Figure 3.2.

A steady-state model of the power plant was built in version 30 of the STEAM PRO
and STEAM MASTER programs from Thermoflow (Thermoflow, 2023). The design of
the power plant was done in STEAM PRO and steady-state off-design simulations were
performed in STEAM MASTER after fixing the design of the process. In Publication III,
the main focus is on flexibility introduced by the opening and closing of valves in the
water/steam cycle at constant boiler firing rates. Since such changes will influence the
power plant production without significant delays, using a steady-state model is assumed
to be sufficient.

When considering ramps in the power plant load through changes in the boiler operation,
a dynamic power plant model would give the most accurate results. In this project, a
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Figure 3.2: Process flow diagram of the supercritical coal-fired power plant configuration used in
this work.

simplification was made by assuming a constant ramp rate over a given period of time.
For the smaller scale CFPP, a ramp rate of 4% of the nominal load per minute was used.
For the supercritical CFPP, the ramp rate was 5% of the nominal power plant load over
a period of 30 seconds, which follows the requirement for newly built power plants in
Poland (Zima et al., 2023). In Publication I, the flue gas flow rate was assumed to vary
linearly with the load. In Publication II, the ramps were made more accurate by performing
steady-state off-design simulations to determine the relationship between the flue gas flow
rate and power plant load.

3.3 Process control

3.3.1 Investigated control structures
In total, five different types of control structures were studied as part of the Ph.D project.
In Publication I, the focus was on simple, decentralized control strategies. Since control of
the MBTSA process for PCC had not been investigated prior to the project, this approach
was a natural starting point that established a baseline for comparison with more advanced
strategies. In Publication II, enhanced single-loop control structures were compared to
this baseline. Enhanced single-loop control is a collective term for advanced, decentral-
ized strategies that aim at improving performance beyond what can be achieved with SISO
PID loops without the complexity of MPC (Seborg et al., 2016). As shown in the literature
review in Chapter 2, MPC is often preferred over decentralized control. However, some
studies have concluded that MPC does not provide a large enough performance improve-
ment to justify the increase in complexity (Panahi and Skogestad, 2012; Cormos et al.,
2015).

The types of control structures investigated in this Ph.D project are listed below:

1. PI feedback control (baseline structure shown in Figure 3.1)
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2. Ratio-based feedforward control

3. Cascade control

4. Combined feedforward and feedback control

5. Adaptively tuned PI control

The strategies listed above were all applied to the performance control layer of the MBTSA
process, i.e. involving the control of the CO2 recovery or purity. As discussed in Section
2.2, there are two main alternatives regarding the variable pairings for this layer. In this
project, the CO2 recovery was controlled by manipulating the sorbent flow rate and the
purity or regenerated sorbent temperature was controlled by varying the heating fluid flow
to the desorption section. The opposite pairing would also be possible. In addition to the
performance layer, a regulatory layer was developed to control additional variables needed
for stable operation of the process. This layer was identical in all cases considered in this
work. The different control loops and variable pairings are summarized in Table 3.3.

Table 3.3: Summary of the control loops and variable pairings used for the MBTSA process.

No. Layer Controlled variable Manipulated variable
1 Performance CO2 recovery Sorbent mass flow rate

2 Performance CO2 purity or regenerated Velocity of heating fluid
sorbent temperature in desorption section

3 Regulatory Ratio between sorbent flow rate Velocity of working fluid
and working fluid velocity in internal heat recovery
in internal heat recovery loop loop

4 Regulatory Sorbent temperature at the Velocity of cooling water
cooling section outlet

5 Regulatory Gas velocity at the top of the
precooling section

Purge gas mass flow rate

Controller number 4 and 5 in the regulatory layer are PI controllers. Controller 3 is a
feedforward controller with the aim of keeping the fraction of heating/cooling delivered
by the internal loop stable during operation.

The PI controllers were implemented in the MBTSA model by using the PID controller
block available in gPROMS ModelBuilder. For these controllers, the value of the manip-
ulated variable (ucalc) is calculated from the following equation:

ucalc = Kc (P + I) (umax − umin) +B (3.18)

Where Kc is the controller gain, P is the proportional term, I is the integral term, umax is
the upper limit of the MV, umin is the lower limit of the MV and B is the controller bias.
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The controller error, e, is calculated as the normalized difference between the value of the
controlled variable (y) and its setpoint (ySP):

e =
ySP − y

ymax − ymin
(3.19)

In the case of standard PI control, the setpoint is specified by the user. For a cascade
controller, the setpoint of the inner loop is the MV of the outer loop, calculated by Eq.
3.18. The proportional and integral contributions are determined based on the error:

P = e (3.20)

τI
dI

dt
= e (3.21)

In a ratio-based feedforward structure, the control action is determined directly from a
disturbance (d) instead of taking the error into account. The equation for calculation of the
MV is therefore simpler than for PI control:

ucalc = u′d (3.22)

Since it only relies on a measurement of the disturbance, the MV value is quickly calcu-
lated. However, the absence of a feedback loop means that the ratio u′ must be specified
with high accuracy to avoid a steady-state offset between the CV and its desired value.
This drawback is addressed in the combined feedforward and feedback control structure.
In this case, u′ is not specified by the user but calculated by a PI controller, resulting in a
special form of cascade control. The integral action of the feedback controller ensures that
the ratio over time is adjusted to eliminate the steady-state offset. This control structure is
shown in Figure 3.3.

X

d

e u' uy
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d

y

y
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Figure 3.3: Overview of the combined feedforward and feedback control structure. From Publica-
tion II.

To allow a power plant to operate flexibly, the control structure for the PCC process must
be able to handle a wide range of loads. When the dynamic behavior of the PCC process
varies with load, it is necessary to update the controller tuning parameters to maintain
controller performance. This is done in the adaptively tuned PI control cases, where the
equation for ucalc is a modified version of Eq. 3.18:

ucalc = Kc(φ) [P + I(φ)] (umax − umin) +B (3.23)
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Similarly, the equation for the integral contribution becomes:

τI(φ)
dI

dt
= e (3.24)

In these equations, φ represents the incoming flue gas feed mass flow rate normalized by
its value at full load. For flexible operation driven by modification of the boiler load, this
variable is a suitable indicator of how far from the nominal point the MBTSA process is
operating. The working principle of the adaptively tuned control case is shown in Figure
3.4.
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Calculation block

Tuning

d

Figure 3.4: Overview of the feedback control structure with adaptive tuning of controller parame-
ters. From Publication II.

3.3.2 Controller tuning
For PI controllers, controller tuning involves determining the controller gain Kc and the in-
tegral time τI. In this work, the simplified internal model control (SIMC) rules (Skogestad,
2003) were applied. The SIMC rules use the first-order transfer function with effective de-
lay between the MV and CV as basis for the tuning. This transfer function g can be written
as:

g(s) =
ke−θs

τs+ 1
(3.25)

Where k is the process gain, θ is the effective delay and τ is the time constant. Two
different methods were applied to obtain the transfer function. If the open-loop response
of the CV to a step in the MV exhibited first-order behavior, the values of each parameter
in the transfer function were found by graphical inspection. The gain was found as the
difference between the final and initial value of the CV. The effective delay is the time it
takes after the MV step before the CV starts continuously changing in the same direction
as the gain, meaning that any inverse initial responses are included in θ. The time constant
was taken as the time it took the CV to reach 63% of its final value. For cases where the
open-loop step response could not be approximated as first-order, the setpoint overshoot
method presented by Shamsuzzoha and Skogestad (2010) was used. In this method, the
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transfer function is found by performing a closed-loop simulation with only P-control
activated.

In addition to the transfer function parameters, the SIMC rules require the user-specified
closed-loop time constant (τc). This is an adjustable parameter used to influence the re-
sponse time of the controller. The equations are as follows:

Kc =
1

k

τ

τc + θ
(3.26)

τI = min [τ, 4 (τc + θ)] . (3.27)

In the case of ratio-type feedforward control, tuning involves determining the ratio u′.
In some cases, u′ was fixed at the ratio between the value of the considered input and
disturbance at nominal load. In other cases, a linear regression was used to adjust the ratio
based on the load φ.

3.3.3 Quantitative evaluation of controller performance
In addition to graphical comparison of dynamic closed-loop trajectories, three different
quantitative metrics have been applied in this work for controller performance evaluation.
They are summarized below:

1. Steady-state offset relative to CV setpoint (for controllers without feedback).

2. 99% settling time, defined as the time it takes for the CV to reach and stay within ±
1% of the final steady-state value.

3. The integral absolute error (IAE).

The following definition for the IAE was used:

IAE =

∫ t

0

|ySP(t)− y(t)|dt (3.28)

3.4 Steam accumulator thermal energy storage
The main motivation for using a TES system in this work was to achieve rapid changes
in the electrical power output of the CFPP that could be maintained for limited periods
of time. This requires a TES technology that can deliver high charging/discharging rates.
Since water is used both as the storage medium and working fluid in a steam accumulator,
rapid charging and discharging is possible. This was the main motivation for using a steam
accumulator in this work. As summarized in Section 2.3, several other storage technolo-
gies could have been chosen, including phase change materials, molten salt-based systems
and solid media thermal storage. Phase change materials can offer high energy storage
densities compared to steam accumulators, but the technology is still under development
and could suffer from low heat-transfer rates (Beck et al., 2021). Solid media thermal
storage can be a cost-efficient alternative, but they are limited by low charging/discharging
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rates and therefore not suitable for the intended application (Beck et al., 2021). Molten-
salt TES systems also have higher energy storage densities than steam accumulators and
are suitable for high-temperature applications. Drawbacks of this technology include high
storage media costs and freezing of the working fluid during operation (Haider and Werner,
2013).

3.4.1 Working principle

Steam accumulators utilize the high specific heat capacity of liquid water to store large
amounts of sensible heat in a pressurized liquid phase (Steinmann and Eck, 2006). The
capacity is decided by the volume of the pressurized tank. The steam accumulator consid-
ered in this work operates in a sliding-pressure mode. During charging, superheated steam
is fed to the tank, which increases the pressure in the vessel. The temperature of the liquid
water will also increase due to condensation of superheated steam. During discharging, the
pressure reduction in the vessel leads to superheating and subsequent evaporation of the
liquid phase. The generated steam leaves the tank and can be used to cover heat demands
in the CFPP-PCC system.

A simplified overview of the steam accumulator is shown in Figure 3.5. The liquid water
(phase 1) and steam (phase 2) are modeled separately. A dynamic mathematical model
accounting for non-equilibrium thermodynamic effects is used to simulate the steam ac-
cumulator. It is based on the approach presented by Stevanovic et al. (2012). For the
derivation of the equations, the reader is referred to the original article.

Figure 3.5: Simplified overview of the steam accumulator.

3.4.2 Model equations and implementation

The mass of each phase in the accumulator depends on the inlet and outlet flows as well
as the internal mass transfer between the phases due to evaporation or condensation. The
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mass balances are given by:

dM1

dt
= ṁ1,in − ṁ1,out + ṁc − ṁe (3.29)

dM2

dt
= ṁ2,in − ṁ2,out + ṁe − ṁc (3.30)

The evaporation mass flow rate (ṁe) and condensation mass flow rate (ṁc) are calculated
based on the difference between the liquid enthalpy h1 and the saturated liquid enthalpy
h′. Evaporation takes place if the water is superheated (h1 > h′), and the mass flow rate
is calculated as:

ṁe =
ρ1V1 (h1 − h′)

τer
(3.31)

Where r is the latent heat of vaporization. The condensation rate is set to zero in the case
of evaporation. If the water is subcooled (h1 < h′), condensation will take place and the
evaporation rate is set to zero. The condensation rate is given by:

ṁc =
ρ1V1 (h

′ − h1)

τcr
(3.32)

The relaxation time for evaporation (τe) and condensation (τc) are input parameters speci-
fied by the user. The mass-specific enthalpy balances for liquid and steam are given by:

dh1

dt
=

1

M1

[
(ṁh)1B + (ṁc − ṁe)h

′′ + Q̇21 +M1v1
dp

dt
− h1

dM1

dt

]
(3.33)

dh2

dt
=

1

M2

[
(ṁh)2B + (ṁe − ṁc)h

′′ − Q̇21 +M2v2
dp

dt
− h2

dM2

dt

]
(3.34)

Where (ṁh)1B = ṁ1,inh1,in − ṁ1,outh1 and (ṁh)2B = ṁ2,inh2,in − ṁ2,outh2 account
for the balance between incoming and outgoing enthalpy flows of each phase. The heat
transfer rate from the steam to the liquid water depends on the temperature difference
between the phases:

Q̇21 = (ha)21 (T2 − T1)V1 (3.35)

If the water is superheated, Q̇21 = 0. This will be the case for example during discharging
of the tank. In this equation, (ha)21 is the product of the heat transfer coefficient between
superheated steam and liquid and the steam-water interface area concentration. Like the
relaxation times, it is an input parameter specified by the user. As the enthalpy balances
indicate, the accumulator is assumed to be perfectly insulated so that no heat is lost to the
surroundings. Such heat losses were found to be negligible in the work of Richter et al.
(2019).

Two different modeling approaches for charging and discharging were used to calculate the
pressure in the accumulator. In the case of discharging, the differential equation presented
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by Stevanovic et al. (2012) was used. It is derived based on the volume balance of the tank
(Vtank = V1 + V2) and can be written as:

dp

dt
=

(
h1

∂v1
∂h

∣∣
p
− v1

)
dM1

dt +
(
h2

∂v2

∂h

∣∣
p
− v2

)
dM2

dt − (ṁc − ṁe)h
′′ ∂v1

∂h

∣∣
p(

∂v1
∂p

∣∣∣
h
+ v1

∂v1
∂h

∣∣
p

)
M1 +

(
∂v2

∂p

∣∣∣
h
+ v2

∂v2

∂h
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p

)
M2

−
[−ṁ2,outh2 + (ṁe − ṁc)h

′′] ∂v2

∂h

∣∣
p(

∂v1

∂p
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h
+ v1

∂v1

∂h

∣∣
p

)
M1 +

(
∂v2
∂p

∣∣∣
h
+ v2

∂v2

∂h
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p

)
M2

(3.36)

The partial derivatives of the liquid and water specific volume were calculated from the
relations given by Zhu et al. (2019):

∂v1
∂h

∣∣∣∣
p

=
v1α1

cp,1
(3.37)

∂v2
∂h

∣∣∣∣
p

=
v2α2

cp,2
(3.38)

∂v2
∂p

∣∣∣∣
h

= −v2κ2 −
v22α2

cp,2
(1− T2α2) (3.39)

The IAPWS-95 equation of state (Wagner and Pruß, 2002) was used for all thermodynamic
properties needed in the model. To calculate the density and temperature of each phase,
calls with specific enthalpy and pressure as the input variables were used. Calls with pres-
sure as the only input variable were used to calculate saturated enthalpies, the latent heat
of vaporization and single-phase properties such as the isobaric expansivity, specific heat
capacities and isothermal compressibility. The partial derivative of liquid water specific
volume with regard to pressure was estimated numerically by using first-order differences.

In the case of tank charging, using Eq. 3.36 lead to errors in the volume conservation of
the accumulator. Therefore, an alternative method for calculating the tank pressure was
applied. In this approach, the volume of the tank was included in the calculation of the
steam specific volume to force volume conservation: v2 = (Vtank − V1) /M2. The tank
pressure was calculated from a call to the equation of state based on the steam phase
properties, i.e. p = p (v2, h2). Using this type of method for calculating the pressure leads
to a differential-algebraic equation (DAE) system.

The model was implemented in MATLAB version R2022b and REFPROP version 10
was used for thermodynamic calculations. More information on REFPROP is given in
Huber et al. (2022). A Python interface was used to make REFPROP callable directly
from MATLAB. To solve the discharging model, the stiff ordinary differential equation
solver ode15s was applied. The charging model was solved by the implicit ode15i solver,
which can handle DAE systems. The model was validated against both experimental and
simulation data from the literature for two different tanks sizes.
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3.4.3 Integration into power plant with CO2 capture
In Figure 3.6, the process flow diagram of the supercritical CFPP with integrated MBTSA
PCC and steam accumulator thermal energy storage is shown. The figure shows how the
thermal storage system has been integrated into the power plant in this work. Charging of
the TES takes place by extracting reheated steam from the intermediate-pressure turbine
inlet.

Two alternatives for discharging of the TES are considered. Firstly, steam from the accu-
mulator can be used to cover the regeneration duty of the MBTSA process. As summarized
in the knowledge gaps in Section 2.4, using a TES system to deliver heat to the MBTSA
process had not previously been studied in the literature and this alternative was therefore
interesting to investigate. Due to the large steam flow rate required for sorbent regenera-
tion, this integration option has the potential to significantly affect the net power output of
the CFPP. The second investigated discharging option was using the TES to cover feedwa-
ter heating demands in the power plant. This option has previously been shown to work
well in the studies by Richter et al. (2019) and Stevanovic et al. (2020). Sending steam
from the TES directly to the turbine train was also considered, but integration with feed-
water heaters was considered to be more realistic for practical implementation due to the
sliding-pressure operation of the steam accumulator.

The two integration options for discharging are compared in Publication III. To model the
integrated system, a soft-linking of the individual models explained in this chapter was
performed. This means that the models were not collected in a single modeling environ-
ment. Due to the limited number of simulations required by each model for each case,
the additional time required to transfer data between models and sequentially start sim-
ulations was acceptable. Transferring the TES model and building a power plant model
in gPROMS would likely be significantly more time-consuming than the soft-linking ap-
proach, without increasing the accuracy of the results.
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Figure 3.6: Process flow diagram of supercritical coal-fired power plant with integrated MBTSA
post-combustion CO2 capture and steam accumulator thermal energy storage.
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Chapter 4
Results and discussions

In this section, selected results from the Ph.D project are presented and discussed, with
the goal of demonstrating how the project objectives have been achieved. For a complete
overview of the results, the reader is referred to the publications in Appendix A.

4.1 PCC responses to changes in power plant operation
Modifying the power plant operation will influence the PCC process in two main ways.
Firstly, the flow rate of the flue gas entering the PCC process will vary when the boiler
load is changed. Secondly, changing the power plant operation can influence the available
amount and quality of the steam delivered to the PCC process. For the smaller scale CFPP
studied in Publication I, ramps between 100-80-100% of the nominal flue gas mass flow
rate were used to simulate the closed-loop response of the MBTSA process to changes in
boiler operation. The flue gas feed mass flow rate profile is shown in Figure 4.1 and the
closed-loop response of the PCC process is shown in Figure 4.2.
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Figure 4.1: Flue gas mass flow rate profile from 100-80-100% ramp simulations.
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Figure 4.2: Closed-loop response of CVs (left) and MVs (right) to 100-80-100% flue gas feed flow
ramp starting at t = 0. From Publication I.
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In Figure 4.2, four different control strategies are compared. Case A represents the baseline
control structure with PI control of both CO2 recovery and purity, Case B uses PI control
of CO2 purity and ratio control of the sorbent flow rate, Case C uses ratio control of both
the sorbent flow rate and desorption section hot fluid and Case D is a PI control structure
with cascade control of CO2 purity.

In these simulations, it was assumed that all measurements are instantly available and that
there is no delay between a control action and its implementation in the MBTSA process.
Due to these assumptions, the feedforward and cascade controllers do not give a significant
improvement in the controller speed compared to the baseline PI structure. Furthermore,
due to the imperfect adjustment of the ratio in the feedforward controllers with system
load, a clear steady-state offset is observed for the purity and recovery at 80% load. A
drawback of the baseline control structure in this case is the oscillations observed during
the load reduction ramp. This is an indication of overly aggressive controller tuning and
is further addressed in Section 4.3. For both positive and negative ramps, the regulatory
control of the cold adsorbent temperature and precooling section gas velocity is fast.

In Publication II, simulations with ramps in power plant load were performed for the large-
scale CFPP using Zeolite 13X as the adsorbent material. In this case, positive load ramps
between 40 and 100% load were used to represent the gradual ramping up of the power
plant load after a period of low demand. The flue gas mass flow rate profile and the closed-
loop responses of CVs and MVs are shown in Figure 4.3. Similarly to the ramp simulation
shown above, all investigated control structures show similar behavior due to the assump-
tion of instantly available measurements and control actions. The effects of introducing
measurement delays are shown in Section 4.3. The enhanced single-loop controllers ap-
plied in this case eliminate the steady-state offsets of the feedforward controllers and the
oscillations observed in Figure 4.2.

To summarize, the ramp simulations demonstrate that the MBTSA process can be con-
trolled for variations in the boiler load for both small and large scales and different adsor-
bent materials.
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Figure 4.3: Closed-loop response of CVs (left) and MVs (right) to power plant load ramps between
40 and 100%. The top graph shows the variation in flue gas flow rate during the simulation. From
Publication II.
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In Figure 4.4, the closed-loop response of higher-level CVs and MVs to a 20 K reduction
in the hot fluid temperature at full load is shown. This represents a scenario where the
power plant operation is changed in a way that leads to a reduction of the temperature of
the extracted steam sent to the CO2 capture process. Alternatively, it can be viewed as a
scenario where steam of lower quality is sent to the PCC unit to alter the electrical power
output. To maintain similar driving forces for heat transfer as in the nominal case, the
setpoint for the regenerated sorbent temperature is also reduced by 20 K.

The results demonstrate that the CO2 recovery rate target of 90% can be met even though
the incoming steam temperature is reduced. To compensate for the reduced working ca-
pacity of the adsorbent caused by the lower regeneration temperature, a significant increase
in the sorbent mass flow rate is osberved.

Figure 4.4: The response of higher-level CVs and MVs to a simultaneous change in the hot fluid
temperature and regenerated sorbent temperature setpoint at 100% load. The top graph shows the
step change in the hot fluid temperature introduced at t = 1.67 min. From Publication II.
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4.2 Closed-loop responses to changes in PCC operation
As pointed out in Chapter 2, the operation of the PCC process can be modified to pro-
vide flexibility to the power plant. Such modifications might also be necessary due to
downstream requirements in the CCS chain (e.g. regarding the CO2 purity) or a change
in market conditions (e.g. the cost of emitting CO2). Furthermore, introducing changes in
the PCC operation is a common method for testing the robustness of implemented control
structures.

In Figure 4.5, the closed-loop response of higher-level CVs and MVs to a CO2 recovery
setpoint step change is shown. If the PCC process has been operating at reduced recovery
rates for a period of time, such a step change represents a return to normal operation.
During periods where it is beneficial to capture additional CO2, a step change of this type
would be used to increase the setpoint above the nominal value.

Figure 4.5: Closed-loop response of higher-level CVs (left) and MVs (right) to a CO2 recovery
setpoint step change introduced at t = 0. From Publication I.

As the figure shows, the control system is able to closely track the CO2 recovery setpoint
by increasing the sorbent mass flow rate. The CO2 purity also stabilizes at its setpoint after
a period of around 2 h. A significant increase in the heating fluid velocity in the desorption
section is observed, which means that a larger amount of extracted steam from the power
plant is required. This will lead to a reduction of its electrical power output, demonstrating
that modifying the recovery setpoint can provide power generation flexibility. If stricter
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limits were imposed on the heating fluid velocity, the control system would compensate
by increasing the sorbent mass flow rate to a larger value than what is observed in this
simulation.

In Figure 4.6, the closed-loop response of the MBTSA process to a CO2 purity setpoint
step change is shown. Apart from the ratio-based feedforward controller (Case B), the
CO2 recovery is closely controlled also in this case. With the standard PI control structure
(Case A), the purity stabilizes at the new setpoint after around 1 hour. Both the heating
fluid velocity and sorbent mass flow rate are increased to be able to deliver CO2 at a higher
purity.

Figure 4.6: Response of higher-level CVs (left) and MVs (right) to a CO2 purity setpoint step change
introduced at t = 0. From Publication I.

4.3 Comparison of enhanced single-loop and standard con-
trol structures

The ramp results in Figure 4.2 show that the control structures studied in Publication I had
several limitations. The standard PI control structure (Case A) showed signs of oscillations
when going from 100 to 80% load. The controller tuning was performed based on the
open-loop behavior at full load, which leads to overly aggressive controller behavior as
the load is decreased. In Figure 4.7, the effect of reducing the controller gain on the
closed-loop behavior of the CO2 purity and its associated MV is shown. By reducing the
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gain to one third of the value obtained by tuning at full load, a significantly smoother
profile is observed. This demonstrates that adaptive tuning of the controllers based on the
system load can be beneficial.

Figure 4.7: Response of CO2 purity and heating fluid velocity using the standard PI control structure
to a 100-80-100% flue gas feed flow ramp for nominal and reduced values of the controller gain.
From Publication I.

Another limitation of the cases presented in Section 4.1 is the assumption of instantly
available measurements, which is not achievable in practice. To make the simulations
more representative of practical operation, measurement delays of 15 seconds for CO2
recovery and 5 seconds for the regenerated sorbent temperature were introduced. The
closed-loop response of the system to a ramp between 60 and 80% power plant load when
considering these delays is shown in Figure 4.8.

Since all the enhanced single-loop control structures have a feedback element, the mea-
surement delays have a significant effect on the controller settling times and lead to larger
differences between the different control strategies than in the previously presented ramp
simulations. In the feedforward part of the FF + PI controller, the sorbent flow rate is
increased independently of the CO2 recovery measurement. This controller is therefore
able to keep the recovery rate closer to its setpoint than the other control structures at the
start of the ramp. The feedback part of the FF + PI controller eliminates the previously
discussed steady-state offset.

The simulation results also show the benefit of adaptive tuning of the controller param-
eters. Since they can handle more aggressive tuning, the adaptive cases demonstrate a
tighter control of the CO2 recovery than the standard PI case. No clear difference is ob-
served between only adjusting the controller gain and adjusting both the controller gain
and integral time. This indicates that the controller gain is the most important parameter
to adjust.
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Figure 4.8: The closed-loop response of higher-level CVs and MVs to a 60-80% power plant load
ramp with a 15 s delay in the CO2 recovery measurement and a 5 s delay in the regenerated sorbent
temperature measurement. From Publication II.

4.4 Thermal storage integration effect on flexibility

The main motivation for application of a TES system in this project was to contribute
to positive and negative reserve for the power plant without modifying the boiler load or
reducing the CO2 recovery rate.

Achieving a reduction in the net electrical power output is particularly useful at the mini-
mum load, since additional startups and shutdowns during periods of very low electricity
prices can be avoided. However, due to the large amounts of extracted steam needed for
sorbent regeneration, it is not possible to simultaneously charge the TES and maintain a
high CO2 recovery rate at the minimum load. Therefore, simulations at 60% load were
performed to quantify the effect of TES charging at reduced power plant loads. The net
and relative electrical power output profile when charging with an extracted reheat steam
mass flow rate of 5 kg/s at 60% load is shown in Figure 4.9. It takes around 139 min-
utes before the pressure in the steam accumulator equals the reheat steam pressure and
the charging process is stopped. In this case, the final tank pressure was 27.7 bar. The
net electrical power output is reduced by 5.6 MW, leading to a 13.0 MWh reduction in
electrical energy production.
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Figure 4.9: Profiles of the net electrical power output and relative power output change during TES
charging at 60% load with a steam flow rate of 5 kg/s. From Publication III.

A disadvantage of charging at reduced loads is that the extracted steam is at a significantly
lower pressure than at full load, leading to a lower final pressure in the steam accumulator.
In Figure 4.10, the results of a charging simulation at full load with a steam flow rate of 5
kg/s are shown. In this case, the charging process takes around 200 minutes, giving a final
tank pressure of 46.7 bar. The net power output is reduced by 8.2 MW, giving a reduction
in the electrical energy output of 27.3 MWh.

Figure 4.10: Profiles of the net electrical power output and relative power output change during TES
charging at 100% load with a steam flow rate of 5 kg/s. From Publication III.

As described in Section 3.4, two alternatives for discharging of the steam accumulator
were considered in this project. All discharging simulations were carried out at full load
with an initial tank pressure of 46.7 bar. In Figure 4.11, the net electrical power output
and relative power output profile for the case where the TES is used to cover the heat
demands of FWH4 and FWH3 in the power plant are shown. During the initial part of
the discharging process, the pressure in the accumulator is high enough to cover both
feedwater heaters. This gives a net electrical power output increase of 20.5 MW for around
23 minutes. After this period, the pressure of the TES is only sufficient to deliver steam
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to FWH3. This part of the discharging process lasts for around 13 minutes, giving a net
electrical power output increase of 10.2 MW.

Figure 4.11: Net electrical power output profile and relative power output change when thermal
storage is used to cover FWH3 and FWH4 heat demand at full power plant load. From Publication
III.

In Figure 4.12, the results from a simulation with the second discharging option are shown.
In this case, the TES is first used to cover the regeneration duty of the MBTSA process.
Due to the large steam flow rates required, this integration option gives a significant net
electrical power output increase of nearly 67 MW. However, the tank pressure reaches the
threshold value after only 3.2 minutes. After this point, steam is sent to FWH4 and FWH3
for around 15 minutes and to only FWH3 for 13 minutes.

Figure 4.12: Net electrical power output profile and relative power output change when thermal
storage is used to cover MBTSA regeneration duty and then feedwater heating demand at full power
plant load. From Publication III.

Both discharging options give an increase in the electrical energy production between
10.5 and 11.0 MWh. The FWH discharge case has a duration of 37.5 minutes, which is
approximately 6 minutes longer than the MBTSA + FWH case. Both options exceed the
requirement for primary reserve from Palizban and Kauhaniemi (2016), where it is stated
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that primary reserve should have a duration between 15 and 30 minutes. An advantage of
discharging to the MBTSA process is the large increase in net electrical power output.

4.5 Uncertainty of results
The main source of uncertainty in the results presented in this Ph.D project is that the
MBTSA process model can not be fully validated due to a lack of openly available exper-
imental data. The parameters in the extended Virial isotherm model used to describe the
adsorption equilibrium are fitted to experimental data, but other aspects of the MBTSA
process such as the pressure drop and the heat and mass transfer within the different sec-
tions are not possible to validate. As a consequence, the performance and dynamic behav-
ior predicted by the model are uncertain. Determining the heat transfer coefficient between
the heat exchanger tubes and the gas/solid phase on the sorbent side is particularly impor-
tant, since this is the dominating thermal resistance in the system (Mondino, 2022). This
coefficient influences both the steady-state and dynamic behavior of the MBTSA process.

In the simulations presented in Publication I and II, the closed-loop profiles of different
control structures are compared against each other. Although the absolute values predicted
by the model are uncertain, comparing the relative performance of different controllers can
still provide useful insights, assuming that the prediction error does not vary significantly
between the different control strategies. Furthermore, it can be argued that the control
framework presented in this project would be suitable for controlling the MBTSA process
even if the model predictions were different. Since model-based tuning methods based on
the open-loop behavior of the system are applied, a change in the underlying model would
be accounted for in the form of updated controller tuning parameters.

Errors in the MBTSA model predictions would also influence the results presented in
Publication III, primarily through an incorrect estimate of the amount of heat required
for regeneration of the PCC process. This directly affects the amount of steam that is
sent from the power plant to the MBTSA process and will also influence the charging of
the steam accumulator. As an example, extracting more steam from the power plant to
cover the MBTSA regeneration duty will lead to a lower final tank pressure after charg-
ing. In addition, an error in the regeneration duty estimate will affect the estimate of the
net electrical power output increase achieved by discharging the steam accumulator to the
MBTSA process. It is expected that comparing the relative performance of different inte-
gration strategies will be more reliable than considering the absolute value of individual
predictions.
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5.1 Conclusions
The main goal of this Ph.D project was to study the flexible operation of coal-fired power
plants with moving bed temperature-swing adsorption post-combustion CO2 capture. Two
main flexibility methods were studied in this project. Firstly, control strategies with the
goal of maintaining the performance of the capture process during changes in the power
plant operation were developed and evaluated. Secondly, the integration of a steam ac-
cumulator thermal energy storage unit into the coal-fired power plant – carbon capture
process was considered. Increasing the maximum load of the power plant and enabling it
to rapidly change its load were the primary flexibility modes studied in this work. Two ad-
sorbent materials (activated carbon and Zeolite 13X) and two different power plant scales
were investigated.

The first main contribution of this thesis was the development and implementation of a
control framework for the MBTSA process. The framework consisted of five controlled
and manipulated variable pairs in a decentralized structure that was divided into a regula-
tory and higher-level layer. The regulatory layer included a controller keeping the fraction
of heating and cooling delivered by the internal heat recovery loop stable, a controller for
the sorbent temperature leaving the cooling section and a controller for the gas velocity at
the top of the precooling section. In the higher-level layer, the sorbent flow rate was used
to control the CO2 recovery and the heating fluid flow to the desorption section was used to
control either the CO2 product purity or the regenerated sorbent temperature. The control
framework was added to a gPROMS model of the MBTSA process and both the open and
closed-loop dynamic responses were studied. A range of scenarios were simulated, includ-
ing step changes in the incoming flue gas flow, ramps in power plant load, setpoint changes
for higher-level control variables, variations in flue gas feed CO2 concentration and varia-
tions in the external heat source temperature. The simulations showed that the developed
control framework was able to maintain the performance of the MBTSA process for power
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plant-driven flexibility scenarios and changes in the operation of the post-combustion cap-
ture process.

The second main contribution of this thesis was the comparison of several different al-
ternatives for higher-level control of the MBTSA process. In Publication I, four different
control strategies were investigated, namely a baseline structure with PI control of both the
CO2 recovery and purity, an option with PI control of CO2 purity and feedforward control
of the sorbent flow rate, a structure with feedforward control of both the sorbent flow rate
and heating fluid velocity to the desorption section and a case with regular PI control of
the CO2 recovery and a cascade controller for the CO2 purity. Due to imperfect ratio ad-
justment in the feedforward controllers with system load, steady-state offsets from the CV
setpoints were observed. Furthermore, aggressive tuning of the PI controllers caused oscil-
lations when the power plant load was reduced. To address these limitations and improve
the controller performance, two enhanced single-loop control structures were studied in
Publication II. By adaptively adjusting the controller tuning parameters (gain and integral
time) with the system load, no oscillations were observed and tighter control of the CO2
recovery compared to the standard PI control structure was achieved. A PI controller was
combined with the feedforward control structure to adjust the ratio based on the control
error instead of a parametric relation. This eliminated the steady-state offsets and lead to
closer control of the CO2 recovery rate. When testing the enhanced single-loop control
structures, the effect of measurement delays were included. Such delays were found to
have a large effect on the relative performance of the investigated control strategies.

The third main contribution of this Ph.D project was a study of how the integration of a
steam accumulator thermal energy storage unit could increase the flexibility of the power
plant – CO2 capture system. A dynamic model of the steam accumulator was implemented
in MATLAB and validated with both experimental and simulation data from the literature.
Combined with a steady-state power plant model, simulations were carried out to quantify
how charging and discharging the thermal energy storage affected the net electrical power
output of the power plant. Charging the accumulator with reheat steam from the power
plant could reduce the net power output by up to 1.4 % for around 200 minutes. Two al-
ternatives for discharging of the thermal energy storage were considered, namely covering
the regeneration duty of the MBTSA process and meeting the demand of two feedwater
heaters. Discharging was found to give relative power plant load increases between 1.7
and 11.2% for up to 37.5 minutes, which exceeds the requirement for primary reserve.
Sending steam from the accumulator directly to the MBTSA process could increase the
net electrical power output by almost 67 MW for a period of 3.2 minutes. An advantage
of using a thermal energy storage system to provide flexibility is that the resulting load
changes take place without modifying the boiler load or reducing the CO2 recovery rate.
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5.2 Future work
There are several opportunities for future work on the design and modeling of the MBTSA
process. This includes the development of optimization-based design algorithms, investi-
gation of the energy penalty associated with drying of the flue gas upstream of the MBTSA
unit and studying the effect of non-binary flue gas compositions on the process behavior.
However, the recommendations for future work given below are limited to topics relevant
for the continuation of the work carried out in this Ph.D project.

The results presented in Publication II showed that measurement delays have a significant
effect on the closed-loop behavior of the MBTSA process. This motivates a more detailed
evaluation of the effect of delays in future work. A weakness of the scenarios considered in
this project is the assumption that a change in the sorbent flow rate is instantly implemented
in all sections of the MBTSA unit. Introducing delays for the sorbent flow rate and other
manipulated variables would make the system more representative of real-life operation.
Considering the effect of signal noise would also be an improvement. In practice, signal
noise can originate from sensor inaccuracies or estimation errors for variables that are not
possible to measure directly.

Another key topic for future work will be the investigation of new control structures that
can further improve the closed-loop behavior of the MBTSA process. For decentralized
control, implementing decoupling approaches for the higher-level control layer could be
beneficial. Centralized control approaches such as model predictive control will also be
relevant to consider. Model predictive control has the potential for improving the con-
trol performance due to the inherent handling of coupled variables, the ability to handle
constraints and the possibility of including cost or energy-related aspects in the control
algorithm.

The work in Publication III demonstrated that thermal energy storage could provide flex-
ibility to the power plant – carbon capture system. However, there are several topics that
could be investigated to build on these results. Firstly, a techno-economic evaluation of
the concept would give more knowledge on its viability and could be used to determine
the cost-optimal capacity and operation strategy. The steam accumulator could also be
compared to other thermal energy storage technologies, and alternative integration options
could be investigated. Studying how the thermal energy storage can contribute to other
flexibility modes such as rapid load ramps, startups and shutdowns would provide a more
complete understanding of its potential. To study such scenarios, a dynamic power plant
model would be required.

Finally, a central topic for future work should be the validation of the MBTSA process
model with experimental data. Initially, the steady-state predictions of the model at nom-
inal load should be validated. At a later stage, validation off the off-design and transient
predictions of the model can be performed. This would give more confidence in the results
provided by the model and the competitiveness of the MBTSA technology compared to
other post-combustion capture technologies.
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F., 2015. Post-combustion CO2 capture applied to a state-of-the-art coal-fired power
plant—the influence of dynamic process conditions. International Journal of Green-
house Gas Control 33, 51–62. doi:https://doi.org/10.1016/j.ijggc.
2014.12.001.

Gaspar, J., Ricardez-Sandoval, L., Jørgensen, J.B., Fosbøl, P.L., 2016. Controllability
and flexibility analysis of CO2 post-combustion capture using piperazine and MEA.
International Journal of Greenhouse Gas Control 51, 276–289. doi:https://doi.
org/10.1016/j.ijggc.2016.06.003.

Global CCS Institute, 2022. Global Status of CCS 2022. Technical Report. Global CCS
Institute.

Gonzalez-Salazar, M.A., Kirsten, T., Prchlik, L., 2018. Review of the operational flex-
ibility and emissions of gas- and coal-fired power plants in a future with growing re-
newables. Renewable and Sustainable Energy Reviews 82, 1497–1513. doi:https:
//doi.org/10.1016/j.rser.2017.05.278.

Haider, M., Werner, A., 2013. An overview of state of the art and research in the fields of
sensible, latent and thermo-chemical thermal energy storage. e & i Elektrotechnik und
Informationstechnik 130, 248–259. doi:10.1007/s00502-013-0151-3.

Hasan, M.F., Zantye, M.S., Kazi, M.K., 2022. Challenges and opportunities in carbon
capture, utilization and storage: A process systems engineering perspective. Comput-
ers & Chemical Engineering 166, 107925. doi:https://doi.org/10.1016/j.
compchemeng.2022.107925.

Huber, M., Dimkova, D., Hamacher, T., 2014. Integration of wind and solar power in
Europe: Assessment of flexibility requirements. Energy 69, 236–246. doi:https:
//doi.org/10.1016/j.energy.2014.02.109.

Huber, M.L., Lemmon, E.W., Bell, I.H., McLinden, M.O., 2022. The NIST REFPROP
database for highly accurate properties of industrially important fluids. Industrial
& Engineering Chemistry Research 61, 15449–15472. doi:10.1021/acs.iecr.
2c01427.

IEA, 2015. Energy technology perspectives (ETP). Harnessing electricity’s potential.
Technical Report. International Energy Agency.

IEA, 2022. World Energy Outlook 2022. Technical Report. International Energy Agency.

IEA, 2023. CO2 Emissions in 2022. Technical Report. International Energy Agency.

53



REFERENCES

IEA-ECES, 2018. Applications of thermal energy storage in the energy transition - bench-
marks and developments. Technical Report. IEA technology collaboration programme
on energy conservation through energy storage.

IPCC, 2018. Global Warming of 1.5 ◦C. An IPCC Special Report on the impacts of
global warming of 1.5 ◦C above pre-industrial levels and related global greenhouse gas
emission pathways, in the context of strengthening the global response to the threat of
climate change. Technical Report. Intergovernmental Panel on Climate Change.

IPCC, 2023. Climate Change 2023: Synthesis Report. Technical Report. Intergovernmen-
tal Panel on Climate Change.

Jung, H., Heo, S., Lee, J.H., 2021. Model predictive control for amine-based CO2 cap-
ture process with advanced flash stripper. Control Engineering Practice 114, 104885.
doi:https://doi.org/10.1016/j.conengprac.2021.104885.

Jung, H., Im, D., Heo, S., Kim, B., Lee, J.H., 2020. Dynamic analysis and linear model
predictive control for operational flexibility of post-combustion CO2 capture processes.
Computers & Chemical Engineering 140, 106968. doi:https://doi.org/10.
1016/j.compchemeng.2020.106968.

Jung, W., Lee, J., 2022. Economic evaluation for four different solid sorbent pro-
cesses with heat integration for energy-efficient CO2 capture based on PEI-silica
sorbent. Energy 238, 121864. doi:https://doi.org/10.1016/j.energy.
2021.121864.

Kazemifar, F., 2022. A review of technologies for carbon capture, sequestration, and
utilization: Cost, capacity, and technology readiness. Greenhouse Gases: Science and
Technology 12, 200–230. doi:https://doi.org/10.1002/ghg.2131.

Kebede, A.A., Kalogiannis, T., Van Mierlo, J., Berecibar, M., 2022. A comprehensive
review of stationary energy storage devices for large scale renewable energy sources grid
integration. Renewable and Sustainable Energy Reviews 159, 112213. doi:https:
//doi.org/10.1016/j.rser.2022.112213.

Kim, H., Miller, D.C., Modekurti, S., Omell, B., Bhattacharyya, D., Zitney, S.E., 2016.
Mathematical modeling of a moving bed reactor for post-combustion CO2 capture.
AIChE Journal 62, 3899–3914. doi:https://doi.org/10.1002/aic.15289.

Kim, K., Son, Y., Lee, W.B., Lee, K.S., 2013. Moving bed adsorption process with inter-
nal heat integration for carbon dioxide capture. International Journal of Greenhouse
Gas Control 17, 13–24. doi:https://doi.org/10.1016/j.ijggc.2013.
04.005.

Kosman, W., Rusin, A., 2020. The application of molten salt energy storage to advance
the transition from coal to green energy power systems. Energies 13. doi:10.3390/
en13092222.

54



REFERENCES
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A B S T R A C T   

This work considers the closed-loop behavior of a moving bed temperature swing adsorption process designed to 
capture CO2 from a coal-fired power plant. Four decentralized control strategies were studied based on step 
changes and ramps of flue gas feed flow rate and controller setpoint changes. A proportional-integral (PI) control 
configuration, where CO2 purity was controlled by hot fluid velocity to the desorption section and CO2 recovery 
was controlled by the sorbent flow rate, demonstrated the overall best performance. The 99% settling time for 
higher-level control variables varied from 0 to 13 min for most control configurations and the settling time for 
CO2 purity was generally longer than for CO2 recovery. The simulations show that using ratio controllers lead to 
larger offsets but can give around 10 times faster purity response compared to PI-control. All investigated control 
combinations were able to keep the controlled variables relatively close to the setpoints and the largest relative 
steady state setpoint offset was 2%.   

1. Introduction 

1.1. Background and motivation 

To mitigate the effects of global warming, CO2 emissions need to be 
significantly reduced over the coming decades. The transition to a low- 
carbon energy system will impact the operation of thermal power plants 
in several ways. Firstly, it is expected that variable renewable energy 
sources will stand for an increasing share of electricity production. 
Based on announced policies and targets, the International Energy 
Agency recently estimated that renewables will make up 80% of the 
growth in global electricity demand in the next decade [1]. Further
more, they expect nearly 40% of the global electricity demand in 2030 to 
be covered by the combination of hydro, wind, solar, bioenergy, 
geothermal and marine power. The intermittency of such electricity 
sources represents a challenge for the electrical grid since supply and 
demand must balance. The residual load can be met by fossil power 
plants [2], which need to operate at varying loads due to the lack of 
large-scale energy storage solutions [3]. Ensuring reliability of supply 
will be important to achieve a fair energy transition, which is a key 
aspect of the United Nations Sustainable Development Goal 7 on 
affordable and clean energy [4]. 

It is likely that the deployment of CO2 capture on thermal power 
plants will be necessary to meet our climate targets. As an example, a 
recent IPCC report shows a wide range of carbon capture and storage 
deployed on both natural gas and coal-fired power plants across path
ways compatible with the 1.5 ◦C global warming scenario [5]. 
Post-combustion capture technologies are suitable for retrofit to existing 
plants, and the most mature technology is absorption-based CO2 capture 
with chemical solvents [6]. However, due to the absence of large 
amounts of water, adsorption-based capture technologies could have 
lower regeneration duties [7], which would reduce the penalty on the 
power plant efficiency caused by integration with the CO2 capture 
process. 

This work considers post-combustion CO2 capture by the moving bed 
temperature swing adsorption (MBTSA) technology. One of the main 
features distinguishing the moving bed configuration from the conven
tional fixed bed systems is that the former can be operated continuously. 
This is beneficial because it renders complex cycle schedules unnec
essary and eliminates the parasitic energy losses associated with inter
mittent heating/cooling of the heat exchanger walls. The possibility to 
operate continuously is also an advantage in terms of internal heat re
covery, process integration with the power plant, and process control. 
However, in the context of CO2 capture from a load-following power 
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plant, the MBTSA process will frequently deviate from nominal opera
tion due to disturbances from the power plant. In the work presented by 
Kim et al. a one-dimensional, non-isothermal model was used to study 
the response of the MBTSA process regeneration step to disturbances 
typical for power plants [8]. Since only a part of the process was studied, 
a complete picture of the dynamic behavior of the system is not ob
tained. The complete MBTSA process including adsorption, desorption 
and cooling is studied in a paper by Morales-Ospino et al. [9]. A para
metric analysis was used to investigate the effect of several variables on 
the key performance parameters of the process. Using a similar model
ling approach, the MBTSA process was studied in a coal-fired power 
plant context [10] and for a natural gas combined cycle power plant 
[11]. These studies do not consider the operation of the CO2 capture 
system away from the steady state. 

A control system is required to keep the operation of the MBTSA 
process stable during variations in power plant operation. As evidenced 
by the review of Wu et al. [12], both conventional, decentralized feed
back controllers and advanced model predictive control approaches 
have been widely studied for post-combustion CO2 capture. A summary 
of relevant literature is given in the following sections. 

1.2. Decentralized control of post-combustion CO2 capture 

The control system is often divided into two main parts: a regulatory 
control layer aiming at stabilizing operation and a higher-level control 
layer aiming at maintaining performance. The regulatory layer includes 
sump levels, column pressures, reboiler, condenser and lean solvent 
temperatures, makeup water and solvent flows [12]. A decentralized 
control approach is based on single input – single output loops, where 
one manipulated variable (MV) is needed for each controlled variable 
(CV). The regulatory layer therefore leaves only a few degrees of 
freedom to be used as MVs in the higher-level control layer. The most 
common approach is to use the solvent circulation rate and flow rate of 
steam as MVs and CO2 capture rate and a temperature somewhere in the 
process (e.g. the reboiler) as CVs for higher-level control [13]. 

Most of the studies in the literature focus on modelling and control of 
only the post-combustion capture process, meaning that variations in 
power plant operation are treated as external disturbances to the system. 
Cormos and her group carried out a comparison of proportional-integral 
(PI) control with model predictive control (MPC) based on step changes 
in inlet flue gas flow rate [14]. The solvent flow rate was used to control 
the sweet gas CO2 concentration, which is closely linked to the CO2 
capture rate. No significant difference in performance between the 
feedback control and MPC scheme was observed. A similar conclusion 
was found by Panahi and Skogestad, who recommended a simple control 
structure over MPC due to similar performance and easier imple
mentation [15]. Gaspar and coworkers presented a comparison of con
trol of piperazine-based and monoethanolamine (MEA) based capture 
systems under varying power plant load, valve disturbance in the lean 
solvent stream and reduced heat delivery [16]. The CO2 capture rate was 
controlled by manipulating the solvent flow rate. Similar control pair
ings are used in other research studies that analyzed MEA-based capture 
processes under various disturbances [17–19]. In these studies, the 
reboiler temperature is also included in the control scheme, paired with 
the reboiler duty. Lawal et al. considered switching off water balance 
control, increased flue gas flow, reduced reboiler duty and increased flue 
gas CO2 concentration [17]. Lin et al. studied changes in water makeup 
flow, flue gas flow rate and CO2 capture rate setpoint [18]. Mechleri and 
coworkers considered positive and negative changes in flue gas flow rate 
[19]. In the work presented by Nittaya et al. the reverse pairing is also 
considered, i.e. using reboiler duty to control CO2 capture rate and 
solvent flow (both lean and rich) to control reboiler temperature [20]. A 
heuristic pairing philosophy was found to give the best controller per
formance. Cristea et al. presented an augmented CO2 capture process 
with an additional solvent buffer tank and auxiliary heat exchanger to 
reduce interactions within the system [21]. A decentralized control 

system was investigated and shown to be reliable for disturbances in flue 
gas flow rate and inlet CO2 concentration as well as CV setpoint changes. 

In a few articles, coupled models of the power plant and post- 
combustion CO2 capture system are used to study the integrated sys
tem under dynamic conditions [13,22–24]. In addition to the flue gas 
flowing from the power plant to the capture process, these models 
consider the extraction of steam from the power plant (typically in the 
cross-over between the intermediate and low-pressure turbines) and the 
return of condensate to the boiler feedwater line. Mechleri et al. inves
tigated coupled models of both a supercritical, pulverized coal power 
plant and a natural gas combined cycle power plant with the capture 
process [22]. In addition, the CO2 compression is included in the model. 
Feedback control strategies similar to the ones reported by Nittaya et al. 
(i.e., capture rate controlled by the reboiler duty and reboiler temper
ature by solvent flow) [20] are employed, in addition to a case with 
dynamic switching between modes. A supercritical coal-fired power 
plant with MEA-based capture is also considered by Gardarsdottir et al. 
[13]. In addition to the standard MV-CV pairings, the authors include a 
control strategy that replaces the CO2 capture rate with the liquid to gas 
ratio as control objective and a case where the solvent flow is kept 
constant. These control alternatives are also studied for a natural gas 
combined cycle (NGCC)-MEA system, in addition to feedforward (ratio) 
controllers for the solvent and reboiler steam flow [23]. A subcritical 
coal-fired power plant coupled to an amine solvent CO2 capture process 
is studied by Lawal et al. [24], using the same control system as in their 
previous work, i.e., by manipulating the solvent flow rate [17]. 

1.3. Model predictive control of post-combustion CO2 capture 

In model predictive control, a centralized approach is applied at 
every time step to determine the optimal control action for a given 
predictive horizon [12]. As the name suggests, MPC requires a predictive 
dynamic model of the post-combustion CO2 capture system, providing 
the future values of CVs based on the current state and future values of 
the MVs. If a linear predictive model is used, the control method is 
referred to as linear model predictive control (LMPC). Similarly, in 
non-linear model predictive control (NMPC) a non-linear process model 
is applied. The best control inputs at a given time step are determined by 
solving a dynamic optimization problem consisting of an objective 
function and constraints on the input and output variables. The objective 
function usually reflects the control performance [25], containing terms 
penalizing deviations from the controller setpoints and large changes in 
the manipulated variables (aggressive controller action) [26]. Several 
recent studies have considered MPC for post-combustion CO2 capture. 

In the case of LMPC, a quadratic programming optimization solver 
can often be used to determine the control action, since the predictive 
model is linear and the objective function is often quadratic. This re
duces the computational demand of the controller [27] compared to 
NMPC. Li and coworkers found LMPC to give better setpoint tracking 
and less aggressive input usage compared to traditional PID control for 
an MEA-based capture process with the CO2 capture rate as the only 
control objective [28]. Based on a first-principle model validated with 
pilot-scale experimental data, Jung et al. applied gap metric analysis and 
developed a linear predictive model around the optimal reference point 
for linearization [27]. Three LMPC controller options were studied for 
set point changes and flue gas flow disturbances. The same group used a 
state-space predictive model to study LMPC for an amine-based capture 
process with an advanced flash stripper [29]. The model predictive 
controller was found to outperform decentralized control structures. 
LMPC for an entire NGCC plant with integrated post-combustion capture 
was studied by Rua et al. [26]. The predictive model consisted of several 
linear autoregressive with exogeneous input (ARX) models that were 
combined in a local model network using a Gaussian validity function to 
weigh the individual contributions. The MPC was found to outperform 
the PID control approach from a previous study [23]. Sultan and co
workers increased the computational efficiency of an LMPC by solving 
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the quadratic programming problem in smaller fragments [30]. They 
compared the “fast model predictive controller” to a conventional 
approach and reported shorter settling times and smaller setpoint 
deviations. 

In cases where the controller should be applicable to a wide range of 
operation, NMPC might be necessary in order to capture the non-linear 
dynamics of the post-combustion CO2 capture process [12]. Wu et al. 
developed a first-principle model of a solvent-based capture process in 
gPROMS and identified a non-linear artificial neural network prediction 
model via a feed-forward back propagation method [25]. Particle swarm 
optimization was applied to determine controller settings. The NMPC 
was tested for disturbances in flue gas flow rate and compared to LMPC 
based on a state-space model. In another study, a nonlinear autore
gressive with exogeneous input (NARX) model was used for prediction 
[31]. NMPC was compared to LMPC for variations in flue gas flow rate 
and CV setpoints and found to give better performance. Patron and 
Ricardez-Sandoval considered the absorber unit of a post-combustion 
CO2 capture system and applied a multi-scenario NMPC where un
certainties were taken into account in the optimization step of the 
control algorithm [32]. Mejdell and coworkers tested the commercial 
NMPC software CENIT at the Tiller pilot plant in Norway, concluding 
that the control system was able to handle both setpoint changes and 
disturbance rejection [33]. 

The optimization problem used to determine controller action can 
contain terms related to the economics of the process, giving economic 
model predictive control (EMPC). Chan and Chen investigated EMPC for 
an absorber-stripper system by including the cost of solvent and utilities 
in the objective function [34]. In addition to the solvent cost, Ma et al. 
considered the cost of carbon emissions in their EMPC [35]. Yu and 
Biegler applied a regularization approach to give EMPC with stability 
guarantees [36]. The control framework was demonstrated for a 
bubbling fluidized-bed solid-sorbent CO2 capture process and consid
ered operational costs related to cooling water and purge gas in the 
economic term of the optimization problem. A comprehensive economic 
objective function was used by Patron and Ricardez-Sandoval for an 
MEA-based absorber connected to a fuel-fired power plant [37]. Energy, 
chemical and utility costs as well as the cost of emitting CO2, income 
from selling captured CO2 and non-market related negative effects of 
carbon emissions were considered. A real-time optimization routine 
solved a steady-state economic optimization problem to provide regular 
updates of the setpoints for the NMPC. 

1.4. Knowledge gaps and scope of paper 

The literature review shows that both decentralized and model 
predictive control approaches for post-combustion CO2 capture have 
been extensively studied. However, previous studies are mostly limited 
to solvent-based systems, and to our knowledge process control of an 
MBTSA process for post-combustion CO2 capture has not been consid
ered. In addition, the dynamic behavior of a complete MBTSA system 
under typical disturbances from a power plant has not been reported in 
the literature. These two knowledge gaps will be addressed in this work. 

The research objective of this work is to investigate control structures 
for the MBTSA process for post-combustion CO2 capture. The focus is on 
simple, decentralized control structures. They have shown to be viable 
for control of post-combustion CO2 capture and are easy to implement 
since no additional models or optimization routines are required to 
determine the control action. Furthermore, it is useful to establish a 
baseline for control of the MBTSA process that more advanced control 
approaches can be compared to in the future. We consider an activated 
carbon-based MBTSA process designed to capture CO2 from a coal-fired 
power plant. The closed-loop behavior of different control combinations 
is studied based on step changes and ramps of flue gas flow as well as 
controller setpoint changes. Controller performance is quantified by 
settling times and steady-state deviation from the control targets. The 
analysis is based on a dynamic model of the moving bed system 

developed in gPROMS. 
The article is structured as follows. In Section 2 the overall method 

and design basis is explained, before the principle, modelling and design 
of the moving bed temperature swing adsorption system are described. 
In Section 3, the choice of control combinations, tuning of controllers 
and controller test cases are described. Results are presented and dis
cussed in Section 4. Conclusions and recommendations for further work 
are given in Section 5. 

2. Moving bed temperature swing adsorption 

2.1. Method 

This work considers the application of the MBTSA process for 
capturing CO2 from a coal-fired power plant. The flue gas specifications 
at nominal conditions, as reported in Table 1, were taken as reference for 
the design. It has been assumed that the flue gas is cooled and dried 
before entering the CO2 capture unit, which increases the energy use of 
the system. However, since the energy performance is not used as a 
performance indicator in this work, this effect has been neglected. In 
addition, the flue gas is taken as a binary mixture of CO2 and N2, where it 
has been assumed that O2 and Ar exhibit similar behavior as N2 [11]. 
This assumption reduces the computational time of the MBTSA simu
lations and is not expected to significantly affect the behavior of the CO2 
capture process. 

After designing the MBTSA process model (described in Section 2.3) 
for the nominal operating point, the dynamic behavior of the system at 
off-design conditions was studied through a series of simulations. The 
current study only considers the effect of variations in flue gas flow on 
the CO2 capture system, neglecting the integration with the steam/water 
cycle of the power plant. No power plant model has been developed, and 
load variations are assumed to be represented by changes in the flue gas 
feed flow to the MBTSA process. The composition, temperature and 
pressure of the flue gas is kept constant in all scenarios. Four different 
control configurations are investigated. An overview of the methodol
ogy is given in Fig. 1. 

2.2. Process description 

The moving bed temperature swing adsorption process makes use of 
a solid adsorbent with the ability of: (i) removing the CO2 from the flue 
gas by selectively adsorbing the CO2 onto its surface, (ii) releasing the 
adsorbed CO2 when heated to a certain temperature. The first of the two 
properties is what allows the separation of the CO2 from the rest of the 
flue gas components, while the second is responsible for allowing 
extraction of a high purity CO2 stream and the regeneration of the 
adsorbent. 

The process, shown schematically in Fig. 2, is continuous and oper
ated in a cyclic manner by circulating the adsorbent through different 
sections. In the adsorption section the sorbent particles fall downwards 
counter-currently to the flue gas so that the CO2 is retained by the 
adsorbent while the rest of the flue gas is released to the atmosphere. 
When leaving the adsorption section, the adsorbent is loaded with CO2 
and is sent to the desorption section for regeneration. The desorption 
section is essentially an indirect-contact heat exchanger where heat is 

Table 1 
Nominal flue gas specifications.  

Quantity Value Unit 

Temperature 25 ◦C 
Pressure 1.05 bar 
Flowrate 57.68 kg/s 
Composition: 
CO2 14.82 vol% 
N2 85.18 vol%  
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provided to the adsorbent for promoting desorption of CO2. As the 
temperature increases, the CO2 is released by the adsorbent and can be 
withdrawn in a high purity stream. From the desorption section the 
unloaded adsorbent proceeds to the cooling section, which is again an 
indirect contact heat exchanger using cold water as media, where the 
temperature levels suitable for adsorption are restored. A fraction of the 
CO2-lean gas leaving the adsorption section is recycled to the cooling 
section as a purge stream. After leaving the precooling section it is mixed 
with the flue gas feed to the adsorption section. The cooled adsorbent is 
finally collected and lifted back to the adsorption section with a 
conveyor belt system, so that the cycle is closed, and continuous system 
operation is maintained. 

2.3. Mathematical model of MBTSA process 

The MBTSA process was simulated with a previously developed 

model in gPROMS ModelBuilder version 6.0.4 [38]. Although it is dy
namic, the model has previously only been used in steady-state design 
simulations. Therefore, the transient simulations from this work repre
sent a novel application of the gPROMS model. A complete description 
of the model implementation and previous simulations can be found 
elsewhere [11], but for clarity the main characteristics of the model are 
described below. In addition, supplementary information is given in 
Appendix A. 

The model makes use of the composite model capabilities of gPROMS 
to link the individual sections (adsorption, preheating, desorption, 
precooling and cooling section) via gas, solid and control signal ports. 
Each individual section is described by a set of partial differential 
equations (unsteady and one-dimensional) including mass, energy and 
momentum balances. In Table 2, a summary of the main model equa
tions is given. Although the numerical value of certain design parame
ters (e.g., void fraction and section height) and operating conditions 
differ from section to section, the model equations and the underlying 

Fig. 1. Overview of methodology, including investigated scenarios, control strategies and controller performance evaluation.  

Fig. 2. Schematic diagram of the moving bed temperature swing adsorption 
(MBTSA) process. The manipulated variables to be used by the control system 
are indicated by valves. 

Table 2 
Summary of model equations used in gPROMS model of MBTSA process.  

Mass balance in gas 
phase εc

∂Ci

∂t
+

∂(uCi)

∂z
= εc

∂
∂z

(

Dz,iCT
∂Yi

∂z

)

−

(1 − εc − ξ)a′ kf,i

Bii/5 + 1
(Ci − Cp,i)

(1) 

Mass balance in 
macropores 

εp
∂Cp,i

∂t
+ vs

∂Cp,i

∂z
= εp

15Dp,i

rp2
Bii

5 + Bii
(Ci − Cp,i) −

ρp
15Dc,i

r2
c

(q∗
i − qi)

(2) 

Mass balance in solid 
phase 

∂qi

∂t
+ vs

∂qi

∂z
=

15Dc,i

r2
c

(q∗
i − qi)

(3) 

Momentum bal. 
(adsorption section) 

−
∂P
∂z

= (1 − εc − ξ)a(ρp − ρg
) (4) 

Momentum bal. (other 
sections) −

∂P
∂z

=
150μ(1 − εc)

2

ε3
c d2

p
u +

1.75(1 − εc)ρg

ε3
c dp

|u|u 
(5) 

Energy balance in gas 
phase εcCT ĉv

∂T
∂t

+ uCT ĉp
∂T
∂z

=
∂
∂z

(

λg
∂T
∂z

)

+ εcRT
∑

i

∂Ci

∂t
−

(1 − εc − ξ) a′ hgs(T − Ts) − αgthgw(T − Tw)

(6) 

Energy balance in 
solid phase [(1 − εc − ξ)ρpcp,s + ξρpkcp,pk]

(
∂Ts

∂t
+ vs

∂Ts

∂z

)

=

(1 − εc − ξ)εpRTs
∑

i

[∂Cp,i

∂t
+ vs

∂Cp,i

∂z

]

+ +

ξ
∂
∂z

(

λpk
∂Ts

∂z

)

+ (1 − εc − ξ)a′ hgs(T − Ts) +

(1 − εc − ξ)ρp
∑

i

(
− ΔHi

[∂qi

∂t
+ vs

∂qi

∂z

])

(7) 

Energy balance in the 
HX-wall 

ρwcp,w
∂Tw

∂t
= αw,exthgw(T − Tw) − αw,inthfw(Tw − Tf )

(8) 

Energy balance in the 
HX-fluid 

ρfcp,f
∂Tf

∂t
= − uf ρfcp,f

Lz

Lx

∂Tf

∂z
− αw,inthfw(Tf − Tw)

(9) 

Adsorption 
equilibrium 

Pi =
q∗

i
Ki

exp[
∑N

j=1
Aijq∗

j +
∑N

j=1
∑N

k=1Bijkq∗
j q∗

k]
(10)  

Aij =
Ai + Aj

2
; Bijk =

Bi + Bj + Bk

3 
(11)  
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assumptions are the same for each section. These include negligible 
gradients in the radial direction, constant cross-sectional area, constant 
sorbent velocity, uniform and constant void fraction, and ideal gas 
behaviour in the bulk phase. The mass transfer rate from the bulk gas to 
the adsorbent pores and from the pores to the adsorbed phase is 
modelled using linear driving force (LDF) approximations. With regards 
to the energy balances, the gas in the pores is assumed to be in thermal 
equilibrium with the adsorbent temperature, while the convective heat 
transfer between the bulk gas and the adsorbent is modelled with a heat 
transfer coefficient estimated with a common Nusselt correlation for 
flow around a sphere. In addition to the energy balance of the gas phase 
and the solid phase, two equations are included to describe the tem
perature of the heating/cooling fluid and the temperature of heat 
exchanger wall, respectively. This only applies to the sections that are 
operated as heat exchangers (preheating, desorption, precooling and 
cooling). The equation of the heat exchanger wall was derived by 
assuming that the thermal conduction resistance of the heat exchanger 
walls is negligible, while taking into account the effect of their thermal 
capacity. This approach is based on the consideration that the limiting 
thermal resistance of the system is found in the sorbent-gas side of the 
heat exchangers. The convection from the heating/cooling fluid to the 
wall is modelled with a constant heat transfer coefficient, representative 
of water flowing in tubes (5000 W/(m2K)). Lastly, the convection from 
the wall to the gas is also modelled with a heat transfer coefficient. A 
value of 150 W/(m2K) is assumed in this case. 

2.4. Bead-shaped activated carbon adsorbent 

The adsorbent material considered in the present study is a com
mercial bead-shaped activated carbon (BAC) supplied by Kurhea 
(Japan). It is well-suited for moving bed applications due to its particle 
size (0.7 mm average particle diameter) and highly spherical shape, 
which gives good flow properties. To provide necessary data for the 
MBTSA model, the adsorbent was characterized in terms of adsorption 
equilibrium by measuring pure component isotherms of CO2 and N2 at 
different temperatures between 10 and 150 ◦C. Prior the measurements 
the sample was pre-treated by applying vacuum for 10 h at a tempera
ture of 150 ◦C. The collected data are shown in Fig. 2. As expected, the 
adsorbent presents higher affinity towards CO2 compared to that of N2, i. 
e., for a given temperature the adsorption capacity for CO2 is higher than 
that of N2 in the whole pressure range. However, at relevant tempera
ture and pressure conditions, i.e., 25 ◦C, partial pressure of 15 kPa for 
CO2, 85 kPa for N2, the adsorption selectivity is relatively low due to the 
limited amount of CO2 adsorbed (only about 0.5 mol/kg), and the sig
nificant amount of N2 adsorbed (almost half of that of CO2). 

As shown in Fig. 3, the set of experimental data were fitted with a 
Virial isotherm model, of which parameters were then used as input to 
the gPROMS program. 

The Virial model for pure component isotherms is given by: 

Pi =
q∗

i

Ki
exp

(
Aiq∗

i + Biq∗
i

2)
(12)  

where P is the pressure, q is the amount of gas adsorbed, and K is the 
Henry constant. The latter was calculated with the Van’t Hoff equation 

Ki = K∞
i

(
−ΔHi

RTs

)

(13)  

while the temperature dependence of the Virial coefficients A and B was 
expressed by 

Ai = A0,i +
A1,i

Ts
, Bi = B0,i +

B1,i

Ts
. (14) 

Fitting of the pure component adsorption data was carried out taking 
the data at all temperatures simultaneously. The resulting model pa
rameters are listed in Table 3. The pure component parameters were 
used to simulate the multi-component separation by using the Virial 
model extension for multi-component gas mixtures. 

2.5. Design and nominal performance 

In Table 4, the design of the MBTSA system as well as the nominal 
operating conditions in the different sections are summarized. In the 
design, a cooling water inlet temperature of 10 ◦C and a heating fluid 
inlet temperature to the desorption section of 203 ◦C were assumed. The 
latter corresponds to a saturated steam pressure of around 16.5 bar. In 
Table 5, the overall process performance and additional operating 
conditions are given. Due to the somewhat low adsorption capacity of 
the adsorbent, a high amount of material (730 kg/s) was required to 
process the flue gas while capturing a large share of the incoming CO2. In 
addition, the process was operated using a quite high regeneration 
temperature (above 180 ◦C), and a certain degree of vacuum (80 kPa) to 
extract the CO2. The system delivers CO2 with a purity of 95.4% with a 
CO2 recovery rate of 81.7%. The CO2 recovery is defined as: 

ηCO2
=

ṁCO2 ,out

ṁCO2 ,in
. (15) 

Fig. 3. Adsorption isotherms of CO2 and N2: measured data (dots) and Virial model fitting (continuous lines).  

Table 3 
Virial isotherm model parameters for CO2 and N2 on the BAC adsorbent.   

K∞ x 106 

mol/(kg 
kPa) 

− ΔH 
kJ/mol 

A0 kg/ 
mol 

A1 kg K/ 
mol 

B0 (kg/ 
mol)2 

B1 kg2K/ 
mol2 

CO2 1.8510 25.241 −0.294 243.088 0.035 −29.710 
N2 3.3827 17.185 −3.7245 1198.9 0 0  
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Where ṁCO2 ,in is the mass flow of CO2 entering the system via the flue gas 
feed and ṁCO2 ,out is the mass flow of CO2 in the CO2-rich stream leaving 
the desorption section. 

3. Process control 

In the MBTSA process considered in this work, there are five degrees 
of freedom that can be used as manipulated variables for process control. 
As shown in Fig. 1, these are the sorbent flow rate, flow rates of each of 
the three heat exchanger fluids (external heat, internal heat recovery 
loop and cooling water) and the flow rate of CO2-lean gas used as purge 
in the cooling/precooling sections. Within the MBTSA model, the flow 
rates of the heat exchanger fluids are represented by their velocities. 

3.1. Open-loop step responses 

In order to choose CV-MV pairings and carry out controller tuning, it 
is necessary to investigate the open-loop behavior of the system. The 
control system was divided into a regulatory and a higher level. Simu
lations were performed by inactivating the higher-level controllers and 
introducing step changes in the main disturbance (flue gas feed flow) 
and manipulated variables. The regulatory layer remained active to 
ensure process stability. Due to the nonlinearity of the moving bed 
adsorption system, step changes of the same magnitude in opposite 

directions do not give opposite dynamic responses. 
In Fig. 4, the response of CO2 purity and recovery to a positive and 

negative 10% step in flue gas feed flow is shown. A reduction in the flue 
gas flow rate increases the sorbent to gas ratio in the adsorption section. 
As shown in the isotherms in Section 2.4, the activated carbon adsorbent 
is selective to CO2 but also has considerable affinity for N2. When the 
sorbent to gas ratio increases, an increase in the loading of N2 and 
decrease in loading of CO2 on the sorbent particles leaving the adsorp
tion section is observed. The relative loading of CO2 and N2 on the 
sorbent influences the purity of the CO2-rich gas leaving the desorption 
section. Therefore, a negative step change in the flue gas flow rate leads 
to a reduction in the CO2 purity. The initial increase in the CO2 recovery 
is caused by the sudden reduction of the denominator in Eq. (15). After 
approximately one cycle of the moving bed (3.2 min), the CO2 recovery 
has stabilized at a 0.3% higher value than before the step change. This is 
due to the decrease in CO2 loading on the particles leaving the adsorp
tion section, which balances out the reduction in flue gas flow rate, thus 
ultimately leading to an almost unchanged CO2 recovery. 

When increasing the flue gas flow rate, the CO2 recovery decreases 
due to a partial breakthrough of the moving bed. This means that at the 
bottom part of the adsorption section, the sorbent particles are satu
rated, and more CO2 will pass through the column without being 
adsorbed. Since the relative loading of the adsorbed species is not 
significantly affected by the breakthrough, the CO2 purity remains 
almost constant. The small change in purity can be explained by minor 
variations in adsorption section sorbent inlet temperature due to regu
latory control and a slight decrease in inlet CO2 concentration to the 
adsorption section caused by more flue gas being added relative to the 
recycled stream from the precooling section. 

In Fig. 5, the open-loop responses of CO2 purity to step changes in HX 
fluid velocity in the desorption section and CO2 recovery to step changes 
in the sorbent flow rate are shown. Increasing or reducing the amount of 
heat supplied to the desorption section by 10% leads to a change in 
desorption section outlet sorbent temperature of ±3 ◦C. A higher 
desorption temperature leads to lower CO2 loading on the sorbent 
entering the adsorption section, which will lead to a higher CO2/N2 ratio 
on the particles leaving this section. This will increase the CO2 purity. 

Table 4 
Design parameters and nominal operating conditions in sections of the MBTSA.    

Adsorption Preheating Desorption Precooling Cooling 

Section height m 1.6 1.4 2.1 1.4 2.5 
Section footprint (horizontal cross-sec.) m2 113 55 55 55 55 
Sorbent residence time s 33.6 30.3 45.5 30.3 54.2 
Heating/cooling fluid inlet temperature ◦C – 149 203 64 10 
Heating/cooling fluid outlet temperature ◦C – 64 135 149 75 
Sorbent inlet temperature ◦C – 53 109 184 101 
Sorbent outlet temperature ◦C – 109 184 101 24  

Table 5 
Overall process performance and main operating conditions.  

Amount of circulating sorbent 730 kg/s 
Sorbent regeneration temperature 184 ◦C 
CO2 extraction pressure 80 kPa 
CO2 purity 95.4 % 
CO2 recovery 81.7 % 
CO2 captured 10.2 kg/s 
External heat duty (sorbent regeneration) 56.8 MW 
Fraction of total heat recovered by inner loop 49.1 % 
External cooling duty 53.8 MWth 

Specific heat duty 5.56 MJth/kg CO2  

Fig. 4. Open-loop response of CO2 purity (left) and recovery (right) to a positive and negative 10% step in flue gas flow.  
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Reducing the HX fluid velocity has the opposite effect on the purity. 
The effect of increasing the sorbent flow rate on CO2 recovery is 

similar to the trend seen in Fig. 4 for a reduction in flue gas flow. After an 
initial increase, the system settles at a similar recovery rate as before the 
step change. In the adsorption section, an increase in sorbent inlet CO2 
loading and decrease in outlet CO2 loading is observed, meaning that the 
working capacity of the adsorbent is reduced. The increase in inlet 
sorbent loading is caused by a reduction of the desorption temperature, 
since the heating of the desorption section remains unchanged. 
Reducing the sorbent flow rate leads to a partial breakthrough of the 
moving bed, leading to more CO2 passing through the top of the 
adsorption section. This gives a reduction in CO2 recovery of slightly 
below 9%. 

3.2. Control combinations 

The variable pairings were chosen based on heuristics and CV-MV 
step responses. Pairings for the regulatory layer, which in this case 
consists of three controllers, were chosen first. For the internal heat 
recovery loop, the velocity of working fluid was adjusted to maintain a 
constant ratio with the sorbent flow rate, to keep the fraction of heating/ 
cooling delivered by the internal loop constant throughout operation. 
The temperature of the sorbent leaving the cooling section was 
controlled by adjusting the velocity of the cooling water flow. Finally, 
purge gas flow was adjusted to control the gas velocity at the top of the 
precooling section and prevent flow reversal. This phenomenon can 
occur as the adsorbent cools down and the CO2 that is present in the 
pores is re-adsorbed, causing a local pressure reduction. Another phe
nomenon that should be avoided in the moving bed system is the 
fluidization of adsorbent particles. However, due to the large sorbent 
flow rates and particle size considered in this work, this is not expected 
to be an issue and fluidization has not been included in the regulatory 
control layer. 

The regulatory layer leaves two degrees of freedom to be used for 
higher-level control. In this work, the CO2 purity and recovery were 
chosen as control variables in this layer. The open-loop simulations in 
Section 3.1 show that varying the velocity of heating fluid to the 
desorption section influences the CO2 purity and varying the sorbent 
flow rate affects the CO2 recovery. These combinations were therefore 
chosen as CV-MV pairings in the higher-level control layer. As described 
in Section 1.2, this pairing follows the most common approach for 
control of post-combustion CO2 capture processes. 

Four control combinations are considered, namely Cases A, B, C and 
D. In Case A, PI-control is used for both higher-level control variables. 
The controllers were implemented using the PID controller block 
available in gPROMS ModelBuilder. The calculated value of the 
manipulated variable, ucalc, is given by the following equation: 

ucalc = Kc(P + I)(umax − umin) + B (16)  

Where B is the controller bias, P is the contribution from the propor
tional term, I is the contribution from the integral term, umax is the 
maximum allowable value of the manipulated variable and umin is the 
minimum allowable value of the manipulated variable. The controller 
error, e, is defined as: 

e =
ySP − y

ymax − ymin
(17)  

Where y is the value of the controlled variable, and SP, max and min 
represent its setpoint, maximum and minimum allowable value. The 
proportional and integral terms are calculated based on the error: 

P = e (18)  

τI
dI
dt

= e (19) 

The MBTSA process is a cyclic process, meaning that there is sig
nificant delay between a control action is taken and its effect on the 
higher-level variables is seen. Such delays have a negative impact on the 
performance of feedback controllers. By adjusting the manipulated 
variables directly based on the disturbances, i.e. using feedforward 
control, this delay can be avoided. In this work, two feedforward control 
cases based on ratio control were investigated. The equation for such a 
controller is: 

ucalc =
( u

d

)

SP
d (20)  

Where d is the disturbance. In Case B, the sorbent flowrate is manipu
lated to maintain a given ratio between the sorbent flow rate and feed 
flue gas flow rate. The control of CO2 purity is equal to Case A. Since a 
ratio controller has no feedback loop to gradually reduce the offset be
tween the controlled variable and the setpoint, it is important to 
determine a correct ratio to avoid large steady-state offsets. It is likely 
that the optimal ratio will vary with operation. Steady-state simulations 
maintaining the desired purity and recovery at various loads were car
ried out to study the behavior of the ratio at off-design. The results are 
given in Fig. 6, and a linear trendline was used to adjust the ratio for the 
sorbent flow rate controller with the load. 

In Case C, feedback control is given up entirely, and both higher-level 
controllers are ratio controllers. Since the sorbent flow rate is scaled 
adaptively based on the disturbance, a fixed ratio is used in the second 
controller, which adjusts the velocity of heating fluid to the desorption 
section based on the sorbent flow rate. 

In Case D, we investigate a cascade controller for control of CO2 
purity. For CO2 recovery, the same PI-controller as in Case A is used. A 

Fig. 5. Open-loop response of CO2 purity (left) to a positive and negative 10% step in HX fluid velocity in the desorption section and open-loop response of CO2 
recovery (right) to a positive and negative 10% step in sorbent flow rate. 
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cascade control configuration makes use of an additional, fast mea
surement which is related to the controlled variable (in this case the 
sorbent temperature leaving the desorption section) with the aim of 
achieving faster control. An outer loop compares the CO2 purity to the 
higher-level setpoint. Instead of adjusting the manipulated variable 
directly (as in Case A), the outer loop controller provides the setpoint to 
the inner loop, which adjusts the hot fluid velocity to the desorption 
section to control the outlet sorbent temperature. This configuration is 
shown in Fig. 7. The closed-loop time constant of the inner loop should 
be significantly smaller than the outer loop to avoid conflict between the 
two controllers. In this case the closed-loop time constant ratio of the 
two controllers is around 11. 

The investigated control combinations with tuning parameters and 
setpoints are given in Table 6. 

3.3. Tuning of PI-controllers 

The tuning of the PI-controllers was based on the simplified internal 
model control (SIMC) rules developed by Skogestad [39]. For a 
PI-controller, a first-order transfer function between the MV and CV with 
effective delay is needed for the tuning: 

g(s) =
ke−θs

τs + 1
(21)  

Where k is the gain, θ is the effective delay and τ is the time constant of 
the transfer function g(s) in the Laplace domain. The SIMC-rules give the 
controller gain Kc and the integral time constant τI using information 
from the transfer function and the adjustable closed-loop time constant 
τc: 

Kc =
1
k

τ
τc + θ

(22)  

τI = min⌊τ, 4(τc + θ)⌋. (23) 

Two different methods were used to obtain the transfer function. For 
simple responses that follow first-order behavior, the values were ob
tained graphically by inspection of the open-loop step response. The 
gain was taken as the difference between the initial and final value of the 
CV. The delay θ was taken as the time it took after the step in the MV 
before a continuous evolution of the CV in the same direction as the gain 
was observed. This means that any inverse responses are included in the 
effective delay. The time constant τ was taken as the time it took for the 
CV to reach 63% of its final value. When the open loop step response did 
not exhibit first-order behavior, the setpoint overshoot method using P- 
control [40] was applied. An example of the type of response used for 
tuning with this method is shown graphically in Fig. 8. 

3.4. Controller testing and performance evaluation 

Three types of simulations were performed to test the control 
combinations.  

1) A positive 10% step change in flue gas feed flow from the nominal 
value  

2) Linear ramps from 100 to 80 to 100% of nominal flue gas feed flow 
with slopes of 4% of nominal load per minute  

3) Controller setpoint changes (for feedback controllers only) 

The controller performance was quantified by the steady state offset 
relative to the setpoint and the 99% settling time, defined as the time it 
takes for the controlled variable to reach and stay within ±1% of the 
final steady-state value [23]. In all simulations, the time domain reso
lution was 5 s. 

4. Results and discussion 

4.1. Step on flue gas feed 

In Fig. 9, the closed-loop responses of CO2 purity and recovery as 
well as their corresponding manipulated variables to a +10% step on 
flue gas feed flow rate introduced at t = 0 are shown. An initial decrease 
in the CO2 recovery rate is observed, since a larger fraction of the 
incoming CO2 will leave at the top of the adsorption section before the 
sorbent flow rate is increased by the controller. The purity of the 
captured CO2 is determined by the relative amounts of adsorbed CO2 
and N2 on the adsorbent at the bottom of the desorption section, which is 
influenced by the adsorbent loadings out of the adsorption section and 
the heat provided to the preheating and desorption sections. The 
increased flue gas feed flow rate leads to a lower CO2/N2 ratio on the 
adsorbent, which gives the initial decrease in CO2 purity. 

Fig. 6. Sorbent to flue gas feed flow ratio vs. fraction of nominal flue gas flow.  

Fig. 7. CO2 purity cascade control configuration studied in Case D. Dotted lines 
are signals, TC stands for temperature controller and CC stands for composi
tion controller. 
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For purity control, Case C shows the quickest response, followed by 
Case A and B. The cascade controller in Case D reaches the desired 
setpoint but is not able to give a faster purity response than the standard 
PI configuration. The pure ratio control scheme in Case C is not able to 
precisely meet either the purity or recovery setpoint, but the final values 
are not far from the PI-controller setpoints. The sorbent flow ratio 
controller from Case B gives an absolute deviation of around 1% 
compared to the recovery setpoint. The overall best performance to the 
flue gas feed flow step change is achieved by Case A. 

4.2. Flue gas flow ramps 

The flue gas feed flow rate profile used in the simulations is showed 
in Fig. 10. The flow rate is first changed from 100 to 80% of nominal 
flow with a slope of 4% nominal flow per minute, before it is kept 
constant for several hours. After the controllers have stabilized, it is 
increased from 80 to 100% of nominal flow, keeping the same slope as 
for the ramp-down. 

In Fig. 11, the response of both CVs and MVs in Case A-D from the 
ramp simulations are shown. The PI regulatory controllers are also 
included. Due to differences in the initialization of the model, the ratio 
control cases (Case B and C) start from slightly different values than Case 

A and D. This is, however, not expected to significantly influence the 
results. The reduction in flue gas flow rate leads to an increase of the CO2 
purity. As explained in section 4.1, the purity is governed by the ratio 
between adsorbed CO2 and N2 on the particles leaving the desorption 
section. Since the purity initially is higher than the setpoint, the heat 
supply to the desorption section is reduced. The adsorbed CO2/N2 ratio 
also depends on the temperature of the sorbent entering the adsorption 
section. Since the process is cyclic, this is equivalent to the temperature 
at the bottom outlet of the cooling section, which is controlled in the 
regulatory layer. For the negative flue gas flow ramp, this temperature is 
initially lower than the setpoint, and the flow of coolant in the cooling 
section is therefore reduced. The CO2 recovery rate increases signifi
cantly when the flue gas feed flow is reduced, due to the sudden increase 
in solid to gas ratio in the adsorption section. The sorbent flow rate 
decreases by approximately 100 kg/s in order to bring the recovery rate 
to its setpoint. There is no delay between a change in the purge gas flow 
rate and the gas velocity in the pre-cooling section, which leads to only 
small variations in the value of this variable during the simulations. For 
all variables, the observed trends for the positive flue gas feed ramp are 
opposite of those described above for the negative ramp. 

Regarding the controller performance, it is firstly seen that the reg
ulatory control of both desorption section sorbent outlet temperature 
and precooling outlet gas velocity quickly stabilizes at the setpoint for 
both positive and negative ramps. The cascade controller in Case D 
generally uses a wider range of the manipulated variables than the other 
controllers but does not give improved performance. The response of 
sorbent temperature in Case A oscillates in the initial part of the 
response. Similar behavior is seen in the CO2 purity profile, where the 
response in Case A oscillates initially. The use of ratio control (Case B) 
for sorbent flow rate shows no oscillations. As for the flue gas step, the 
purity controller in Case D exhibits the slowest response. The ratio 
controllers in Case C give a significantly larger steady-state offset for the 
ramp-down than the ramp-up case. In the latter case they are able to 
reach the setpoints for purity and recovery with similar accuracy as the 
feedback controllers. It is expected that the offsets of Case C could be 
significantly reduced by using an adaptive ratio also for the purity 
controller and by considering more accurate regression profiles than the 
linear trendline shown in Fig. 6. This would make it a more attractive 
option. 

In the ramp simulations, Case A and B show the overall best per
formance. The oscillations seen in Case A could be caused by the PI 
controller tuning, which was carried out based on a positive step change 
from the nominal point. Since the behavior of the MBTSA process varies 
with load, these tunings might be too aggressive for the system at 80%, 

Table 6 
Summary of investigated cases for higher-level control and regulatory controllers with tuning parameters and setpoints.  

Case Description CV MV τc 

(s) 
Kc τI (s) Setpoint 

A PI control of both CO2 purity and recovery (base 
case) 

CO2 purity uf desorption section 205 13.8 227 0.95   

CO2 recovery Sorbent flow 3.12 2.00 4.83 0.82 
B Ratio control of sorbent flowrate CO2 purity uf desorption section 205 13.8 227 0.95   

Sorbent/flue gas feed flow ratio Sorbent flow – – – Adaptive 
C Ratio control of sorbent flowrate and hot fluid to 

desorption section 
uf /sorbent flow ratio desorption section uf desorption section – – – 0.0023   

Sorbent/flue gas feed flow ratio Sorbent flow – – – Adaptive 
D PI with cascade control of CO2 purity CO2 purity (outer loop) Setpoint for Ts, out 

desorption section 
205 13.8 227 0.95   

Ts, out desorption section (inner loop) uf desorption section 18.5 0.34 74 From outer 
loop   

CO2 recovery Sorbent flow 3.12 2.00 4.83 0.82  
Regulatory control of cooling section sorbent 
outlet temperature 

Ts, out cooling section uf cooling section 15.4 −0.57 62 298 K  

Regulatory control of internal heat recovery 
loop 

uf /sorbent flow ratio in precooling and 
preheating sections 

uf internal heat recovery 
loop 

– – – 0.0015  

Regulatory control of gas outlet velocity in pre- 
cooling section 

uout precooling section Purge gas flowrate 2.2 13.6 2.2 0.078 m/s  

Fig. 8. Response of P-controlled CO2 recovery with sorbent flow as MV to 
setpoint step from 0.82 to 0.83. 
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giving an oscillatory response. For operation at loads below 80%, 
adaptive controller tuning might be necessary. 

A simulation with one third of the original purity controller gain (Kc 
= 4.6) for Case A was carried out to demonstrate the effect of reduced 
gain on the oscillations. The results are shown in Fig. 12. It is seen that 
reducing the controller gain removes most of the oscillations but leads to 
larger over- and undershoot and slower regulation speed, especially for 
the ramp-up scenario. However, the purity control with reduced gain is 
still faster than Case D. 

4.3. Step on controller setpoints 

In Figs. 13 and 14, the higher-level controlled and manipulated 
variable responses to setpoint changes for purity (from 0.95 to 0.96) and 
recovery (from 0.82 to 0.83) introduced at t = 0 are shown. Only the PI- 
controllers are included in these graphs since the ratio controllers do not 
use the value of higher-level control variables as a setpoint. Case A 
shows the most efficient response to the purity setpoint change, followed 
by case B. The cascade controller in case D is not able to reach the new 
setpoint of 0.96 within the period of approximately 4 h used in the 
simulation, and in addition shows larger variations in sorbent flow rate 
than the standard PI-controller. Case A and D show similar responses to 
the recovery setpoint change, quickly adjusting to the new setpoint. 
These two cases have the same PI-controller for recovery control, and 
the similar response is therefore expected. The ratio used in the recovery 
controller of case B is not adaptively adjusted in the case of a purity 
setpoint change, since the flue gas feed flow remains constant. It is 
therefore not able to keep the recovery at the desired value of 0.82. 

4.4. Summary of performance 

In Table 7 and Table 8, the 99% settling time and steady state offset 
are given for the different cases for purity and recovery, respectively. For 
the flue gas flow step change, the settling time for CO2 recovery is 
significantly shorter than for CO2 purity in all cases except for the ratio 
control in Case C. Purity control is also significantly slower in the ramp 
simulations for Case A and D, which use PI control for the CO2 recovery. 
The results show that ratio control can give around 10 times quicker 
purity control response and could therefore be a relevant option if 
response times are critical. The 99% settling time is in the order of mi
nutes in all considered cases, apart from Case D. For this cascade 

Fig. 9. Response of higher-level CVs (left) and MVs (right) to a 10% step on flue gas feed flow at t = 0.  

Fig. 10. Flue gas feed flow profile from the 100-80-100% ramp simulations.  
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Fig. 11. Response of CVs (left) and MVs (right) to 100-80-100% flue gas feed flow ramps starting at t = 0.  
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controller, the purity takes between 37 and 96 min to settle. In general, 
the controllers keep the controlled variables relatively close to the set
points. The largest steady state offset is 1.98% on CO2 recovery from 
Case C in the flue gas step simulation. 

CO2 recovery settling times for solvent-based post-combustion CO2 
capture processes with similar control structures as in this work have 
been reported in many studies. Some values from the literature are 
mentioned below to put the results from this work into context. Mon
tanes et al. reported 99.9% settling times between 45 and 400 min for a 
gas turbine ramp of 100–75-100% [23]. Gardardsdottir et al. observed 
99% settling times around 100 min for 90-70-90% ramps on a coal-fired 
power plant [13]. Graphical estimation based on the results from Lin 

et al. shows a settling time of around 1 h for a 10% increase in flue gas 
flow rate [18]. In the work of Nittaya et al. [20], settling times from 7.5 
to over 10 h for a 10% increase in flue gas flow rate were reported. The 
variations in settling times between studies are large, due to e.g. dif
ferences in system scales, modelling approach, underlying assumptions, 
ways of calculating settling time and scenarios used for controller 
testing. The settling times for CO2 recovery found in this work are 
significantly shorter than values from the literature, indicating that the 
MBTSA process can be controlled efficiently. However, due to the rea
sons above, the values are not directly comparable, and a conclusion 
should not be made solely based on this work. 

In this work, it has been assumed that all variables are available for 

Fig. 12. Case A response of CO2 purity and corresponding MV to 100-80-100% flue gas feed flow ramps starting at t = 0 with original (Kc = 13.8, grey line) and 
reduced (Kc = 4.6, black line) purity controller gain. 

Fig. 13. Response of higher-level CVs (left) and MVs (right) to purity setpoint change from 0.95 to 0.96 at t = 0.  
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measurement and that the measurements are without error and delay. In 
addition, no valve dynamics are considered when adjusting the manip
ulated variables. It is expected that this idealized approach will some
what overestimate the performance of the controllers investigated. 
However, the model used in this work does consider important delays 
such as the transience of heating the walls of the different sections in the 
process, heating of gas and adsorbent and the cycling time of the 
adsorbent through the system. Another limitation of the proposed 
method is the fixed tuning parameters for the feedback controllers. In a 
practical application, the plant characteristics could change over time 
due to e.g. fouling, corrosion and particle degradation. In such cases, the 
controller tuning should be updated on-line. 

5. Conclusions 

In this work, four decentralized control strategies were investigated 
for an activated carbon-based MBTSA process designed to capture CO2 
from a coal-fired power plant. Through dynamic simulations with a 
composite model built in gPROMS, the closed-loop behavior of the 
control combinations was studied based on a step change and ramps of 
flue gas feed flow as well as controller setpoint changes. 

The control system was divided into a regulatory and higher-level 
layer. The regulatory layer controls the internal heat recovery loop, 
sorbent outlet temperature of desorption section and outlet gas velocity 
of precooling section. It demonstrated fast response to both positive and 
negative ramps in flue gas feed flow and was able to keep the control 

Fig. 14. Response of higher-level CVs (left) and MVs (right) to recovery setpoint from 0.82 to 0.83 at t = 0.  

Table 7 
CO2 purity settling time and steady state offset for step change and ramps of flue 
gas feed flow. In cases with no reported settling time, the controlled variable did 
not move outside the ±1% range of the final value.   

+10% step on flue gas 
flow 

Linear ramp 100-80% Linear ramp 80–100% 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

Case 
A 

11.3 0.00 12.8 0.00 10.3 0.00 

Case 
B 

6.00 0.00 5.42 0.00 7.50 0.00 

Case 
C 

– 0.78 1.33 1.38 1.58 0.18 

Case 
D 

75.3 0.02 95.5 0.01 37.1 0.01  

Table 8 
CO2 recovery settling time and steady state offset for step change and ramps of 
flue gas feed flow. In cases with no reported settling time, the controlled variable 
did not move outside the ±1% range of the final value.   

+10% step on flue gas 
flow 

Linear ramp 100-80% Linear ramp 80–100% 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

99% 
settling 
time 
[min] 

Steady- 
state 
offset 
(%) 

Case 
A 

0.17 0.00 – 0.00 – 0 

Case 
B 

3.42 1.26 8.00 0.12 7.50 0.12 

Case 
C 

2.67 1.98 7.42 0.85 7.58 0.01 

Case 
D 

0.25 0.00 – 0.00 – 0.00  
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variables at their specified setpoint. 
For the higher-level control layer, the standard PI configuration 

(Case A) generally showed the best response for both feed flow distur
bances and setpoint changes. In this configuration, the CO2 purity was 
controlled by the velocity of hot fluid to the desorption section and the 
sorbent flow rate was used to control the CO2 recovery. The cascade 
controller (Case D) investigated for control of CO2 purity was not able to 
give a faster purity response than the standard PI-configuration, and in 
addition showed wider input usage than the other controllers. 

The two control configurations involving ratio control (Case B and C) 
in general gave larger steady-state offsets than the feedback controllers. 
However, in the case of ramp-up from 80 to 100% of nominal flue gas 
feed flow rate, these configurations yielded steady-state offsets in the 
same range as the PI-controllers. It is expected that the offset for other 
scenarios can be reduced by including an adaptive ratio also for purity 
control and by considering more accurate regression profiles. Due to 
their short stabilization time, ratio controllers might therefore be a 
viable control option for the MBTSA system. 

In general, the settling time for CO2 purity was longer than for CO2 
recovery. The 99% settling time for purity varied from 0 to 13 min in 
Cases A-C. Significantly slower responses were seen in Case D, with 
settling times for CO2 purity ranging from 37 to 96 min approximately. 
For CO2 recovery, the settling time varied from 0 to 8 min. The simu
lations show that using ratio controllers can give around 10 times 
quicker purity response compared to PI-control. All investigated control 
configurations were able to keep the controlled variables relatively close 
to the setpoints. The largest steady-state setpoint offset was 2.0%. 

For ramp-down of flue gas feed flow from 100 to 80% of the nominal 
value, an oscillatory response was observed for Case A. This indicates 
that the controller tuning, which was based on +10% step responses 
from the nominal point, might not be suitable for lower loads. In this 
operation regime, adaptive PI-controller tunings might be necessary to 
avoid oscillations. This should be investigated in future work. In addi
tion, simulations outside the 100-80% load range considered in this 
work will be necessary to test the effectiveness of the controllers in the 

case of wide operating changes. The current analysis does not consider 
measurement delays, assumes that all control variables are measurable 
and assumes that all manipulated variables can be adjusted instanta
neously. This is expected to overestimate controller performance, and 
future investigations should therefore aim at including these additional 
delays and limitations in the modelling. In future work, it is also relevant 
to include additional performance indicators such as specific energy 
consumption in the evaluation of control configurations. 
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Nomenclature 

ABBREVIATIONS 
ARX Autoregressive with exogeneous input 
BAC Bead-shaped activated carbon 
CV Controlled variable 
EMPC Economic model predictive control 
LMPC Linear model predictive control 
MBTSA Moving bed temperature-swing adsorption 
MEA Monoethanolamine 
MPC Model predictive control 
MV Manipulated variable 
NARX Non-linear autoregressive with exogeneous input 
NGCC Natural gas combined cycle 
NMPC Non-linear model predictive control 
PI Proportional-integral 
SIMC Simplified internal model control  

LATIN SYMBOLS 
a′ Particle specific area, m2 m–3 

Ai First single-component Virial coefficient, kg mol–1 

Aij First multi-component Virial coefficient, kg mol–1 

B Controller bias 
Bi Second single-component Virial coefficients of component i, kg2 mol–2 

Bij Second multi-component Virial coefficient, kg2 mol–2 

Bii Biot number of component i 
cp,f Specific heat of the heating/cooling fluid, J kg–1K–1 

cp,g Specific heat of the gas mixture, J kg–1K–1 
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cp,pk Specific heat of the packing material, J kg–1K–1 

cp,s Specific heat of the adsorbent, J kg–1K–1 

cp,w Specific heat of the heat exchanger tubes wall, J kg–1K–1 

ĉp Molar heat of gas mixture at constant pressure, J mol–1 K–1 

ĉv Molar heat of gas mixture at constant volume, J mol–1 K–1 

Ci concentration of component i in bulk gas phase, mol m–3 

Cp,i concentration of component i in the macropores, mol m–3 

CT Total molar gas concentration in bulk phase, mol m–3 

d Disturbance 
Dc,i Micropores/crystals diffusivity of component i, m2 s–1 

Dp,i Macropore diffusivity of component i, m2 s–1 

Dz,i Axial dispersion coefficient of component i, m2 s–1 

e Controller error, - 
g Transfer function 
I Controller integral term 
k Process gain 
Kc Controller gain 
kf ,i Film mass transfer coefficient of component i, m s–1 

Ki Equilibrium constant of component i, mol kg–1 kPa–1 

K∞ Equilibrium constant at infinite temperature, mol kg–1 kPa–1 

Lx Tubes length along the flow direction, m 
Lz Tubes length along vertical axis, m 
ṁ Mass flow rate, kg s–1 

hgs Heat transfer coefficient between the gas and the solid, J s–1m–2 K–1 

hfw Heat transfer coefficient between the fluid and the tubes wall, J s–1 m–2 K–1 

hgw Heat transfer coefficient between the gas and the tubes wall, J s–1m–2 K–1 

P Total pressure of the gas mixture, Pa 
p Controller proportional term 
Pi Partial pressure of component i, bar 
qi Adsorbed phase concentration of component i, mol kg–1 

q∗
i Adsorbed concentration of component i at equilibrium, mol kg–1 

R Ideal gas constant, J K–1mol–1 

rc Crystals/micropore radius, m 
rp Particle radius, m 
s Laplace variable, s-1 

t Time, s 
T Temperature of the gas phase, K 
Tf Temperature of the heating/cooling fluid, K 
Ts Temperature of the solid phase, K 
Tw Temperature of the heat exchanger tubes wall, K 
u Superficial gas velocity, m s-1 

u Manipulated variable 
vs Velocity of the solid phase, m s–1 

y Controlled variable 
Yi Molar fraction of component i 
z Axial coordinate along the section height, m  

GREEK SYMBOLS 
αgt Ratio of external surface area of tubes to gas-solid volume, m2m-3 

αw,ext Ratio of external surface area of tubes to gas-solid volume, m2m-3 

αw,int Ratio of internal surface area of tubes to gas-solid volume, m2m-3 

ΔHi Heat of adsorption of component i, J mol–1 

εc Column void fraction, - 
εp Particle porosity, - 
ηCO2 

CO2 capture (recovery) rate , - 
θ Effective delay, s 
λg Axial heat dispersion coefficient of the gas mixture, W m–1 K–1 

λpk Axial heat dispersion coefficient of the structured packing, W m–1 K–1 

ξ Volumetric fraction of the structured packing, - 
ρf Density of heating/cooling fluid, kg m–3 

ρg Density of the gas mixture, kg m–3 

ρp Density of adsorbent particles, kg m–3 

ρpk Density of the structured packing, kg m–3 

ρw Density of heat exchanger tubes wall, kg m–3 
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τc Closed-loop time constant, s 
τI Controller integral time, s 

Appendix A. Supplementary information on gPROMS model 

In Table A1 and Table A2, supplementary information on the gPROMS model is given.  

Table A1 
Values of fixed parameters and solver-related information from gPROMS model.  

Parameter Value Unit Parameter Value Unit 

ρf 1000 kgm−3 cp,f 4200 J kg−1 K−1 

ρp 904 kgm−3 cp,pk 500 J kg−1 K−1 

ρpk 1000 kgm−3 cp,s 880 J kg−1 K−1 

ρw 4420 kgm−3 cp,w 526 J kg−1 K−1 

εc (ads sec.) 0.8 – hfw 5000 W m−2 K−1 

εc (other sec.) 0.5 – hgw 150 W m−2 K−1 

εp 0.5 – Lx 52.8 m 
ξ 0.05 – Lz 1 m 
λpk 0.001 W m−1 K−1    

Number of discretization points 
Precooling 200 –    
Cooling 100 –    
Preheating 100 –    
Desorption 100 – 
Adsorption 200 – 
Discretization method Central finite difference 
Differential-algebraic solver SRADAU 
Linear algebra solver MA28 
Absolute tolerance 1E-8 
Relative tolerance 1E-8   

Table A2 
Correlations used in gPROMS model, from Ref. [11].  

Binary diffusivity 
Dij =

0.01883T3/2

Pσ2
ijΩDij

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

Mw,i
+

1
Mw,j

√

Molecular diffusivity Dm =
1 − yi

∑n
j∕=i

yj

Dij 

Knudsen diffusivity 
Dk = 97rp

̅̅̅̅̅̅̅
T

Mw

√

Macropore diffusivity 1
Dp

= τp

(
1
Dk

+
1

Dm

)

Axial dispersion coefficient Dz =
Dm

εc
(20 + 0.5 Sc Re)

Adsorption rate in micropores Dc

r2
c

=
D0

c
r2
c

exp
(

−
Ea

RT

)

Axial thermal conductivity of gas λg = kg(7 + 0.5 Pr Re)

Sherwood number correlation Sh = 2.0 + 1.1Re0.6Sc1/3 

Nusselt number correlation Nu = 2.0 + 1.1Re0.6Pr1/3  
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Enhanced single-loop control of a moving bed temperature swing 
adsorption CO2 capture process 
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A B S T R A C T   

Using a model in gPROMS, we study a Zeolite 13X-based moving bed temperature swing adsorption (MBTSA) 
process designed to capture CO2 from a coal-fired power plant. Two enhanced single-loop control strategies were 
compared to a proportional-integral configuration for variations in power plant load, control variable setpoints, 
flue gas CO2 concentration and external heat source temperature. Measurement delays were also investigated. 
Adaptive adjustment of controller parameters with system load gave smoother and narrower manipulated var
iable profiles and efficient CO2 recovery setpoint tracking. The controller gain is the most important parameter 
for adaptive tuning. A combined feedback and feedforward scheme showed improved control of the regenerated 
sorbent temperature, possibly due to better decoupling of the higher-level control loops. When delays were 
considered, the investigated strategies significantly outperformed the reference case for CO2 recovery control. 
The results demonstrate that the MBTSA process can be efficiently controlled for several disturbances and 
changes in operation.   

1. Introduction 

1.1. Background and motivation 

In 2022, global energy-related CO2 emissions reached a previously 
unprecedented level of 36.8 Gt, an increase of 0.9% compared to 2021 
(IEA, 2023). To mitigate the effects of global warming and reach the 
goals of the Paris Agreement, these emissions must be significantly 
reduced in the coming years. The European Union aims at an economy 
with net zero greenhouse gas emissions by 2050, as outlined in the 
European Green Deal (European Commission, 2019). Fossil fuel-based 
power plants stand for almost two thirds of electricity generation, 
leading to approximately 40% of global energy-related emissions (IEA, 
2020). In the transition to an energy system based on renewable energy 
sources, it is likely that CO2 capture from thermal power plants will be 
necessary to reduce emissions while ensuring security of energy supply. 
The Intergovernmental Panel on Climate Change estimates wide 
deployment of carbon capture and storage on both natural gas and 
coal-fired power plants in pathways limiting the global temperature 
increase to 1.5 ◦C above pre-industrial levels (IPCC, 2018). 

Post-combustion CO2 capture is suitable for existing power plants, 
since it can be retrofitted without requiring major changes to the 

combustion process (Kazemifar, 2022). The state-of-the-art technology 
for post-combustion CO2 capture is chemical absorption, which has been 
proven at commercial scale. However, other technologies such as 
membrane separation, cryogenic distillation, adsorption and hybrid 
processes have reached high technology readiness levels and could be 
viable alternatives (Dziejarski et al., 2023). Adsorption-based processes 
are considered promising because they have the potential for reduced 
energy requirements compared to standard amine-based absorption 
(Raganati et al., 2021). These processes can vary greatly, depending on 
the choice of reactor configuration, regeneration mode and adsorbent 
material. In this work, a moving bed temperature swing adsorption 
(MBTSA) process with a Zeolite 13X adsorbent is considered. The pri
mary advantage of moving beds compared to the fixed bed configuration 
is the possibility of continuous operation, which avoids the complex 
operation cycles associated with switching between operation modes 
(Dhoke et al., 2021). Temperature swings are suitable for CO2 capture 
from power plants due to the potential availability of low-grade thermal 
energy for desorption and the significant electrical power requirements 
associated with vacuum or pressure swings of the near-atmospheric flue 
gas discharged from the power plant (Zhao et al., 2019). Zeolite-based 
adsorbents have fast adsorption kinetics and low regeneration duties, 
making them attractive for post-combustion CO2 capture (Samanta 
et al., 2012). Potential drawbacks of zeolites are their 
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temperature-sensitive adsorption capacity, high regeneration tempera
ture requirement and the negative impact of moisture on their CO2 
capture capacity (Nie et al., 2018). 

In the work of Mondino et al., a dynamic, first-principle model was 
used to evaluate the MBTSA process for post-combustion CO2 capture 
from a natural gas combined cycle power plant (Mondino et al., 2019), 

coal-fired power plant (Mondino et al., 2017) and waste-to-energy plant 
(Mondino et al., 2022). Simulation results indicate that the MBTSA 
process can achieve high CO2 recovery rates and purity of the captured 
CO2 for all three applications. In a paper by Morales-Ospino et al., a 
similar mathematical model was applied in a parametric analysis to 
investigate how various process variables affected the MBTSA 

Nomenclature 

Acronyms 
CV controlled variable 
FF feedforward 
IAE integral absolute error 
MBTSA moving bed temperature-swing adsorption 
MEA monoethanolamine 
MPC model predictive control 
MV manipulated variable 
PI proportional-integral 
PID proportional-integral-derivative 
RGA relative gain array 
SIMC simplified internal model control 
SRD specific regeneration duty 

Latin symbols 
a′ particle specific area, m2 m–3 

Ai first single-component Virial coefficient, kg mol–1 

Aij first multi-component Virial coefficient, kg mol–1 

B controller bias 
Bi second single-component Virial coefficients of component 

i, kg2 mol–2 

Bijk second multi-component Virial coefficient, kg2 mol–2 

Bii biot number of component i 
c controller transfer function 
cp,f specific heat of the heating/cooling fluid, J kg–1K–1 

cp,pk specific heat of the packing material, J kg–1K–1 

cp,s specific heat of the adsorbent, J kg–1K–1 

cp,w specific heat of the heat exchanger tubes wall, J kg–1K–1 

ĉp molar heat of gas mixture at constant pressure, J mol–1 K–1 

ĉv molar heat of gas mixture at constant volume, J mol–1 K–1 

Ci concentration of component i in bulk gas phase, mol m–3 

Cp,i concentration of component i in the macropores, mol m–3 

CT total molar gas concentration in bulk phase, mol m–3 

d disturbance 
dp particle diameter, m 
Dc,i micropores/crystals diffusivity of component i, m2 s–1 

Dp,i macropore diffusivity of component i, m2 s–1 

Dz,i axial dispersion coefficient of component i, m2 s–1 

e controller error, - 
g transfer function 
I controller integral term 
k process gain 
Kc controller gain 
kf ,i film mass transfer coefficient of component i, m s–1 

Ki equilibrium constant of component i, mol kg–1 kPa–1 

K∞ equilibrium constant at infinite temperature, mol kg–1 kPa–1 

Lx tubes length along the flow direction, m 
Lz tubes length along vertical axis, m 
ṁ mass flow rate, kg s–1 

hgs heat transfer coefficient between the gas and the  
solid, J s–1m–2 K–1 

hfw heat transfer coefficient between the fluid and the tubes 

wall, J s–1 m–2 K–1 

hgw heat transfer coefficient between the gas and the tubes 
wall, J s–1m–2 K–1 

P total pressure of the gas mixture, Pa 
P controller proportional term 
Pi partial pressure of component i, bar 
qi adsorbed phase concentration of component i, mol kg–1 

q∗
i adsorbed concentration of component i at  

equilibrium, mol kg–1 

R ideal gas constant, J K–1mol–1 

rc crystals/micropore radius, m 
rp particle radius, m 
s Laplace variable, s − 1 

t time, s 
T temperature of the gas phase, K 
Tf temperature of the heating/cooling fluid, K 
Ts temperature of the solid phase, K 
Tw temperature of the heat exchanger tubes wall, K 
u superficial gas velocity, m s − 1 

u manipulated variable 
u′ ratio calculated by outer feedback loop 
vs velocity of the solid phase, m s–1 

y controlled variable 
ySP controlled variable setpoint 
Yi molar fraction of component i 
z axial coordinate along the section height, m 

Greek symbols 
αgt ratio of external surface area of tubes to gas-solid  

volume, m2m−3 

αw,ext ratio of external surface area of tubes to gas-solid  
volume, m2m−3 

αw,int ratio of internal surface area of tubes to gas-solid  
volume, m2m−3 

ΔHi heat of adsorption of component i, J mol–1 

εc column void fraction, - 
εp particle porosity, - 
ηCO2 

CO2 capture (recovery) rate, - 
θ effective delay, s 
λg axial heat dispersion coefficient of the gas  

mixture, W m–1 K–1 

λpk axial heat dispersion coefficient of the structured  
packing, W m–1 K–1 

μ gas dynamic viscosity, kg m–1 s–1 

ξ volumetric fraction of the structured packing, - 
ρf density of heating/cooling fluid, kg m–3 

ρg density of the gas mixture, kg m–3 

ρp density of adsorbent particles, kg m–3 

ρpk density of the structured packing, kg m–3 

ρw density of heat exchanger tube wall, kg m–3 

τ time constant of open-loop response, s 
τc closed-loop time constant, s 
τI controller integral time, s 
φ flue gas feed flow rate divided by nominal value, -  
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performance (Morales-Ospino et al., 2021). The specific energy con
sumption of the process was found to be competitive against commercial 
amine absorption processes, and up to 99 mol% CO2 recovery and 91 
mol% purity could be achieved. Jung and Lee performed a 
techno-economic evaluation of CO2 capture with an 
amine-functionalized solid sorbent from a coal-fired power plant, 
reporting that the CO2 capture cost of a moving bed process was lower 
than the reference amine-based absorption process (Jung and Lee, 
2022). MBTSA has also been demonstrated experimentally at large scale. 
The KCC process developed by Kawasaki Heavy Industries, which uses 
an amine-impregnated adsorbent, has been tested at 5 (Okumura et al., 
2017) and 40 (Okumura et al., 2018) tons of captured CO2 per day. This 
process uses low-grade steam at 60 ◦C in a direct-contact configuration 
for regeneration of the adsorbent material. Also, CO2 capture systems 
based on fluidized beds with temperature-swing adsorption have been 
demonstrated at pilot scale. ADA tested an amine functionalized 
ion-exchange resin sorbent on a 1 MWe flue gas stream from a coal-fired 
power plant (Sjostrom and Senior, 2020). KEPCO tested an Na/K 
carbonate-based capture process on 10 MWe scale at a coal-fired power 
plant in Korea, showing that over 80% CO2 recovery and 95% purity 
could be achieved (Park et al., 2014). 

Most of the studies on MBTSA focus on steady-state operation, but 
CO2 capture from thermal power plants will likely need to deviate from 
steady-state due to expected changes in the energy system. Based on 
stated policies, the International Energy Agency estimates that renew
able energy sources will stand for 43% of global electricity generation in 
2030 and 65% in 2050 (IEA, 2022). The intermittent nature of such 
energy sources represents a challenge since there must always be a 
balance between supply and demand. Alongside energy storage and 
demand response measures, the residual load not covered by renewables 
is expected to be met by flexible operation of fossil-fueled power plants, 
particularly in the short to medium term (Gonzalez-Salazar et al., 2018). 
In the case of post-combustion CO2 capture, variations in the power 
plant load will require flexible operation of the capture plant. A recent 
study by Singh et al. concluded that profitable operation of CCS 
deployed on flexibly operating power plants could be achieved in the 
future through a combination of market incentives, cost reductions and 
the use of depreciated assets (Singh et al., 2022). This would further 
increase the probability of CO2 capture deployment on thermal power 
plants. For flexible operation, well-designed process control systems 
must be developed for the CO2 capture process to ensure safety and 
robustness under various uncertainties and disturbances (Hasan et al., 
2022). Thus, the main motivation for studying process control in this 
work is to ensure that the MBTSA process can reliably capture CO2 from 
a power plant even under varying operating conditions. 

1.2. Process control of post-combustion CO2 capture 

Both decentralized and centralized control structures have been 
extensively studied in the literature for solvent-based post-combustion 
CO2 capture from coal-fired power plants. Most studies consider the CO2 
recovery rate and reboiler temperature as higher-level control variables, 
using the lean solvent flow rate and reboiler heat duty (or flow rate of 
extracted steam from the power plant) as manipulated variables (Wu 
et al., 2020b). In the following paragraphs, a summary of relevant ar
ticles within this topic is provided. 

Decentralized control structures are based on single input – single 
output loops, pairing one manipulated variable (MV) with each control 
variable (CV). They are easy to implement and widely studied in the 
literature. Lawal et al. (2010) studied a chemical absorption process 
based on monoethanolamine (MEA) under several dynamic scenarios, 
using the solvent flow rate to control CO2 recovery and the reboiler duty 
to control the reboiler temperature. Based on a relative gain array (RGA) 
analysis, Gaspar et al. arrived at the same pairing for piperazine and 
MEA-based processes (Gaspar et al., 2016). Nittaya et al. (2014) studied 
the reverse pairing (i.e., using the reboiler duty to control CO2 recovery 

and solvent flow to control reboiler temperature) and found a heuristic 
approach to give better performance than RGA analysis. Mechleri et al. 
used the same MV-CV coupling as Mechleri et al. (2017) to investigate 
control of a coupled supercritical coal-fired power plant – CO2 capture 
process. Using the same control structure as their previous work, Lawal 
et al. (2012) studied the dynamic behavior of a supercritical power plant 
integrated with an MEA-based capture process. Gardarsdóttir et al. 
(2017) compared a range of decentralized control structures using a 
coupled power plant – CO2 capture model implemented in Dymola. 

In recent years, emphasis has shifted towards centralized control 
approaches such as model predictive control (MPC). Compared to clas
sical structures, such controllers have the benefit of better handling of 
coupled control loops and the ability to handle constraints (Akinola 
et al., 2020). The simplest form of MPC uses linear predictive models in 
the optimization problem used to determine the control action. An 
example is the work of Jung et al., which used gap metric analysis to 
determine the optimal reference point for linear controller design (Jung 
et al., 2020). The control structure was tested for dynamic simulations of 
CO2 recovery setpoint changes and flue gas flow rate variations for a 
stand-alone capture plant. Rúa et al. used several linear models com
bined in a local model network for MPC of natural gas combined cycle 
power plant with solvent-based CO2 capture (Rúa et al., 2021). A 
nonlinear artificial neural network predictive model with online 
updating of weights was studied by Wu et al., combined with particle 
swarm optimization to solve the optimal control problem (Wu et al., 
2020a). The same group studied a supercritical power plant with 
post-combustion CO2 capture, using MPC based on state-space models 
for both sub-processes and considering operation modes prioritizing 
either the power plant or CO2 capture (Wu et al., 2019). For similar 
systems, other recent articles have investigated distributed MPC based 
on dynamic matrix controllers (Tang and Wu, 2023), linear MPC with 
state-space models and an extended state observer (Liao et al., 2023) and 
inverse control using a neural network to predict MV values from CV 
setpoints instead of the process state (Liao et al., 2020). 

As shown above, most studies on control of post-combustion CO2 
capture from thermal power plants have either focused on simple 
feedback or feedforward controllers or advanced model predictive 
configurations. Although MPC generally gives improved performance 
over single-loop control, it is not always recommended. Panahi and 
Skogestad (2012) and Cormos et al. (2015) both recommended simple 
control structures over MPC, due to comparable performance and easier 
implementation. 

Enhanced single-loop control is a collective term for advanced con
trol strategies that aim at improving performance beyond what is 
achievable with single-loop proportional-integral-derivative (PID) con
trollers without the complexity of MPC (Seborg et al., 2016). Examples 
of such strategies are time-delay compensation, inferential control, se
lective and override control, input or output variable transformations, 
fuzzy logic control and adaptive control. The most commonly applied 
enhanced single-loop strategy is updating PID controller gains based on 
operating conditions, a strategy known as gain scheduling (Wei et al., 
2014). A few examples from the literature from thermo-mechanical 
applications are provided here. Modekurti et al. (2017) applied a con
trol structure involving gain scheduling to avoid surge during operation 
of a multistage CO2 compression train. Hernandez et al. (2017) 
demonstrated that a gain-scheduled PID controller showed comparable 
performance with MPC for a small-scale waste heat recovery system. 
Cui et al. (2022) adaptively adjusted the controller integral time 
(keeping the gain constant) for control of superheated steam tempera
ture in a thermal power plant. 

Enhanced single-loop control strategies are not widely studied in the 
literature for post-combustion CO2 capture but could improve the 
decentralized control performance of such processes. In this work we 
focus on two strategies that have been suggested by previous studies but 
have not yet been evaluated in detail. The strategies are explained in 
Section 3.1. Firstly, we consider adaptive controller tuning, which 
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means that a model is used to automatically adjust the tuning parame
ters based on system conditions. In our previous work (Skjervold et al., 
2023), simulations for an activated carbon-based MBTSA process indi
cated that adaptive tuning could improve the performance and robust
ness of the controllers. This was especially relevant at lower power plant 
loads. As shown by the above literature review, adjusting both the 
controller gain and integral time can be advantageous. 

Another recommendation from Skjervold et al. (2023) was that more 
sophisticated modification of the ratio used in feedforward control of 
CO2 recovery is required to avoid steady-state setpoint offsets. Similar 
suggestions were made by other studies (Gardarsdóttir et al., 2017; 
Montañés et al., 2017; Posch and Haider, 2013). Based on testing of 
different control structures at Technology centre Mongstad in Norway, 
Montañés et al. (2018) suggested that a combined feedforward and 
feedback structure could lead to fast and stable disturbance rejection. 
Following these suggestions, the second enhanced single-loop control 
strategy studied in this work is the application of an outer feedback 
controller to adjust the ratio used in a feedforward controller for CO2 
recovery. Compared to standalone feedforward control, this combined 
approach has the advantage of eliminating steady-state setpoint offsets if 
integral action is included. 

In this work, the MBTSA post-combustion capture process is studied 
as a standalone system, i.e., without a detailed model of the coal-fired 
power plant. In this approach, variations in power plant operation are 
treated as external disturbances to the capture plant. The disturbances 
should therefore be representative of real-life power plant operation. In 
the CO2 capture-related studies described above, the control structures 
are commonly tested for variations in the flue gas flow rate (using ramps 
or step changes) as well as setpoint changes for higher-level control 
variables. However, there are other disturbances relevant for power 
plant operation that could be considered. Variations in flue gas CO2 
concentration can occur due to e.g., changes in boiler operation, leak
ages in the flue gas ducts and changes in coal composition and quality. A 

few studies have included such disturbances for solvent-based processes 
in the form of periodic variations in CO2 concentration (Cristea et al., 
2020), increased CO2 concentration due to partial oxy-combustion of the 
coal (Lawal et al., 2010) and a step change in the carbon content of the 
coal feed (Liao et al., 2023). However, such disturbances have not been 
considered for an MBTSA-based capture process. Another possible 
disturbance is variations in the amount and state of extracted steam for 
regeneration due to changes in power plant operation. Several articles 
have considered reductions in the steam flow rate due to peaks in 
electricity demand (Gardarsdóttir et al., 2015; Gaspar et al., 2016; 
Lawal et al., 2010). To our knowledge, disturbances in the temperature 
or pressure of the extracted steam have not been considered in the 
literature. 

1.3. Knowledge gaps and scope of paper 

From the literature review it is evident that although process control 
of solvent-based post-combustion CO2 capture has been widely studied, 
the MBTSA process has received little attention in this context. This 
work addresses several knowledge gaps in the literature and the main 
novel contributions are summarized below:  

1) We study a zeolite-based MBTSA process designed for post- 
combustion CO2 capture from a large-scale coal-fired power plant. 
Process control of such a system has not previously been 
investigated.  

2) We investigate two strategies for enhanced single-loop control, 
namely adaptive controller tuning based on system load and a 
combined feedback and ratio feedforward controller. Such control 
strategies have not previously been studied for post-combustion CO2 
capture.  

3) We consider disturbances in the flue gas CO2 concentration and 
external heat source temperature. These disturbances have not pre
viously been studied for MBTSA-based CO2 capture. 

The research objective of this work is to perform a model-based 
comparison of the two enhanced single-loop control strategies with a 
proportional-integral (PI) controller for several types of dynamic sce
narios. Controller performance is evaluated both based on graphical 
comparison and a quantitative metric. 

1.4. Article structure 

The article is structured as follows. In Section 2 the main principles of 
the MBTSA process along with the modeling approach and open-loop 
behavior of key variables are explained. In Section 3 the investigated 
control structures, applied tuning methods and scenarios for controller 
testing are described. Results from the dynamic controller testing sim
ulations are presented in Section 4 and discussed in Section 5. The work 
is concluded in Section 6. 

2. Moving bed temperature swing adsorption CO2 capture 
process 

In this section, the main principles of the MBTSA process are 
explained, along with a description of the dynamic first-principle model 
built in gPROMS and the open-loop dynamic behavior of key control 
variables. 

2.1. Process description 

The MBTSA process considered in this work is shown in Fig. 1. The 
process consists of five main stages, through which the moving bed of 
adsorbent particles passes from top to bottom due to gravity. Flue gas 
from the power plant is fed at the bottom of the adsorption section, 
moving in the opposite direction of the moving bed. This counter- 

Fig. 1. The moving bed temperature swing adsorption post-combustion CO2 
capture process. The manipulated variables are indicated by valves. 
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current configuration gives even distribution of the driving forces for 
adsorption because CO2-depleted flue gas at the top of the adsorption 
section meets CO2-lean adsorbent material. The adsorption section is 
operated adiabatically. After leaving the adsorption section, the circu
lating adsorbent is heated in the preheating section via an internal heat 
recovery loop and desorption section using an external heat source. Due 
to a reduction in the CO2 adsorption capacity at higher temperatures, 
CO2 is desorbed from the adsorbent particles and extracted in a high- 
purity CO2 stream. An indirect heat transfer configuration is used, 
meaning the heat source is not directly in contact with the adsorbent 
material (Knaebel, 2009). Before being transported back to the top of the 
adsorption section, the circulating adsorbent is brought back to its 
original temperature by passing through the precooling and cooling 
section. There are five manipulated variables used for process control: 
the circulating adsorbent mass flow rate, flow rate of purge gas used in 
the cooling/precooling section, as well as the flow rate of internal heat 
recovery fluid, hot fluid and cooling water. 

The CO2 capture process is designed for the flue gas of a supercritical 
coal-fired power plant with a net power output of 642 MW. The nominal 
boundary conditions are given in Table 1. Due to the large amount of 
flue gas, two parallel CO2 capture units are considered, each handling 
50% of the incoming flue gas. It has been assumed that the flue gas 
consists of a binary mixture of carbon dioxide and nitrogen that has been 
dried and cooled to 30 ◦C upstream of the MBTSA unit. Since nitrogen 
has a stronger affinity towards Zeolite 13X than oxygen and argon (Park 
et al., 2006), dry flue gas is well approximated by this binary mixture 
(Merel et al., 2008). 

A summary of the nominal operating conditions and performance of 
the MBTSA process is given in Table 2. At full load, the process delivers 
CO2 at a purity of 96.5% with a CO2 recovery rate of 90.0%. The CO2 
recovery definition used in this work is: 

ηCO2
=

ṁCO2 ,out

ṁCO2 ,in
. (1)  

Where ṁCO2 ,in is the mass flow of CO2 in the flue gas feed and ṁCO2 ,out is 
the mass flow of CO2 in the stream extracted from the desorption 
section. 

2.2. Dynamic process model 

The MBTSA process model applied in this work is a modified version 
of the gPROMS program described in a previous article from our group 
(Mondino et al., 2019). It was built in gPROMS ModelBuilder version 
7.1.1 (PSE, 2023). The model was scaled to match the nominal flue gas 
mass flow rate of 402 kg/s per unit and necessary model modifications 
were made to prepare for the implementation and comparison of 
different control structures. The design parameters were adjusted to give 
the desired CO2 product purity and recovery. 

For each individual section of the model (i.e., the adsorption, pre
heating, desorption, precooling and cooling section) a set of partial 
differential equations are implemented. The model equations and un
derlying assumptions are identical for each sub-domain, but design 
parameter values and operating conditions vary between sections. The 
equations describe the mass, energy and momentum balances and are 
dynamic and one-dimensional in the spatial domain. Three separate 
phases are considered, namely the bulk gas phase, solid phase and gas 
within the macropores of the adsorbent material. The different sections 
of the model are connected by using the composite modeling capabilities 
in gPROMS. For completeness, the set of equations, correlations and 
supplementary information on the model are given in Appendix A. 

Table 1 
System characteristics and nominal boundary conditions for the MBTSA process.  

Variable Value Unit 

Power plant net power output (without CO2 capture) 642 MW 
Total flue gas mass flow rate 804 kg/s 
Number of parallel CO2 capture units 2 – 
Hot fluid inlet temperature 2 40 ◦C 
Cooling water inlet temperature 2 0 ◦C 
Flue gas temperature 3 0 ◦C 
Flue gas pressure 1.02 bar 
Flue gas mass flow rate per unit 402 kg/s 
Flue gas composition:   
CO2 14.6 mol% 
N2 85.4 mol%  

Table 2 
Nominal operating conditions and performance of the MBTSA process.  

Variable Value Unit 

Circulating sorbent mass flow rate 1313 kg/s 
Sorbent residence time 322.7 s 
Lean sorbent CO2 loading 0.69 mol CO2/kg 
Rich sorbent CO2 loading 2.12 mol CO2/kg 
Sorbent cyclic CO2 working capacity 1.43 mol CO2/kg 
CO2 purity 96.5 mol% 
CO2 recovery 90.0 % 
Lean sorbent temperature 3 0 ◦C 
Regenerated sorbent temperature 2 02 ◦C 
External regeneration heat duty 133 MW 
Fraction of total heat recovered by inner loop 37.7 % 
External cooling duty 110 MW  

Fig. 2. Open-loop response of CO2 recovery to step changes in circulating sorbent flow rate (left) and regenerated sorbent temperature to step changes in the flow 
rate of hot fluid in the desorption section (right). Steps are introduced at t = 100 s. 
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2.3. Open-loop simulations 

Due to a lack of available data in the open literature, it is not possible 
to validate the complete MBTSA model with experimental results. 
Therefore, open-loop simulations are necessary to demonstrate that the 
mathematical model predicts reasonable responses to various changes in 
operation. Furthermore, the open-loop behavior of the process is the 
basis for the choice of CV-MV pairings and calculation of controller 
tuning parameters. Step response simulations were carried out by setting 
all controllers in manual mode and introducing positive and negative 
steps of 10% on selected manipulated variables. Simulations at both 
100% and 40% power plant load were carried out, to demonstrate the 
effect of power plant load changes on the open-loop MBTSA process 
behavior. 

In Fig. 2, the responses of CO2 recovery to sorbent mass flow step 
changes and regenerated sorbent temperature to desorption section hot 
fluid flow rate step changes are shown. Previous studies (Moral
es-Ospino et al., 2021) show that increasing the solid/gas flow rate ratio 
leads to increased CO2 recovery and that reduced sorbent flow rates will 
have a negative effect. Similarly, an increase in the hot fluid flow rate to 
the desorption section will increase the regenerated sorbent tempera
ture. The figure shows that the model predictions agree with the trends 
from previous work. The process takes time to settle after a step change 
has been introduced, since several cycles are required before a new 
steady-state is reached. The open-loop behavior varies with load, indi
cating that adaptive adjustment of the controller tuning parameters can 
be beneficial. 

3. Process control 

In this section, the process control strategies and controller tuning 
methods applied in this work are described. The scenarios used to test 
the investigated control structures are also described. 

3.1. Higher-level control structures 

As mentioned in Section 1.2, the most common choice of CV-MV 
pairings for post-combustion CO2 capture is using the solvent flow 
rate to control CO2 recovery and the steam flow rate extracted from the 

power plant to control the reboiler temperature. In this work, we have 
followed this pairing strategy for the higher-level control layer. The 
circulating sorbent mass flow rate is used to control CO2 recovery and 
the flow rate of hot fluid in the desorption section is used to control the 
regenerated sorbent temperature. In the gPROMS model, heat transfer 
fluid flow rates are represented by their velocity. The regenerated sor
bent temperature is closely linked to the CO2 product purity. As shown 
in Fig. 2, the input variables have a significant steady-state effect on 
their respective outputs and short delays, indicating that the chosen 
pairings are suitable. 

Two different types of enhanced single-loop control strategies are 
investigated in this work, as illustrated in Fig. 3. The first configuration 
consists of PI controllers with adaptive adjustment of the tuning pa
rameters based on a measured disturbance d (in this case the flue gas 
feed mass flow rate). The control action is determined by the following 
equation: 

u = Kc(φ)[P + I(φ)](umax − umin) + B. (2)  

Where u is the calculated value of the manipulated variable, Kc is the 
controller gain, P is the proportional term, I is the integral term, umax is 
the upper limit of the manipulated variable, umin is the lower limit of the 
manipulated variable and B is the controller bias. The flue gas feed mass 
flow rate normalized by its nominal value, φ, is used in the adaptive 
tuning relations, as shown in Table 3. The proportional and integral 
terms are given by: 

P = e (3)  

τI(φ)
dI
dt

= e (4)  

Where τI is the integral time and e is the controller error. The error is 
defined as: 

e =
ySP − y

ymax − ymin
(5)  

Where the subscripts max and min represent the maximum and mini
mum allowable value of the CV. 

In the second configuration, a combination of feedforward and 
feedback control is used. This configuration is essentially a special type 

Fig. 3. Enhanced single-loop control strategies investigated in this work. Left: adaptive adjustment of feedback controller tuning based on measured disturbance. 
Right: combined feedforward and feedback control. 

Table 3 
Summary of controller tuning parameters and setpoints.  

Scheme CV MV τc (s) Kc τI (s) Setpoint 

Std PI CO2 recovery Sorbent mass flow 5.0 99.6 20.0 0.90 
Regenerated sorbent temp uf desorption section 16.3 1.65 65.0 475 K 

FF + PI CO2 recovery (outer loop) Sorbent / flue gas feed flow ratio 30.6 54.1 115 0.90 
Regenerated sorbent temp uf desorption section 16.3 1.65 65.0 475 K 

Adaptive Kc CO2 recovery Sorbent mass flow τ/32 0.674φ + 16.8 30.6 0.90 
Regenerated sorbent temp uf desorption section τ/16 0.026φ − 0.946 80.0 475 K 

Adaptive Kc + τI CO2 recovery Sorbent mass flow τ/32 0.674φ + 16.8 − 0.575φ + 79 0.90 
Regenerated sorbent temp uf desorption section τ/16 0.026φ − 0.946 − 1.36φ + 196 475 K 

Regulatory layer Ts, out cooling section uf cooling section 38.1 −0.925 153 303 K 
uf /sorbent flow ratio in precooling and preheating sections uf internal heat recovery loop – – – 0.00019 
uout precooling section Purge gas mass flow 80.0 1.82 160 0.08 m/s  
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of cascade control, where the inner loop is a ratio-type feedforward 
controller. The control action in such a controller is given by: 

u = u′d (6)  

Where the ratio u′ is the calculated MV value from the outer feedback 
loop, given by Eq. (6) with fixed tuning parameters. The integral action 
included in the outer feedback loop will remove the steady-state setpoint 
offset typically associated with pure feedforward control. 

The enhanced single-loop configurations are compared with a 
reference case consisting of standard PI controllers with constant tuning. 
The short name and main characteristics of the control structures 
studied in this work are summarized below:  

1) Std PI: PI controllers with fixed tuning parameters are used to control 
both the CO2 recovery and regenerated sorbent temperature (base 
case).  

2) FF + PI: Combined feedforward and feedback control structure for 
CO2 recovery, where the ratio used in the feedforward controller is 
calculated by an outer feedback loop with fixed tuning parameters. 
The regenerated sorbent temperature controller is identical to the 
standard PI case.  

3) Adaptive Kc: PI control of CO2 recovery and regenerated sorbent 
temperature with online adjustment of controller gains based on the 
system load. The integral times are kept constant.  

4) Adaptive Kc + τI: PI control of CO2 recovery and regenerated sorbent 
temperature with online adjustment of controller gains and integral 
times based on the system load. 

3.2. Regulatory layer 

In addition to the higher-level control loops, a regulatory layer is 
needed to control additional variables needed for stable operation of the 
process under varying operation. As shown in Fig. 1, three manipulated 
variables are available for regulatory control after the control loops for 
CO2 recovery and regenerated sorbent temperature have been specified. 
The pairing philosophy and controller configurations for the regulatory 
layer follow the approach in our previous work (Skjervold et al., 2023), 
and they are therefore only briefly explained here. 

Firstly, the velocity of the working fluid in the internal heat recovery 
loop is adjusted to maintain a constant ratio with the sorbent mass flow 
rate. The aim of this controller is to keep the fraction of heat transfer 
delivered by the internal loop constant throughout varying operation. 
To maintain the sorbent adsorption capacity during cyclic operation, the 
particles are cooled to a given temperature before entering the adsorp
tion section. This is achieved by manipulating the velocity of the cooling 
water flow to the cooling section in a PI controller. Finally, the mass flow 
rate of purge gas is adjusted in a PI controller with the gas velocity at the 

top of the precooling section as the controlled variable. The regulatory 
control structures are identical in all the cases considered in this work. 

3.3. Controller tuning 

Feedback controller tuning was based on the simplified internal 
model control (SIMC) rules (Skogestad, 2003). For a PI-controller, a 
first-order transfer function g(s) describing the open-loop relation be
tween the manipulated and controlled variable is used to calculate the 
controller tuning parameters: 

g(s) =
ke−θs

τs + 1
(7)  

Where k is the gain, θ is the effective delay and τ is the time constant of 
the response. For each CV-MV pairing and considered system load, the 
parameters of the transfer function were determined from MV step 
response simulations. The SIMC rules give the controller gain and inte
gral time based on the user-defined closed-loop time constant τc: 

Kc =
1
k

τ
τc + θ

(8)  

τI = min⌊τ, 4(τc + θ)⌋. (9) 

Since no significant observable delay is seen in the open-loop simu
lations, the choice of closed-loop time constant is not evident. For each 
control loop, different values of τc were tested before arriving at the 
controller tuning parameters summarized in Table 3. For the combined 
feedforward and feedback control structure, a more robust tuning (i.e., 
larger closed-loop time constant) was chosen, since the gain from MV to 
CV will vary due to multiplication with the measured disturbance. 

In order to determine parametrized tuning relations for the adaptive 
PI controllers, tuning at several system loads was necessary. For φ-values 
of 60, 70, 80, 90 and 100%, open-loop simulations with ± 10% MV steps 
followed by SIMC-based tuning were performed. At each point, the 
average tuning parameter values from the positive and negative steps 
were calculated. In Fig. 4, the results for the regenerated sorbent tem
perature controller are shown as an example. The figure shows that the 
SIMC controller gain increases and the integral time decreases with 
increasing φ, indicating that more robust tuning is necessary at lower 
loads. Linear regression was used to parametrize the variation of Kc and 
τI with φ. 

In Table 3, a summary of the tuning parameters and setpoints for the 
control structures investigated in this work is given. 

3.4. Investigated scenarios and quantitative performance metric 

A range of scenarios are considered to test the investigated control 

Fig. 4. SIMC tuning parameters for the regenerated sorbent temperature controller vs. fraction of nominal flue gas mass flow rate. The reported values are the 
average of calculations for positive and negative step responses at each operating point, with τc = τ/16. 
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structures with cases representative of real-life power plant operation 
and disturbances. They are listed below:  

1) Ramps in power plant load in the 100–40% range.  
2) Setpoint changes for CO2 recovery.  
3) Setpoint changes for the regenerated sorbent temperature.  
4) Variations in the flue gas feed CO2 concentration.  
5) Variations in the temperature of the external heat source.  
6) Delays in the measurement of CO2 recovery and regenerated sorbent 

temperature. 

No dynamic power plant model has been included, meaning that the 
scenarios used for controller testing are implemented in the form of 
variations in the boundary conditions to the MBTSA process. The inte
gral absolute error (IAE) was used to quantify the controller perfor
mance. It is defined as: 

IAE =

∫t

0

|ySP(t) − y(t)|dt (10)  

Where ySP is the setpoint for a given CV and y is its actual value. A 
steady-state power plant model in version 30 of the STEAM MASTER 
program (Thermoflow Inc, 2023) was used to determine the relationship 
between flue gas mass flow rate and net power output at part-load 
conditions. The simulation results are shown in Fig. 5 and were used 
to convert the power plant net power output to a flue gas mass flow rate, 
which was used as input to the gPROMS model. Ramps in power plant 
load follow a rate of change of 5% nominal load over a period of 30 s, 
following the requirement for newly built power units in Poland (Zima 
et al., 2023). 

4. Results from controller test scenarios 

In this section, the simulation results are presented and explained. 
The purpose of these simulations was to test the different control con
figurations with various dynamic scenarios that could be relevant for a 
power plant with post-combustion CO2 capture. 

4.1. Power plant load ramps 

In Fig. 6, CV and MV responses to ramps in power plant load in the 
40–100% load range are shown. To emulate a power plant varying its 
operation between different loads, ramps from 40 to 60%, 60–80% and 

80–100% load were simulated, allowing the controllers to settle over a 
period of 20 min between each ramp. Only positive ramps were included 
since ramp-down simulations showed similar relative behavior of the 
different control configurations. The feedback controllers for adsorbent 
cooling and precooling gas velocity are included in the results, to show 
the performance of both control layers over a wide operating range. 

Increasing the flue gas feed mass flow rate to the MBTSA process 
leads to a reduction in CO2 recovery before the controllers compensate 
by increasing the circulating sorbent flow rate. The increased sorbent 
flow causes a reduction in the regenerated sorbent temperature, which is 
eventually counteracted by an increase in the heating fluid flow to the 
desorption section. Similarly, the flow of cooling water must be 
increased to cover the higher cooling duty requirement associated with a 
larger sorbent flow rate. The main purpose of the purge flow in the 
cooling and precooling sections is to facilitate transport of gaseous CO2 
from the macropores in the adsorbent to the bulk phase, to avoid re- 
adsorption of CO2 as the particles are cooled. When the sorbent flow 
rate is increased, the gas velocity at the top of the precooling section is 
reduced due to more CO2 being re-adsorbed on the particles. This is 
counteracted by an increase in the purge flow rate. Due to the identical 
tuning, the regulatory controllers show similar behavior for all 
configurations. 

Since they are more robustly tuned, the adaptive controllers give a 
slower CO2 recovery and regenerated sorbent temperature response 
than the Std PI configuration. As expected, the difference is most evident 
at lower loads. The MV usage of the adaptive controllers is marginally 
smoother than the other control schemes. For all CVs, no steady state 
setpoint offsets are observed in any of the control configurations. 

As shown in Table 3, the outer loop in the FF + PI configuration is 
less aggressively tuned than the other CO2 recovery controllers. Since 
the optimal sorbent to flue gas flow ratio varies with load, the FF + PI 
scheme is dependent on the outer loop to adjust the ratio before the 
setpoint is reached, leading to a slower CO2 recovery response. The re
generated sorbent temperature response of the FF + PI configuration is 
similar to the Std PI case. 

4.2. Setpoint changes for CO2 recovery 

In Fig. 7, the response of the higher-level CVs and MVs to CO2 re
covery setpoint changes at 40% power plant load is shown. The recovery 
setpoint changes from 0.9 to 0.95 and the controllers are allowed to 
settle before the setpoint is reduced to its original value. 

Increasing the CO2 recovery setpoint requires an increase in the 
sorbent flow rate, which is followed by an increase in the heating fluid 
flow to maintain the desired regenerated sorbent temperature. In this 
case, the adaptively tuned PI controllers show the most efficient CO2 
recovery setpoint tracking, particularly for the positive setpoint change 
from 0.9 to 0.95. No significant differences between the adaptive Kc and 
adaptive Kc + τI configurations are observed. The Std PI and FF + PI 
schemes demonstrate tighter control of the regenerated sorbent 
temperature. 

4.3. Varying flue gas feed CO2 concentration 

In Fig. 8, the closed-loop responses to variations in the flue gas feed 
CO2 concentration at 60% load are shown. Firstly, the mol fraction of 
CO2 in the flue gas is reduced from 0.146 to 0.135 and the controllers are 
given time to settle. Subsequently, the CO2 mol fraction is increased 
back to its nominal value of 0.146. It is seen from the definition in Eq. (1) 
that reducing the concentration of CO2 in the flue gas will give an im
mediate increase in the CO2 recovery, which is counteracted by a 
reduction in the sorbent flow rate. However, a lower CO2 feed concen
tration gives less favorable conditions for adsorption, which is expected 
to lead to a higher sorbent/flue gas ratio than in the nominal case. Ul
timately, decreasing the CO2 feed concentration leads to a reduction in 
the steady state value of the sorbent mass flow rate. 

Fig. 5. Relationship between flue gas mass flow rate and nominal net power 
output, based on part-load simulations (steady-state off-design) in the STEAM 
MASTER program (Thermoflow Inc, 2023). 
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In this scenario, the FF + PI scheme keeps the CO2 recovery quite 
close to the setpoint for both positive and negative CO2 concentration 
step changes, but it requires more time to settle due to the more robust 
tuning. The adaptively tuned controllers and the Std PI configuration 
show similar disturbance rejection profiles for CO2 recovery. As in the 
previous scenarios, the FF + PI and Std PI configurations control the 
regenerated sorbent temperature most efficiently. 

4.4. Varying external heat source temperature 

In Fig. 9, the responses of higher-level CVs and MVs to a 20 K 
reduction in the hot fluid inlet temperature at full load are shown. This 
scenario emulates a change in power plant operation that leads to 
reduced temperature of the extracted steam to the CO2 capture process. 
To maintain similar driving forces for heat transfer as in the nominal 

Fig. 6. Response of CVs (left) and MVs (right) to power plant load ramps between 40 and 100%. The top graph shows the variation in flue gas mass flow rate during 
the simulation. 
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case, the setpoint for the regenerated sorbent temperature is simulta
neously reduced to 455 K. The adaptive cases are not included since they 
will give almost identical results as the Std PI configuration at full load. 

A lower regenerated sorbent temperature increases the lean CO2 
loading of the adsorbent particles entering the adsorption section, 
leading to a reduction in the cyclic working capacity. To maintain the 
CO2 recovery requirement of 90%, a significant increase in the sorbent 
mass flow rate is observed. 

4.5. Effect of measurement delays 

When generating the results presented in Sections 4.1–4.4, it was 
assumed that all measurements and control actions take place without 
delay. This is not achievable in practice. In this section, the effect of 
delays on the closed-loop behavior is studied by introducing measure
ment delays of 15 s for the CO2 recovery and 5 s for the regenerated 
sorbent temperature. Compared to the previously presented scenarios, 
controllers with larger delay margins were required in this case to avoid 
instabilities. Therefore, the closed-loop time constant was increased to τc 
= τ for the Std PI and FF + PI CO2 recovery controllers and τc = τ /4 for 
all regenerated sorbent temperature controllers. Since the adaptive 
controllers are made less aggressive at lower loads, a closed-loop time 

constant of τc = τ/2 for CO2 recovery could be applied without causing 
unstable behavior. 

In Fig. 10, the responses of higher-level CVs and MVs to a ramp from 
60 to 80% power plant load when considering measurement delays are 
shown. In the feedforward part of the FF + PI controller, the sorbent 
flow rate during the ramp is increased independently of the CO2 re
covery measurement. This keeps the CO2 recovery closer to its setpoint 
than the other configurations at the start of the simulation. In this sce
nario, the adaptive control schemes demonstrate tighter control of the 
CO2 recovery than the Std PI configuration since they can handle more 
aggressive tuning. For the regenerated sorbent temperature, a smaller 
initial reduction is seen for the Std PI case since the sorbent flow rate 
changes more slowly in this configuration. The shortest regenerated 
sorbent temperature settling time is observed for the FF + PI controller. 
In general, the settling times observed in this scenario are longer than in 
the previous cases, showing that delays have a significant effect on the 
controllers. 

4.6. Summary of quantified controller performance 

In Table 4, the IAE values for CO2 recovery and regenerated sorbent 
temperature for ramps from 40 to 100% load, recovery setpoint changes 

Fig. 7. Response of higher-level CVs and MVs to CO2 recovery setpoint changes at 40% load.  
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at 40% load and flue gas feed CO2 concentration at 60% load are re
ported. The selected cases are expected to be representative examples of 
the relative controller performance without measurement delays. 

The Std PI configuration achieved the lowest CO2 recovery IAE 
values in all three scenarios. However, similar values are observed for 
the adaptively tuned PI controllers. Slightly lower IAE values are ob
tained by adjusting both the integral time and controller gain. For re
generated sorbent temperature, the FF + PI configuration has the lowest 
IAE values. For this CV, the adaptive Kc + τI configuration has higher 
IAE values than the adaptive Kc case in all scenarios. 

In Table 5, the IAE values for CO2 recovery and regenerated sorbent 
temperature for the 60–80% power plant load ramp with measurement 
delays are given. Since the controllers are slower in this scenario, 
significantly larger values than in Table 4 are obtained. 

5. Discussion 

The dynamic scenarios investigated in this work demonstrate the 
benefits and drawbacks of the enhanced single-loop configurations 
compared to the standard PI reference case. For the results presented in 
Sections 4.1–4.4, it was assumed that all variables needed in the control 
system are measurable without delay and that control actions can be 
implemented instantaneously. This is not achievable in practice, and 
these results should therefore be seen as optimistic predictions of 
controller performance. In these scenarios, the adaptively tuned con
trollers give smoother and narrower MV profiles than the other config
urations, which is important in a real-life installation due to less wear on 
valves and other process equipment. These controllers also showed the 
best CO2 recovery setpoint tracking performance. Modifying both the 

Fig. 8. Response of higher-level CVs and MVs to step changes in flue gas feed CO2 concentration at 60% load.  
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integral time and controller gain does not significantly improve the 
controller performance compared to only adjusting the controller gain. 
This indicates that Kc is the most important parameter for adaptive 
tuning. 

Except for CO2 feed concentration disturbance rejection, the FF + PI 
configuration did not improve the control of CO2 recovery compared to 
the reference case when no measurement delays were considered. The 
main benefit of this configuration was better control of the regenerated 
sorbent temperature. A possible explanation of this improvement is that 
the combined feedback and feedforward structure contributes to a better 
decoupling of the recovery and sorbent temperature control loops. This 
suggests that implementing decoupling approaches such as the one 
proposed by Shinskey (1977) or the use of model predictive control 
methods with inherent handling of coupled variables could improve the 
control of the MBTSA process. More detailed evaluation of this topic and 
testing of such approaches is left for future work. 

In Sections 4.1–4.4, no significant differences between the perfor
mance of the different control configurations are observed. Since no 
delays or noise is considered in these scenarios, the controllers can be 
tuned with small closed-loop time constants, prioritizing controller 
speed over robustness. As a result, the settling time is short for all four 
control schemes and the Std PI configuration would be recommended 
due to its lower complexity. Another factor contributing to short settling 
times is the assumption that any change in the sorbent flow rate is 
instantly introduced in all sections of the MBTSA process. 

When measurement delays are considered, the advantages of the 
enhanced single-loop control schemes compared to the standard PI 
configuration become more evident. A faster CO2 recovery response is 
achieved by the adaptive controllers since they can handle more 
aggressive controller tuning. The feedforward part of the FF + PI 

configuration leads to closer CO2 recovery tracking during changes in 
power plant load. A more detailed investigation of the effect of delays is 
suggested for future work. This could include studying delays in the 
manipulated variable control action, which would be more realistic than 
the assumption of instantaneous action applied in this work. In practice, 
measurements can be noisy, for example due to sensor inaccuracies or 
estimation errors for variables that are not possible to measure directly. 
To account for this, the effect of signal noise could be considered. This 
would require even more emphasis on controller robustness. Further
more, the effect of delays in other types of dynamic scenarios could be 
studied. 

The results from Section 4.4 show that the MBTSA process can 
maintain the desired CO2 recovery under disturbances in the external 
heat source temperature. However, we do not consider the effect of such 
changes in operation on the specific regeneration duty (SRD) of the 
process. Since the SRD is an important part of the operating costs of the 
CO2 capture plant, it would be interesting to include in future work. The 
control strategies considered in this work are not able to handle con
straints, but using an MPC-based control strategy would allow the 
consideration of additional variables such as the SRD in the control 
problem. 

6. Conclusion 

In the coming years, it is likely that flexible operation of post- 
combustion CO2 capture from thermal power plants will be necessary 
to reduce greenhouse gas emissions in an energy system with increasing 
shares of variable renewable energy sources. In this context, efficient 
process control systems for the capture plant are needed to ensure safe 
and robust operation. This work considers a Zeolite 13X-based moving 

Fig. 9. Response of higher-level CVs and MVs to a simultaneous change in hot fluid inlet temperature and regenerated sorbent temperature setpoint at 100% load. 
The top graph shows the step change in hot fluid inlet temperature at t = 1.67 min. 
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bed temperature swing adsorption process designed to capture CO2 from 
a large-scale coal-fired power plant. The analysis was based on dynamic 
simulations using a first principle-model built in gPROMS. 

Two enhanced single-loop control strategies were implemented and 
compared with a standard PI configuration. Firstly, adaptive adjustment 
of the controller gains and integral times based on system load was 
studied for the CO2 recovery and the regenerated sorbent temperature. 
In the second strategy, a cascade approach consisting of a combined 
feedback and ratio feedforward controller was used to control the CO2 

recovery. In addition to the higher-level control strategies, an identical 
regulatory control layer was included in all configurations. The different 
control configurations were tested with several dynamic scenarios that 
could be relevant for operation of a power plant with post-combustion 
CO2 capture. This included power plant load ramps, setpoint changes 
for CO2 recovery and regenerated sorbent temperature, variations in flue 
gas feed CO2 concentration, changes in the external heat source tem
perature and the effect of measurement delays. Controller performance 
was evaluated both based on graphical comparison and using the inte
gral absolute error as a quantitative metric. 

All investigated control schemes provided satisfactory performance 
without steady state offsets, showing that the MBTSA process can be 
efficiently controlled for different types of scenarios. Nevertheless, the 
dynamic simulation results revealed benefits and drawbacks of the 
different approaches. The adaptively tuned controllers gave smoother 
and narrower manipulated variable profiles than the other configura
tions and showed the best performance for step changes in the CO2 re
covery setpoint. When measurement delays were included, the adaptive 
controllers achieved faster CO2 recovery response for a power plant load 

Fig. 10. Response of higher-level CVs and MVs to a ramp from 60 to 80% power plant load with a 15 s delay in the CO2 recovery measurement and 5 s delay in the 
regenerated sorbent temperature measurement. The top graph shows the flue gas mass flow rate ramp starting at t = 1.67 min. 

Table 4 
IAE values for CO2 recovery and regenerated sorbent temperature for selected controller test simulations without measurement delays. The lowest IAE value from each 
scenario is shown in bold.   

Ramps from 40 to 100% load Recovery SP changes at 40% load Flue gas yCO2 steps at 60% load 

Control scheme IAE CO2 recovery IAE reg. sorbent temp. IAE CO2 recovery IAE reg. sorbent temp. IAE CO2 recovery IAE reg. sorbent temp. 

Std PI 0.213 185.4 0.925 37.53 0.914 45.64 
FF + PI 1.801 181.0 1.518 34.68 1.477 42.94 
Adaptive Kc 0.534 530.3 0.971 109.2 0.952 83.90 
Adaptive Kc + τI 0.578 593.4 0.946 142.6 0.941 92.14  

Table 5 
IAE values for CO2 recovery and regenerated sorbent temperature for a 60–80% 
power plant load ramp with measurement delays. The lowest IAE value from 
each scenario is shown in bold.  

Control scheme IAE CO2 recovery IAE reg. sorbent temp. 

Std PI 25.17 911.52 
FF + PI 5.41 928.13 
Adaptive Kc 14.63 1491.22 
Adaptive Kc + τI 15.07 1645.80  
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ramp than the reference case. However, these controllers showed less 
efficient control of the regenerated sorbent temperature. The results 
indicated that the controller gain is the most important parameter for 
adaptive tuning. The main benefit of the combined feedback and feed
forward structure in the case of no measurement delays was improved 
control of the regenerated sorbent temperature. This improvement is 
possibly caused by better decoupling of the higher-level control loops. 
When measurement delays were included, this control scheme showed a 
significant improvement in CO2 recovery tracking compared to the 
standard PI configuration. 

Several topics can be considered for future work. These include 
investigation of decoupling approaches for the higher-level control 
loops and making the mathematical model more representative of real- 
life operation by including additional delays and signal noise. Further
more, model predictive control of the MBTSA process could give better 
handling of coupled variables and allow the inclusion of additional 
variables such as the specific regeneration duty in the control problem. 
An MBTSA test stand capturing CO2 from a coal-fired power plant is 
currently under construction in Poland as part of the InnCapPlant 
project (Cracow University of Technology, 2023). Experimental cam
paigns at this facility will provide valuable information on operation of 
the process and necessary data for validation of the mathematical 
model. 
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Appendix A Model equations and supplementary information on gPROMS model 

The model equations in the gPROMS model are given in Table A.1. 
As shown in Table A.1, the Virial model extension for multi-component gas mixtures was applied in this work. It uses the pure component isotherm 

parameters as input. The Virial model for pure component isotherms is given by: 

Pi =
q∗

i

Ki
e(Aiq∗

i +Biq∗
i

2) (A.1)  

where P is the pressure, q is the amount of gas adsorbed, and K is the Henry constant. This parameter was calculated with the Van’t Hoff equation 

Ki = K∞
i

(
−ΔHi

RTs

)

(A.2)  

and the dependence of the Virial coefficients A and B with temperature was expressed by 

Ai = A0,i +
A1,i

Ts
Bi = B0,i +

B1,i

Ts
. (A.3) 

Table A1 
Model equations.  

Mass balance in gas phase 
εc

∂Ci

∂t
+

∂(uCi)

∂z
= εc

∂
∂z

(

Dz,iCT
∂Yi

∂z

)

−
(1 − εc − ξ)a′kf,i

Bii/5 + 1
(Ci − Cp,i)

Mass balance in macropores εp
∂Cp,i

∂t
+ vs

∂Cp,i

∂z
= εp

15Dp,i

r2
p

Bii
5 + Bii

(Ci − Cp,i) − ρp

(∂qi

∂t
+ vs

∂qi

∂z

)

Mass balance in solid phase ∂qi

∂t
+ vs

∂qi

∂z
=

15Dc,i

r2
c

(q∗
i − qi)

Momentum bal. (adsorption 
section) 

−
∂P
∂z

= 2u(1 − εc − ξ)(ρp − ρg)

Momentum bal. (other 
sections) −

∂P
∂z

=
150μ(1 − εc)

2

ε3
c d2

p
u +

1.75(1 − εc)ρg

ε3
c dp

|u|u 

Energy balance in gas phase εcCT ĉv
∂T
∂t

+ uCT ĉp
∂T
∂z

=
∂
∂z

(

λg
∂T
∂z

)

− (1 − εc − ξ) a′hgs(T − Ts) − αgthgw(T − Tw)

Energy balance in solid phase 
[

(1 − εc − ξ)

(

ρpcp,s + εp
∑

i
Cp,i ĉv,i + ρp

∑

i
qi ĉv,i

)

+ ξρpkcp,pk
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(∂Ts
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)

= (1 − εc − ξ)εpRTs
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i
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∂t
+ vs

∂Cp,i

∂z
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λpk
∂Ts

∂z

)

+ (1 − εc −
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[∂qi

∂t
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∂qi

∂z

])

Energy balance in the HX-wall ρwcp,w
∂Tw

∂t
= αw,exthgw(T − Tw) − αw,inthfw(Tw − Tf)

Energy balance in the HX-fluid ρfcp,f
∂Tf

∂t
= − uf ρfcp,f

Lz

Lx

∂Tf

∂z
− αw,inthfw(Tf − Tw)

Adsorption equilibrium Pi =
q∗

i
Ki

exp[
∑N

j=1
Aijq∗

j +
∑N

j=1
∑N

k=1Bijkq∗
j q∗

k]

Aij =
Ai + Aj

2
; Bijk =

Bi + Bj + Bk

3   
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The pure component parameters used in this work are shown in Table A.2. 
In Table A.3, the correlations used in the gPROMS model are shown. 
In Table A.4, values of fixed parameters used in the model are provided. 
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A B S T R A C T   

Flexible operation of thermal power plants will become increasingly relevant in the coming years. This work 
evaluates the effect of integrating a steam accumulator into a 598 MW supercritical coal-fired power plant with 
moving bed temperature-swing adsorption CO2 capture. Charging the accumulator with reheat steam from the 
turbine train can reduce the net power output by up to 1.4 % (8.2 MW) for around 200 min. Small charging flow 
rates are recommended to maximize the final pressure of the accumulator. Covering the sorbent regeneration 
duty and meeting the demand of two feedwater heaters were considered as alternatives for discharging of the 
accumulator. Thermal storage discharging was found to give relative power plant load increases between 1.7 and 
11.2 % (10.2–66.9 MW) for up to 37.5 min, which exceeds the requirement for primary reserve. Increases in the 
electrical energy output of 10.5–11 MWh were achieved. The flexibility modes studied in this work are 
compatible with high CO2 recovery rates.   

1. Introduction 

1.1. Background and motivation 

Global CO2 emissions related to energy and industrial processes 
increased by 321 Mt from 2021 to 2022, reaching an all-time high of 
36.8 Gt [1]. To meet the target of net zero greenhouse gas emissions by 
2050 [2], this trend must be reversed and then upheld to significantly 
reduce emissions in the coming years. The power sector stands for 
approximately 42 % of global CO2 emissions [1] and will be central in 
the transition to a low-carbon society. In 2022, 61 % of global electricity 
generation came from fossil fuel-based thermal power plants. The 
dominant sources in the electricity mix were gas and coal, standing for 
respectively 22 % and 36 % of the total electricity production [3]. 

The operation of thermal power plants is likely to be affected in 
several ways by the foreseen changes in the energy system. The Inter
national Energy Agency estimates that 65 % of global electricity gen
eration in 2050 will be met by renewables [4]. The intermittency of 
these energy sources represents a challenge since other means of elec
tricity supply must be used to balance the demand. In addition to grid- 
scale energy storage solutions and demand response measures, flexible 
operation of thermal power plants is expected to be necessary to meet 
the residual load not covered by renewables, especially in the short to 

medium term [5]. Several flexibility modes will be relevant, including 
rapid power plant load changes, more frequent start-ups and shutdowns, 
reduced minimum loads and increased maximum electricity output [6]. 
Furthermore, it is likely that CO2 capture from thermal power plants will 
be required during the transition to a renewable-based energy system to 
reduce emissions while maintaining energy supply security. In its 
pathways limiting the global temperature increase to 1.5 ◦C above pre- 
industrial levels, the Intergovernmental Panel on Climate Change in
cludes significant deployment of carbon capture and storage on both 
natural gas and coal-fired units [7]. 

For power plants already in operation, post-combustion CO2 capture 
is suitable due to the possibility of retrofit without requiring large 
modifications of the existing equipment [8]. Although chemical ab
sorption has been demonstrated at full scale and is the state-of-the-art 
post-combustion capture technology [9], adsorption-based processes 
are interesting alternatives due to their potential for reduced energy 
requirements [10]. The CO2 capture technology considered in this work 
is a moving bed temperature swing adsorption (MBTSA) process. The 
main advantage of the moving bed configuration compared to the con
ventional fixed bed system is the possibility of continuous operation 
[11], which avoids complex operation schedules, enables easier inte
gration with the power plant and is beneficial for process control [12]. 
Previous modelling work has shown that this process can achieve high 
CO2 recovery rates and CO2 purity for a natural gas combined cycle 
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power plant [13], coal-fired power plant [14] and waste-to-energy plant 
[15]. MBTSA has also been demonstrated experimentally at a scale of 40 
tons of captured CO2 per day [16]. 

1.2. Flexible operation of power plants with post-combustion CO2 capture 

Several strategies for flexible operation of power plants with post- 
combustion CO2 capture have been investigated in the literature. A 
popular topic has been the development of control structures for the 
capture process with the aim of maintaining its performance under 
variable power plant operation. In this approach, the goal is to ensure 
that the capture process does not negatively influence the load-following 
capabilities of the power plant. For solvent-based CO2 capture, both 
conventional and model predictive control approaches have been 
investigated, as summarized in the review of Wu et al. [17]. In our 
previous work we have developed control strategies for the MBTSA 
process for activated carbon [12] and Zeolite 13X [18] as the adsorbent 
material, showing that a high CO2 recovery rate and CO2 product purity 
can be achieved for various flexible power plant scenarios. The main 
drawback of this approach is that all changes in power plant load are 
driven by changes in the boiler firing rate, meaning that the rate of 
change is limited by thermal inertia in the steam generators. Further
more, repeated load changes can impose large stresses on the process 
equipment. It is therefore of interest to study methods for achieving 
power plant flexibility without modifying the boiler operation. 

CO2 capture processes that utilize temperature swings for regenera
tion of the solvent or adsorbent require large amounts of thermal energy, 
which leads to a power plant efficiency penalty through extraction of 
additional steam from its steam cycle. However, this coupling also 
represents an additional mode of flexibility that can be used to rapidly 
change the power plant electricity output. Based on testing at the PACT 
pilot plant in the United Kingdom, Tait et al. showed that reducing or 
closing the flow of hot fluid to the reboiler can be used for grid balancing 
operations or maximizing electrical power output during periods of high 
electricity prices [19]. Zaman and Lee investigated a flexible mode 
where the CO2 recovery rate setpoint was modified in response to var
iations in electricity demand and price [20]. The simultaneous deploy
ment of a regenerated solvent storage was also considered. The strategy 
of reducing the steam flow rate to the reboiler has also been studied as a 

part of advanced control strategies for the combined power plant – 
carbon capture system. Wu et al. employed a collaborative control 
strategy where the extracted steam flow rate was temporarily reduced to 
achieve faster power plant load ramps [21]. Tang and Wu developed a 
neural network-based feedforward controller to determine the reboiler 
steam flow rate considering the trade-off between power output tracking 
and CO2 capture performance [22]. The main disadvantage of these 
strategies is that the power plant flexibility improvements come at the 
expense of reduced CO2 recovery rates. In a future situation where CO2 
emissions are penalized more strictly, it will be an advantage to utilize 
flexibilization strategies that are able to maintain high CO2 recovery 
rates. 

It was recently shown by Chen et al. that integration of energy 
storage into the power plant – carbon capture system can improve the 
plant economics by enabling rapid adjustment of the power output while 
keeping the CO2 recovery rate at a high level [23]. A molten salt thermal 
storage, battery energy storage system and lean/rich solvent storage 
system were compared, and it was concluded that the battery system 
provided the best operating benefits with the drawback of large in
vestment costs. Thermal energy storage technologies typically have a 
longer lifetime and lower levelized cost of electricity than battery-based 
systems [24] and could be preferable for storage with more than a few 
MW capacity [25]. Furthermore, thermal energy storage has the po
tential of utilizing existing infrastructure and equipment in the power 
plant, reducing the need for new investments. An energy storage unit 
contributes to boiler-turbine decoupling since it can be charged during 
periods of low demand and discharged when the demand is high, for 
example during a grid event or periods of high electricity prices [26]. In 
this work, we investigate how a thermal energy storage can be inte
grated into a coal-fired power plant with MBTSA-based CO2 capture to 
provide flexibility. 

1.3. Previous work on thermal energy storage 

Using thermal energy storage to provide a stable supply of solar- 
based heat for solvent regeneration in CO2 capture processes has 
received much attention in the literature [27]. Examples of considered 
combinations are thermochemical energy storage with calcium looping- 
based carbon capture [28], molten salt thermal storage with amine 

Nomenclature 

ACRONYMS AND ABBREVIATIONS 
FWH Feedwater heater 
G Generator 
HP High-pressure 
IP Intermediate-pressure 
LHV Lower heating value 
LP Low-pressure 
MBTSA Moving bed temperature-swing adsorption 
PCM Phase change material 
SRD Specific regeneration duty 

LATIN SYMBOLS 
cp Specific heat capacity, J kg−1 K−1 

h Specific enthalpy, J kg−1 

h′ Saturated water specific enthalpy, J kg−1 

h″ Saturated steam specific enthalpy, J kg−1 

ha Heat transfer parameter, J K−1 s−1 m−3 

M Mass inventory, kg 
ṁ Mass flow rate, kg s−1 

p Pressure, Pa 
Q̇ Heat transfer rate, J/s 

r Latent heat of vaporization, J kg−1 

t Time, s 
T Temperature, K 
v Specific volume, m3 kg−1 

V Volume, m3 

GREEK SYMBOLS 
α Isobaric expansivity, K−1 

κ Isothermal compressibility, Pa−1 

ρ Density, kg m−3 

τ Relaxation time, s 

SUBSCRIPTS 
1 Water 
2 Steam 
21 Superheated steam – water interface 
c Condensation 
e Evaporation 
i Discharge location 
in Incoming flow 
out Outgoing flow 
tank Steam accumulator  
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solvent CO2 capture from coal-fired [29] and natural gas-fired power 
plants [30] and phase change material thermal storage integrated with 
ammonia-based CO2 capture for a coal-fired power plant [31]. In these 
studies, the main purpose of the thermal storage is to ensure continuous 
heat supply for the capture process, not to provide power plant flexi
bility. For coal-fired power plants without CO2 capture, thermal storage 
integration as a flexibilization measure has been widely studied. A 
summary of energy storage technologies and integration options that 
have been investigated in this context is given in the next three 
paragraphs. 

Kosman et al. studied a solar salt thermal energy storage system 
acting as a buffer between a supercritical and subcritical steam turbine 
[32]. The thermal storage is charged either via electrical heaters or 
excess steam from the supercritical turbine, which is fed by a coal-fired 
boiler always operating at full load to maximize efficiency. During pe
riods of high demand, the hot molten salt is used to generate additional 
steam that is fed to the subcritical turbine. Zhang et al. investigated a 
similar energy storage system, where a combination of flue gas and 
superheated steam from the coal-fired boiler was used to heat up the 
molten salt [26]. Discharging of the energy storage is used to provide 
heat to feedwater heaters, which reduces the flow rate of extracted high 
and intermediate pressure steam and increases the electrical power 
output of the plant. A system consisting of two separate molten salt loops 
at different temperature levels was presented by Garbrecht et al. [33], 
where charging of the energy storage takes place by extracting addi
tional steam from the turbine train. To provide positive reserve, the 
high-pressure steam turbine extraction is closed, and the high- 
temperature molten salt is used to cover additional reheat demand 
while the low-temperature loop is used for high-pressure feedwater 
heating. A disadvantage with molten salt-based energy storage systems 
is the requirement of several additional heat exchangers and significant 
modifications to the steam cycle, which increases complexity and in
vestment costs. 

In the work of Li and Wang, a high temperature storage system 
consisting of five phase change materials (PCM) in series was applied to 
provide grid frequency control and power plant load balancing [34]. 
Several charging strategies based on steam extraction from either the 
intermediate or low-pressure turbine inlet were studied. Heat from 
discharging of the thermal storage was used either to generate addi
tional steam for the low-pressure turbine or to cover parts of the feed
water heating demand. Kruger et al. performed an evaluation of several 
storage technology - power plant integration combinations based on 
economic and technical requirements, concluding that a combined PCM 
– steam accumulator concept was promising [35]. Molten salt thermal 
storage and solid media heat storage were also identified as lead con
cepts by the study. In the case of solid media thermal storage, charging 
takes place by redirecting parts of the flue gas flow from the evaporator 
section of the boiler to heat up a solid material. The hot solid can then be 
used to preheat an additional air mass flow that is fed to the boiler, 
leading to higher live steam mass flow rates and increased electrical 
power production. Cao et al. presented an alternative concept where an 
additional supercritical Rankine cycle is retrofitted to a coal-fired power 
plant for peak electrical power production [36]. A high temperature 
thermal storage system is charged by an electric boiler during periods of 
low demand and used to generate steam for the additional Rankine cycle 
during periods of high electricity demand. 

Using water or steam as the thermal energy storage medium avoids 
exergy losses associated with intermediate heat transfer loops, since the 
thermal storage can interact directly with the water/steam cycle of the 
power plant [26]. Trojan et al. evaluated the use of pressurized hot 
water tanks for widening of the load range and shortening start-up times 
of a 200 MW power unit [37]. The concept was found to be profitable 
unless the difference between high and low demand electricity prices is 
small. Richter et al. investigated the integration of a steam accumulator 
thermal storage into the power plant, reporting a minimum load 
reduction of up to 7.0 % and an additional net power supply of 4.3 % 

[38]. The accumulator is charged with superheated steam from the cold 
reheat at full load and live steam from the boiler at low loads. Dis
charged steam is used to cover the heating demand of one of the high- 
pressure feedwater heaters. A similar concept is studied by Stevanovic 
et al. [39], where an increase in the power plant load is achieved by 
sending discharged steam to two of the low pressure condensate heaters. 
In this case, a net power increase of 4.2 % of the nominal load is re
ported. An advantage of using steam as the thermal storage medium is 
the more efficient heat transfer compared to sensible heat sources [40]. 
Furthermore, it provides additional flexibility since the storage medium 
can also be fed directly to the steam turbines. 

1.4. Knowledge gaps and scope of paper 

The literature review shows that even though thermal energy storage 
integration is a promising method for enabling flexible operation of 
power plants with CO2 capture, this topic has not received much 
attention in the literature. This work bridges several knowledge gaps 
and the main novel contributions are listed below:  

1) The integration of a thermal energy storage system into a power 
plant with MBTSA post-combustion CO2 capture has not previously 
been studied in the literature.  

2) We compare two options for discharging of the thermal energy 
storage: regeneration of the CO2 capture process and the use in 
feedwater heaters. A comparison of these two alternatives has not 
previously been made in the literature.  

3) We perform a quantitative evaluation of the power plant flexibility 
increase achieved by thermal storage integration. 

The research objective of this work is to carry out a model-based 
evaluation of how a steam accumulator can contribute to increased 
operational flexibility of a supercritical coal-fired power plant with 
MBTSA post-combustion CO2 capture. The flexibility mode of interest is 
the net power output increase capability of the power plant, which can 
be employed both in the case of grid events or during periods of high 
electricity prices. Furthermore, we limit the scope of the paper to 
methods that are compatible with maintaining a high CO2 recovery rate 
and do not significantly influence boiler operation. 

The article is structured as follows. In Section 2, a description of the 
coal-fired power with integrated MBTSA and thermal storage is given. 
The modelling approach is explained in Section 3. Results are presented 
and discussed in Section 4 before the work is concluded in Section 5. 

2. Coal-fired power plant with MBTSA and steam accumulator 

2.1. Process description 

The system considered in this work consists of three main sections: a 
supercritical coal-fired power plant, an MBTSA CO2 capture process and 
a steam accumulator thermal energy storage. A flow diagram of the 
process is shown in Fig. 1. The design of the power plant is based on the 
supercritical pulverized coal-fired reference plant from NETL [41] and 
has a gross power output of 642 MW after CO2 capture integration. The 
net power output after subtracting transformer losses and the electrical 
power requirement of fans, pumps, fuel delivery, flue gas treatment, ash 
handling and additional minor auxiliaries is 598 MW. The boiler delivers 
steam at 244 bar and 595 ◦C to the turbine train, which consists of one 
high pressure turbine, two intermediate pressure turbines and two low 
pressure turbines. A single reheat stage between the high pressure and 
intermediate pressure turbine is included. After leaving the condenser, 
boiler feedwater is heated by steam extracted from various ports along 
the steam turbine train. The feedwater heating train consists of seven 
heaters and a deaerator. 

The flue gas generated from combustion of coal passes through an 
electrostatic precipitator, a wet flue gas desulfurization unit and a 
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cooling and drying step after leaving the boiler. When leaving the 
desulfurization unit, the flue gas temperature is approximately 66 ◦C. It 
is cooled to 30 ◦C, which requires around 29 MW of cooling duty. 
Multiple options for flue gas dehydration exist, including refrigeration, 
compression and cooling, membranes and triethylene glycol absorption 
[42]. Adsorbents such as alumina or silica-based materials can also be 
applied [43]. The cooled and dried gas is sent to the adsorption section 
of the MBTSA process, where it moves counter-currently to the Zeolite 
13X adsorbent, transferring CO2 to the solid phase. The CO2-lean flue 
gas leaves the top of the adsorption section and the CO2-loaded adsor
bent leaves at the bottom. The adsorbent is heated up in the preheating 
and desorption sections to a final temperature of 202 ◦C, releasing CO2 
that is collected in a high purity stream. During normal operation, steam 
is extracted from a port in the intermediate pressure turbine to provide 
heat to the desorption section. At full load, the extracted steam for 
sorbent regeneration is at 28.1 bar and 508 ◦C. The saturated water that 
leaves the desorption section is fed to the shell of the deaerator. Before 
entering the adsorption section, the adsorbent is cooled in the precool
ing and cooling sections to complete the cycle. Due to the large flow of 
flue gas, two parallel carbon capture units are employed, each pro
cessing 402 kg/s of flue gas. At nominal conditions, the MBTSA process 
captures 90.0 % of the CO2 in the flue gas and delivers CO2 with a purity 
of 96.1 %. The key characteristics of the power plant – carbon capture 
system at nominal load are summarized in Table 1. 

During periods of low electricity prices or demand from the market, 

the power plant electrical output can be reduced by charging the steam 
accumulator. This involves sending a fraction of the reheated steam flow 
at the intermediate pressure turbine inlet to the thermal storage unit. At 
nominal load, the reheated steam has a temperature of 591 ◦C and a 
pressure of 47.1 bar. Later, the steam accumulator can be discharged to 
increase the power output of the system. Two discharging alternatives 

Fig. 1. Simplified flowsheet of supercritical coal-fired power plant with integrated MBTSA post-combustion CO2 capture and steam accumulator thermal energy 
storage. HPT stands for high-pressure turbine, IPT stands for intermediate-pressure turbine, LPT stands for low-pressure turbine, G stands for generator and FWH 
stands for feedwater heater. 

Table 1 
Key characteristics of power plant – carbon capture system at nominal load.  

Variable Value Unit 

Power plant with steam extraction for CO2 capture 
HP turbine inlet pressure 244 bar 
HP turbine inlet temperature 595 ◦C 
HP turbine inlet steam mass flow rate 574 kg/s 
Gross electric power output 642 MWel 

Net electric power output 598 MWel 

Power plant LHV efficiency 35.6 % 
MBTSA process   
Flue gas inlet temperature 30 ◦C 
Flue gas inlet pressure 1.018 bar 
Flue gas mass flow rate (per unit) 402 kg/s 
Flue gas inlet CO2 concentration 13.7 mol% 
Circulating sorbent mass flow rate 1255 kg/s 
Sorbent regeneration duty 250 MWth 

CO2 recovery 90.0 % 
CO2 purity 96.1 mol%  
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are considered in this work. In the first option, steam from the thermal 
storage is initially sent to the MBTSA process to cover the sorbent 
regeneration heat duty. When the steam quality is too low to be used in 
the MBTSA unit, the thermal storage is discharged to feedwater heater 
(FWH) 3 and 4, replacing the extracted steam from the turbine train. At 
nominal load, FWH3 requires 21.7 kg/s of steam at 4.95 bar and 
278.2 ◦C and FWH4 requires 17.3 kg/s of steam at 9.82 bar and 
363.6 ◦C. In the second option, the thermal storage is only used to cover 
the feedwater heating demand. In both discharging alternatives, the 
steam flow rates in the intermediate and low-pressure turbines are 
increased, which gives a temporary increase in power production. Since 
no adjustment of the boiler load is needed, the load increase takes place 
quickly. The pressure within the accumulator will decrease during the 
discharging process. The flow of steam to a given discharge point is 
stopped when the accumulator pressure equals its nominal steam side 
pressure. Between cycles, it is assumed that liquid water is added to 
restore the tank to its initial liquid volume fraction of 55 %. 

2.2. Steam accumulator capacity 

The capacity of the steam accumulator depends on its size and the 
pressure limits it operates within. In this work, the minimum pressure of 
the accumulator is set to 5 bar. This value is slightly higher than the 
steam side pressure of FWH3, which is the discharged steam destination 
with the lowest quality requirement in the system. The maximum 
operating pressure of the accumulator is set to 47 bar, which is slightly 
lower than the reheated steam pressure at full load. 

When the pressure range is fixed, the tank capacity will be deter
mined by the choice of tank volume. In this work we have chosen a tank 
size that enables the thermal storage system to contribute to primary 
reserve frequency control. Based on the classification from Palizban and 
Kauhaniemi, primary reserve should be available instantaneously and 
have a duration between 15 and 30 min [44]. To obtain an initial esti
mate of the tank volume, we followed the method presented by Richter 
et al. [38] with the requirement that the steam accumulator should be 
able to cover the 101 kg/s of steam (see section 4.1) needed for MBTSA 
regeneration for a period of 20 min. This gave a tank size estimate of 
562 m3. This estimate is expected to be conservative regarding the pri
mary reserve time requirement due to the very large steam flow rate 
needed by the CO2 capture unit. In Stevanovic et al. [39] a tank volume 
of 600 m3 was used. Since this is close to our estimated value, a tank size 
of 600 m3 was also chosen in this work to make direct comparison of 
results easier. The key design data for the steam accumulator is provided 
in Table 2. 

3. Modelling approach 

To simulate the integrated system, individual models of the three 
sub-domains of the process were coupled via a soft-linking approach. 
This means that the models are not collected in a single modelling 
environment, and a manual approach was applied to transfer data be
tween entities. In this section, the modelling approach for each indi
vidual model is described. 

3.1. Supercritical coal-fired power plant 

The power plant model was built in version 30 of the STEAM PRO 
and STEAM MASTER programs delivered by Thermoflow [45]. The 
design of the power plant was carried out in STEAM PRO. After fixing 
the design, STEAM MASTER was used to perform steady-state off-design 
simulations. To estimate the effect of thermal storage discharging to the 
feedwater heaters, external steam flows matching the flow rate and 
conditions of the steam required by these heaters were added to the off- 
design model. The effect of discharging to the MBTSA process and 
accumulator charging was estimated directly by closing/opening valves 
in the off-design model. 

We are only considering load variations at constant boiler firing rates 
introduced by the opening and closing of valves in the water/steam 
cycle of the power plant. Since such manipulations will affect the power 
plant power production without significant delays, a steady-state power 
plant model is assumed to be sufficient for the scope of this work. A 
limitation of this approach is that the model is unsuitable for other 
flexibility modes, such as ramps in power plant load, startups and 
shutdowns. The power plant load is here defined as the fraction of the 
nominal net power output, and a minimum load value of 40 % has been 
chosen. This is similar to the value chosen by Hanak et al. for a coal-fired 
power plant with post-combustion CO2 capture [46]. 

3.2. MBTSA CO2 capture process 

The MBTSA process model was built in gPROMS ModelBuilder 
version 7.1.1 [47]. It is based on the model used in our previous work to 
study process control of the MBTSA process [18], and the reader is 
referred to this article for a complete description. Small modifications of 
the model have been made to match the flue gas conditions predicted by 
STEAM PRO/MASTER. As shown in Fig. 1, the MBTSA process consists 
of five separate sections. Each section is described by a set of dynamic, 
one-dimensional partial differential equations accounting for the mass, 
energy and momentum balance in the bulk gas phase, solid phase and 
macropores of the adsorbent material. The model equations and un
derlying assumptions are the same for each sub-domain, but the value of 
design parameters and the operating conditions vary between sections. 
The different sub-models are connected using the composite modeling 
capabilities of gPROMS to give a modelling tool for the entire moving 
bed. The equations were discretized using a central finite difference 
method, the SRADAU solver was used for differential–algebraic equa
tions and the MA28 solver was used for linear algebra. 

In this work, the gPROMS model is used to predict the steady-state 
behavior of the MBTSA process. The implemented control structure, 
which includes both a regulatory and performance layer, is used to 
adjust the manipulated variables of the process so that the targets for 
CO2 recovery and purity are met in all scenarios. A limitation of the 
modelling approach used in this work is the assumption of no attrition of 
the circulating adsorbent material. Zeolites can be brittle, which rep
resents a challenge for practical operation of the moving bed system. 
However, recent work has shown that new preparation methods can 
produce Zeolite 13X particles with high mechanical strength and spe
cific surface area without reducing the CO2 uptake capacity [48]. The 
results in this work can therefore be viewed as representative of a future 
adsorbent material with such properties. 

3.3. Steam accumulator 

A dynamic non-equilibrium mathematical model based on the 
approach presented by Stevanovic et al. [49] is used to simulate the 
steam accumulator. A complete description of the model is given below, 
but the reader is referred to the original article for the derivation of the 
equations. As indicated in Fig. 2, the model has separate mass and en
ergy balances for the liquid water (phase 1) and steam (phase 2). The 
pressure of the two phases is equal. The model was implemented in 
MATLAB version R2022b. 

The mass distribution of water and steam inside the tank depends on 

Table 2 
Key design data for the steam accumulator.  

Parameter Value Unit 

Internal volume 600 m3 

Minimum pressure 5 bar 
Maximum pressure 47 bar 
Initial volume fraction 55 % 
Thermal energy storage capacity 62 MWhth  
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the inlet and outlet flows and the internal mass transfer between the 
phases via evaporation or condensation. The liquid and steam mass 
balances are given by: 

dM1

dt
= ṁ1,in − ṁ1,out + ṁc − ṁe (1)  

dM2

dt
= ṁ2,in − ṁ2,out + ṁe − ṁc (2)  

The condensation rate, ṁc, and evaporation rate, ṁe, is calculated based 
on the difference between the liquid enthalpy h1 and the saturated liquid 
enthalpy h′. If the water is superheated (h1 > h′), evaporation takes 
place, and the rate is calculated as: 

ṁe =
ρ1V1(h1 − h′)

τer
(3)  

Where r is the latent heat of vaporization. In the case of evaporation, ṁc 

is set to zero. If the water is subcooled (h1 < h′), condensation will occur 
and ṁe = 0. The condensation rate is then calculated as: 

ṁc =
ρ1V1(h′ − h1)

τcr
(4)  

In this work, the relaxation time for evaporation (τe) and condensation 
(τc) are treated as constant parameters specified as inputs to the model. 
The liquid and steam enthalpy balances are given by: 

dh1

dt
=

1
M1

[

(ṁh)1B + (ṁc − ṁe)h″ + Q̇21 + M1v1
dp
dt

− h1
dM1

dt

]

(5)  

dh2

dt
=

1
M2

[

(ṁh)2B +

(

ṁe − ṁc

)

h″ − Q̇21 + M2v2
dp
dt

− h2
dM2

dt

]

(6)  

Here, (ṁh)1B = ṁ1,inh1,in −ṁ1,outh1 and (ṁh)2B = ṁ2,inh2,in −ṁ2,outh2 ac
count for the enthalpy flows of incoming and outgoing liquid and steam. 
The heat transfer rate from the steam to the liquid water is calculated as: 

Q̇21 = (ha)21(T2 − T1)V1 (7)  

If the water is superheated, which will be the case for example during 
tank discharging, Q̇21 = 0. The parameter (ha)21 represents the product 
of the heat transfer coefficient between superheated steam and liquid 
and the steam-water interface area concentration. It is specified as a 
constant input parameter to the model. The tank is assumed to be 
perfectly insulated, meaning no heat is lost to the surroundings. Such 
heat losses have been shown to have a negligible effect on the tank 
pressure for storage periods relevant for this work [38]. 

All thermodynamic properties needed in the model are calculated 
using version 10 of the REFPROP software [50], which was linked to 
MATLAB via a Python interface. REFPROP uses the IAPWS-95 equation 
of state for water and steam [51]. Calls with specific enthalpy and 
pressure as the input variables were used to calculate the density and 
temperature of each phase. Saturated enthalpies and the latent heat of 
vaporization were calculated with pressure as the only input variable. 

To calculate the accumulator pressure, different modelling ap
proaches were applied in the case of tank charging and discharging. For 
discharging, the differential equation for the tank pressure from Steva
novic et al. is used. It is derived from the volume balance Vtank = V1 +V2 
and given by: 

The partial derivatives of specific volume with regard to enthalpy and 
steam specific volume with regard to pressure were calculated using the 
following relations from Zhu et al. [52]: 

∂v1

∂h

⃒
⃒
⃒
⃒

p
=

v1α1

cp,1
(9)  

∂v2

∂h

⃒
⃒
⃒
⃒

p
=

v2α2

cp,2
(10)  

∂v2

∂p

⃒
⃒
⃒
⃒

h
= − v2κ2 −

v2
2α2

cp,2
(1 − T2α2) (11)  

The isobaric expansivities, specific heat capacities and isothermal 
compressibility needed in these equations were calculated using 
REFPROP. The partial derivative of water specific volume with regard to 
pressure was approximated numerically based on REFPROP calculations 
for saturated water. The system of equations for tank discharging were 
solved using the stiff differential equation solver ode15s [53]. 

In the case of tank charging, using Eq. (8) caused volume conserva
tion errors. An alternative method for calculating the tank pressure was 
therefore applied to maintain model accuracy. To force volume con
servation, the specific volume of steam was calculated as v2 =

(Vtank − V1)/M2. The tank pressure was calculated from a REFPROP call 
based on the properties of the steam phase: p = p(v2,h2). This means that 
for charging simulations, a differential–algebraic equation system was 
solved. The implicit solver ode15i [54] was used for this equation set. 

The steam accumulator charging model was validated against 
experimental data from a charging experiment performed on a 64 m3 

tank [49]. The condensation time τc was set to 85 s and the heat transfer 
parameter (ha)21 was set to 2500 W/(m3 K). The predictions from the 
charging model, shown in the left part of Fig. 3, agree well with the 
experimental values. Experimental data for tank discharging is not 

Fig. 2. Simplified layout of the steam accumulator.  

dp
dt

=

(

h1
∂v1
∂h

⃒
⃒
⃒
⃒

p
− v1

)

dM1
dt +

(

h2
∂v2
∂h

⃒
⃒
⃒
⃒

p
− v2

)

dM2
dt − (ṁc − ṁe)h″∂v1

∂h

⃒
⃒
⃒
⃒

p
−

[

−ṁ2,outh2 + (ṁe − ṁc)h″
]

∂v2
∂h

⃒
⃒
⃒
⃒

p
(

∂v1
∂p

⃒
⃒
⃒
⃒

h
+ v1

∂v1
∂h

⃒
⃒
⃒
⃒

p

)

M1 +

(

∂v2
∂p

⃒
⃒
⃒
⃒

h
+ v2

∂v2
∂h

⃒
⃒
⃒
⃒

p

)

M2

(8)   
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available in the literature, meaning that a complete validation could not 
be performed for this scenario. However, it was possible to compare our 
model predictions with simulation results from the validated model of 
Stevanovic et al. [39] for the same tank size (600 m3) that is considered 
in this work. The evaporation time τe was set to 85 s. From the right part 
of Fig. 3, the predictions from the discharging model agree well with the 
results from the literature. It can therefore be concluded that both the 
charging and discharging model is suitable for further use. The relaxa
tion times and heat transfer parameter are kept at the same values for all 
simulations in this work. 

4. Results and discussion 

In this section, the simulation results are presented and discussed. 
The main goal of these simulations was to quantify how a steam accu
mulator charging/discharging cycle affects the net electrical power 
output of the power plant with CO2 capture. The integration of the 
MBTSA unit with the power plant and the dynamic behavior of the steam 
accumulator are also discussed. 

4.1. MBTSA integration at reduced power plant loads 

When the power plant load is adjusted by modifying the operation of 
the coal-fired boiler, conditions that influence the integration of the 
MBTSA process and the power plant will change. The values of selected 
key variables at full and minimum load are shown in Table 3. The flue 
gas conditions, MBTSA specific regeneration duty (SRD) and extracted 
steam conditions vary significantly with load. Since only one steam 
extraction location for the CO2 capture process is considered in this 
work, it is important to verify that the chosen integration option is 
sufficient to heat the adsorbent to the desired temperature in the entire 
load range. 

TQ-diagrams for the nominal and minimum load cases were made to 
ensure that temperature crossover in the desorption section of the 
MBTSA unit is avoided. To generate these diagrams, the gPROMS model 
was first solved with updated flue gas boundary conditions to determine 
the required heat duty for regeneration. Subsequently, the off-design 
power plant model is called iteratively to determine the required 
steam flow rate. Iterations are needed since changing the extracted 
steam flow rate influences the conditions at the extraction port. As 
shown in Fig. 4, the steam can in both cases heat up the adsorbent to the 
required temperature without crossover. However, at 40 % load the 
superheating of incoming steam is critical to achieve the desired sorbent 
temperature increase, since the temperature of saturated steam at this 
load is lower than 202 ◦C. The pinch point temperature difference at this 
load is 3.2 ◦C. 

4.2. Charging of steam accumulator 

Charging of the steam accumulator involves extracting additional 
steam from the power plant and can therefore be used to provide flex
ibility in the form of negative reserve. This is particularly useful in the 
case of a reduction of the minimum power plant load, since losses in 
revenue and additional startups and shutdowns during periods of very 
low electricity prices can be avoided [6]. However, off-design power 
plant simulations for the system considered in this work showed that it is 
not possible to simultaneously charge the steam accumulator and 
maintain the desired CO2 recovery rate at 40 % load. When going 
beyond the already large flow rate of extracted steam for sorbent 
regeneration, there was not enough steam available to cover the 
required duty of the feedwater heaters. The lowest possible load where 
both sorbent regeneration and accumulator charging could take place 
was around 60 %. Therefore, charging simulations at 60 % load were 
carried out to show the effect of thermal storage charging at reduced 
loads. An extracted reheat steam mass flow rate 5 kg/s was used. As 
shown in Fig. 5, it takes around 139 min before the tank pressure equals 
the reheat steam pressure and the charging process is stopped. A small 
pressure relaxation is observed as the water and steam in the tank settle 
at the equilibrium pressure of 27.7 bar. The tank charging reduces the 
net power output by 5.6 MW, which is 0.94 % of the nominal net power 
output. A reduction in electrical energy output of 13.0 MWh is observed. 

A disadvantage of charging at reduced loads is that the extracted 
reheat steam is at a significantly lower quality than at full load, leading 
to a lower final tank pressure. In Fig. 6, the results from a charging 
simulation carried out at 100 % power plant load are shown. An 
extracted steam flow rate of 5 kg/s is used also in this case. Due to the 
higher quality of reheat steam in this operation regime, the final tank 

Fig. 3. Steam accumulator model validation results. Left: comparison with experimental data from charging experiment for 64 m3 tank [49]. Right: comparison with 
discharging simulation results for 600 m3 tank [39]. 

Table 3 
Value of key variables related to power plant – MBTSA integration at full and 
minimum load while maintaining 90% CO2 recovery.  

Power 
plant 
load 
(%) 

Flue 
gas 
flow 
rate 
[kg/s] 

Dry flue gas CO2 

concentration 
[mol%] 

MBTSA 
SRD 
[MJ/(kg 
CO2)] 

Steam 
conditions 
at extraction 
port 

Extracted 
steam mass 
flow rate 
[kg/s] 

100 804  13.7  1.73 508 ◦C, 28.1 
bar 

101 

40 478  10.2  1.56 447 ◦C, 11.4 
bar 

70  
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pressure is 46.7 bar. This is similar to the pressure of 45 bar reported by 
Stevanovic et al. [39]. The charging process takes around 200 min. A net 
power output reduction of 8.2 MW (1.37 % of the nominal net power 
output) is achieved, reducing the electrical energy output by 27.3 MWh. 

In the cases presented above, a relatively small charging steam flow 
rate is assumed, leading to long charging times. In some cases, long 

charging times are not acceptable and larger steam flow rates are 
required. This would be necessary for example if the accumulator needs 
to be charged during short periods with lower electricity prices during 
the day. As shown in Fig. 7, the charging flow rate has a significant effect 
on the final pressure in the accumulator. During charging, the water in 
the tank becomes sub-cooled. When the charging is stopped, steam 

Fig. 4. TQ-diagrams for sorbent regeneration with steam from the intermediate pressure turbine inlet at 100% load (left) and 40% load (right).  

Fig. 5. Steam accumulator charging simulation results at 60 % power plant load with an extracted reheat steam flow rate of 5 kg/s.  

Fig. 6. Steam accumulator charging simulation results at 100 % power plant load with an extracted reheat steam flow rate of 5 kg/s.  
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continues to condense until the water temperature equals the saturation 
temperature, thus reducing the tank pressure. The degree of sub-cooling 
increases for larger charging steam flow rates, giving a larger pressure 
decrease during the relaxation period. A charging flow rate of 40 kg/s 
reduces the charging time by around 171 min, but leads to around 2 bar 
lower final tank pressure than a charging flow rate of 5 kg/s. Since a 
higher tank pressure maximizes the potential for meeting short-term 
peak demands during discharge, small charging mass flow rates are 
recommended when possible. 

4.3. Discharging of steam accumulator 

As described in Section 2.1, covering the heat duty of FWH3 and 
FWH4 and meeting the regeneration demand of the MBTSA process are 
considered as the two discharging options in this work. The enthalpy of 
discharged steam will change over time, but the heat demand of the 
discharging locations must be continuously fulfilled. Therefore, the mass 
flow of steam leaving the accumulator will vary throughout the dis
charging simulation. The following formula is used to calculate the 
outgoing steam mass flow rate [39]: 

ṁ2,out(t) =
1

h2,out(t)

∑

i
(ṁh)i (12)  

Where (ṁh)i is the enthalpy flow required by a given discharge location. 
The discharging to the MBTSA process is stopped when the accumulator 
pressure reaches 24 bar. Similarly, the steam flow to FHW4 and FWH3 is 
stopped when the tank pressure is 9.82 and 4.95 bar, respectively. In all 
the cases presented below, it is assumed that the steam accumulator has 
an initial pressure of 46.7 bar, meaning that it has been charged with a 
flow rate of 5 kg/s at full load. 

In Fig. 8, the discharged steam flow rate and accumulator pressure 
profile is shown for the case where the thermal storage is used to cover 
the heat demands of FWH4 and FWH3 at full power plant load. In this 
case, the steam required for sorbent regeneration is provided in the same 
way as during normal power plant operation. The required steam flow 
rate to cover the demand of both feedwater heaters is around 43 kg/s 
and increases slightly over time to compensate for the decrease in steam 
enthalpy. After around 23 min, the tank pressure reaches the threshold 
value of 9.82 bar. After this point, steam is only delivered to FWH3, and 
the discharged steam flow rate decreases to around 24 kg/s. The 
discharge to FWH3 continues for around 13 min before the tank pressure 
equals 4.95 bar. 

In Fig. 9, the net electrical power output and relative power output 
profile for this case is shown. When both FWH4 and FWH3 is replaced by 
steam from the accumulator, the net electrical power output increases 
by 20.5 MW (3.43 % of the nominal power output). When only the de
mand of FWH3 is covered, the increase in net electrical power output is 
10.2 MW (1.7 % of the nominal power output). 

The discharged steam flow rate and accumulator pressure profile for 
the second discharging option is shown in Fig. 10. In this case, the 
thermal storage is first used in the MBTSA process. The required steam 
mass flow rate is around 126 kg/s, which is significantly larger than for 
the FWH case. The tank pressure decreases rapidly due to the large flow 
rate, reaching the threshold value of 24 bar after only 3.2 min. After this 
point, the thermal storage is discharged to FWH4 and FWH3, and the 
outgoing steam mass flow rate decreases to around 43 kg/s. A pro
nounced pressure recovery is seen during this transition, caused by the 
evaporation of superheated water in the tank. The degree of super
heating during discharge to the MBTSA is high due to the large steam 
mass flow rate. The accumulator can cover the demand of both feed
water heaters for around 15 min before reaching the FWH4 threshold 
value. The outgoing steam flow rate is again reduced to around 24 kg/s 
for a period of 13 min, after which the lowest pressure limit is reached. 

In Fig. 11, the variation in net and relative electrical power output 
during the second discharging option is shown. Discharging to the 
MBTSA process increases the net power output by almost 67 MW (11.2 
% of the nominal power output). Discharging to the feedwater heaters 

Fig. 7. Steam accumulator pressure vs. time for different reheat steam charging 
mass flow rates at 100% power plant load. 

Fig. 8. Discharged steam mass flow rate and steam accumulator pressure 
profile when thermal storage is used to cover FWH3 and FWH4 heat demands at 
full power plant load. 

Fig. 9. Net electrical power output profile and relative power output change 
when thermal storage is used to cover FWH3 and FWH4 heat demand at full 
power plant load. 
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has the same effect on the power plant as shown in Fig. 9. As expected, 
the increase in electrical energy production from covering both FWH4 
and FWH3 is smaller than in the first case, since the thermal storage has 
first been used in the MBTSA process. 

A summary of the effect of the two discharging options on the power 
plant operation is given in Table 4. Both options give an increase in the 
electrical energy production in the range of 10.5–11 MWh. The FWH 
discharge case has a total duration of 37.5 min, which is around 6 min 
longer than the MBTSA + FWH case. Both options exceed the time 
duration requirement discussed earlier for primary energy reserve. An 
advantage of discharging to the MBTSA process is the possibility of 
increasing the net electrical power output by over 11 % of the nominal 

value, which is useful in the case of large peak demands with a short 
duration. The relative load increases of 1.7–11.2 % achieved in this work 
are comparable with values from the literature. For steam accumulator 
systems, a relative power plant load increase of 4.3 % [38] and 4.2 % 
[39] has been reported. Kruger et al. reported load increases from 2 to 5 
% of the net capacity in their comparison of molten salt, solid media and 
combined steam accumulator - PCM thermal storage [35]. 

5. Conclusions 

In the future, flexible operation of thermal power plants with carbon 
capture might be required to reduce emissions while handling increasing 
shares of variable renewable energy sources in the electricity mix. 
Thermal energy storage integration is a promising method for enabling 
flexible operation of such plants without modifying the boiler operation 
or reducing the CO2 recovery rate. This work evaluated the impact of 
integrating a 600 m3 steam accumulator into a 598 MW supercritical 
coal-fired power plant with a moving bed temperature-swing adsorption 
process capturing 90 % of the CO2 in the flue gas. This combination of 
technologies had not previously been studied in the literature. A soft- 
linking approach was applied to couple a power plant model built in 
ST PRO/MASTER, steam accumulator model in MATLAB and CO2 cap
ture model in gPROMS. 

To charge the steam accumulator, additional reheat steam is 
extracted from the turbine train. Simulations showed that charging the 
tank at 60 % load could reduce the net power output by 5.6 MW (0.94 % 
of nominal net power output) for around 139 min. At full load, the net 
power output during charging is reduced by 8.2 MW (1.37 % of nominal) 
for approximately 200 min. The disadvantage of charging at reduced 
power plant loads is a lower final pressure in the accumulator. 
Furthermore, it was shown that the choice of tank charging flow rate 
significantly influences the final pressure of the thermal storage. If 
possible, small charging flow rates are recommended to maximize the 
final pressure of the accumulator. 

Two alternatives for discharging of the thermal storage were studied, 
i.e. regeneration of the CO2 capture process and covering the heat duty 
of two of the feedwater heaters. In the feedwater heater case, dis
charging of the steam accumulator was able to cover the demand of both 
feedwater heaters for 23 min while increasing the net power output by 
20.5 MW (3.4 % of nominal). After this period, the thermal storage could 
cover the demand of the low-pressure feedwater heater for an additional 
13 min with a net power output increase of 10.2 MW (1.7 % of nominal). 
In total, the feedwater heater case gave an electrical energy output in
crease of 10.5 MWh. In the case where the discharged steam was first 
used to cover the regeneration duty of the CO2 capture process, a similar 
overall increase in the electrical energy output was calculated (10.8 
MWh). Since regeneration of the CO2 capture process requires a large 
steam flow rate, a net power output increase of almost 67 MW (11.2 % of 
nominal) for 3.2 min is achieved in this case. After this, the steam tank 
could cover both feedwater heaters for 15 min and the low-pressure 
heater for 13 min. The results show that both discharging options 
exceed the time duration requirement to be suitable for primary reserve. 
In practice, this type of flexibility would be useful for power plant 
operation since additional revenue can be earned by adjusting the load 
based on market conditions and grid requirements. 

Fig. 10. Discharged steam mass flow rate and steam accumulator pressure 
profile when thermal storage is used to cover MBTSA regeneration duty and 
then feedwater heating demand at full power plant load. 

Fig. 11. Net electrical power output profile and relative power output change 
when thermal storage is used to cover MBTSA regeneration duty and then 
feedwater heating demand at full power plant load. 

Table 4 
Comparison of the effect of each discharging option on the power plant operation.   

Discharge to MBTSA + feedwater heaters Discharge to feedwater heaters only 
Discharged steam 
destination 

Time 
[min] 

Load change [% of 
nominal net 
power] 

Net power output 
increase [MWel] 

Electrical energy 
output increase 
[MWhel] 

Time 
[min] 

Load change [% of 
nominal net 
power] 

Net power output 
increase [MWel] 

Electrical energy 
output increase 
[MWhel] 

MBTSA 3.16 11.2 66.9 3.52 – – – – 
Both FWHs 14.9 3.43 20.5 5.07 24.3 3.43 20.5 8.28 
FWH3 13.2 1.70 10.2 2.25 13.2 1.70 10.2 2.23 
Sum 31.3   10.8 37.5   10.5  
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Several topics can be considered for future work. Firstly, a techno- 
economic evaluation of the investigated concept would give more 
insight into its viability and could be used to determine the cost-optimal 
capacity and operation of the thermal storage system. Other energy 
storage technologies such as batteries, molten salt thermal storage and 
phase change materials could be included for comparison. It is also 
possible to study alternative integration options, such as sending dis
charged steam directly from the accumulator to the steam turbines. For a 
more complete evaluation of the impact on power plant flexibility, other 
flexibility modes such as rapid load ramps, start-ups and shutdowns 
could be investigated. Such studies would require a dynamic power 
plant model and benefit from collecting the different sub-models in a 
single modelling environment. 
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