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A B S T R A C T

Several knowledge gaps on the properties and behavior of hydrogen must be closed to realize its widespread
use as a clean fuel and reduction agent. A challenge in this regard is that hydrogen and its mixtures are
influenced by quantum effects, in particular at low temperatures. We have implemented new pair potentials
into the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package that semi-classically
account for quantum effects. They are called Feynman–Hibbs corrected Mie potentials (Mie–FH) of first and
second order. In the literature, these potentials have been shown to accurately represent the thermodynamic
properties of hydrogen, deuterium, helium, neon and their mixtures at temperatures above 20 K. We verify the
correctness of the LAMMPS implementation by comparing to results from independent Monte Carlo simulations.
The computational efficiency of the implementation is assessed for system sizes ranging from several thousands
to one billion particles, highlighting the suitability of the implementation for large-scale simulations. The
LAMMPS implementation paves the way for new applications, such as studying the transport properties of
hydrogen mixtures, or investigating hydrogen confined in porous media.
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. Motivation and significance

Predicting thermo-physical properties is essential for understanding
omplex systems involving phase transitions, chemical reactions, trans-
ort phenomena, and macroscopic behaviors observed in real-world
pplications [1–8]. Accurate prediction models are indispensable tools
or designing efficient processes, optimizing energy utilization, devel-
ping new materials, and assessing environmental impacts associated
ith fluid systems.

∗ Corresponding authors at: Porelab, Department of Chemistry, Norwegian University of Science and Technology - NTNU, NO-7491 Trondheim, Norway.
E-mail addresses: thuat.trinh@ntnu.no (Thuat T. Trinh), oivind.wilhelmsen@ntnu.no (Øivind Wilhelmsen).

The study of thermo-physical properties of fluids with molecular
dynamics (MD) simulations has gained significant attention due to
its ability to accurately predict various properties, such as phase dia-
grams, transport coefficients, and free energy exploration. For example,
the two-phase thermodynamic model (2PT) [9–13] is an approach
for calculating the thermodynamic properties of fluids from single
MD simulation trajectories. Another MD study with modeling of ther-
mal conductivity enhancement in metal nanoparticle suspensions was
reported by Sankar et al. [14].
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There are several software packages available to perform MD simu-
lations such as GROMACS [15], AMBER [16], OPENMM [17],
DESMOND [18], LAMMPS [19]. Among these packages, LAMMPS is
one of the most suitable for material simulations and for studying
thermodynamics and transport properties of fluids [19]. The flexibil-
ity of LAMMPS [19], which enables custom potential functions and
properties tailored to specific needs, makes it particularly suitable for
incorporating new potentials in MD simulations. Other notable works in
this field include the development of the MD program ms2 by Deublein
et al. [20], which is designed for calculating thermodynamic properties
of bulk fluids.

Quantum nuclear effects (QNE) play a crucial role in accurately
modeling the behavior and properties of molecules at the nanoscale
level, particularly when considering systems involving hydrogen-based
materials. Hydrogen’s lightweight nature amplify nuclear effects on
its protons. For example, utilizing experimental techniques like deep
inelastic neutron scattering have allowed researchers to probe the quan-
tum nature of water’s hydrogen bonds directly [21]. The importance
of QNE in the hydrogen liquefaction process has been discussed [22].
This process plays a pivotal role in various industrial applications such
as fuel cells, metallurgical processes, and chemical reactions.

To include QNE in classical MD simulations, the package i-Pi [23]
provides an interface for other softwares with path integral MD (PIMD).
PIMD generates the quantum–mechanical ensemble of a system of inter-
acting particles by using MD in an extended phase space. This is derived
from the path integral formalism [24], which relates the statistics of
a collection of quantum particles to those of a set of classical ring
polymers [25], a ring polymer being a number of replicas of a particle
coupled by harmonic springs. An alternative approach to incorporate
QNE into MD simulations involves utilizing the quantum thermal bath
scheme proposed by Dammak et al. [26]. This method employs a
colored thermostat to account for QNE, allowing it to be seamlessly
integrated with other time integration schemes within LAMMPS.

In this work, we will present a novel implementation of Feynman–
Hibbs corrected Mie potentials (Mie–FH) in LAMMPS. This approach
provides an alternative method, distinct from the PIMD (fix pimd) [24]
and quantum thermal bath (fix qtb) [26] schemes, for effectively in-
corporating quantum effects into LAMMPS simulations. Unlike the
quantum thermal bath scheme [26], which modifies the thermostat to
account for QNE, the Mie–FH approach directly alters the pair potential
functional to account for quantum effects. The Mie–FH potentials have
been shown to successfully represent the thermodynamic properties of
hydrogen, helium, neon, deuterium and their mixtures at temperature
above 20 K [27–29].

The successful incorporation of Mie–FH into LAMMPS offers re-
searchers a powerful tool for studying atomic interactions in mix-
tures that are highly relevant for closing knowledge gaps to realize
widespread use of hydrogen as a clean fuel and reduction agent. The
implementation can facilitate accurate predictions of phase transitions,
structural transformations, and other material properties under varying
conditions.

2. Software description

2.1. Software architecture

In this section, we provide a brief overview of how the quantum
corrected Mie–FH potential [27] was implemented into the widely used
LAMMPS simulation package. This new implementation includes both
Mie–FH1 (first order) and Mie–FH2 (second order) variants of the pair
potential, along with an additional temperature parameter input that
renders the native pair potential temperature dependent. For more de-
tails on the theoretical foundation underpinning the Mie–FH potential,
readers are encouraged to consult the literature (see [24,27,29] and the
references therein).

The Mie–FH pair potential between Fluid 𝑖 and 𝑗 is:
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where 𝛾𝑟 and 𝛾𝑎 are the repulsive and attractive exponents of the
Mie potential, 𝑟𝑖𝑗 is the distance, 𝜖𝑖𝑗 is the Mie well-depth, 𝜎𝑖𝑗 is
the characteristic length scale corresponding to the distance at which
the Mie interparticle potential is zero. The pre-factor of the quantum
corrections is

𝐷 =
𝛽ℏ2

12𝑚𝑖𝑗𝜎2𝑖𝑗
, (2)

where 𝑚−1
𝑖𝑗 = 1
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𝑗 ), 𝑚 is the particle mass, 𝛽 = 1
𝑘B𝑇

, 𝑘B is
Boltzmann’s constant and ℏ = ℎ

2𝜋 is the reduced Planck’s constant. The
factors , 𝑄1 and 𝑄2 are
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𝑄1(𝛾) = 𝛾(𝛾 − 1) , (4)

𝑄2(𝛾) =
1
2
(𝛾 + 2)(𝛾 + 1)𝛾(𝛾 − 1). (5)

The original formulation of the Mie potential (line one of Eq. (1))
does not account for quantum effects. However, by incorporating the
quantum corrections, the Mie–FH1 (add line two of Eq. (1)) and Mie–
FH2 (add also line three of Eq. (1)), the pair potentials are capable
of accurately representing the quantum effect of light atoms at low
temperatures, while maintaining computational efficiency.

In the LAMMPS implementation, we compute the coefficient param-
eters (such as C, D, Q1, and Q2) with an explicit temperature input that
directly influences the behavior the quantum corrected pair potentials.
This approach allows users to more easily account for quantum effects
in their MD simulations, while still benefiting from the user friendly
input of LAMMPS.

2.2. Software functionalities

The main extension of the Mie–FH is to offer more accurate inter-
molecular interactions in LAMMPS that still maintain a relatively high
computational efficiency. The implementation significantly expands the
scope of applicability for computational material science studies involv-
ing light elements such as gases and liquids of hydrogen, helium, neon,
deuterium and their mixtures. This enables an enhanced capability to
calculate thermodynamic properties, vapor–liquid equilibria (VLE), and
transport properties (thermal conductivity, diffusion coefficients and
viscosities) with greater accuracy for fluids with low molecular masses
like hydrogen, helium, and neon.

It should be noted that this potential has certain limitations. As a
temperature-dependent potential, the Mie–FH method is well suited for
simulations conducted under constant temperature conditions such as
NVT (constant number of particles, volume, and temperature) and NPT
(constant number of particles, pressure, and temperature). However,
non-equilibrium molecular dynamics (NEMD) simulations can have
a temperature gradient within the simulation volume. The Mie–FH
potential does not currently support these types of calculations directly.
As such, researchers interested in studying systems with temperature
gradients need to explore alternative methods or modify the exist-
ing Mie–FH implementation. Furthermore, since the Feynman–Hibbs
corrections approximate quantum effects in a semi-classical manner
2



SoftwareX 26 (2024) 101716Thuat T. Trinh et al.
and results from a high-temperature expansion [24], they become
inaccurate at very low temperatures (Typically below 20 K with the pa-
rameters from Refs. [27,29]). The Mie–FH exhibits broad applicability
across various temperatures for both liquid and gaseous systems [27,
29]. However, to fully explore its capabilities, it is essential to ver-
ify this approach for solid-state conditions, especially under extreme
high-pressure scenarios where quantum effects significantly influence
material behavior [30].

2.3. Sample code snippets analysis

To take full advantage of the new quantum corrected Mie–FH po-
tential implemented into LAMMPS, users are encouraged to download
the source code from the dedicated GitHub repository (https://github.
com/thermotools/Mie-FH). For a comprehensive understanding of the
specific implementation details of the Mie–FH model, we invite the
readers to explore the source code files within the EXTRA-PAIR folder,
which contains all necessary modifications and integration of quantum
corrections. Once the code has been successfully cloned and compiled
according to the standard LAMMPS routine, researchers can begin
exploring examples with molecular simulations.

The new pair potentials have been named ‘‘pair Mie-FH1/cut’’ and
‘‘pair Mie-FH2/cut’’ for ease of use within MD simulations. It is impor-
tant to note that the pair Mie–FH supports long-range tail corrections
for energy and pressure. An example input script for hydrogen gas
has also been provided on the GitHub repository to demonstrate how
these force fields can be incorporated into existing LAMMPS simulation
protocols. A complete documentation of the Mie–FH potential is also
provided in the source code. An example of how to download and use
the code is presented below:

(get the code with download .zip or git clone)
git clone https://github.com/thermotools/lammps_mie_fh
cd lammps_mie_fh
cd src
make yes-extra-pair
make yes-molecule
make mpi
mpirun -np 4 lmp_mpi -in ../Mie-FH1-npt.lmp

3. Simulation examples

3.1. Comparison with the Monte Carlo simulations

First we present a comparative analysis between results generated
by using the new Mie–FH implementation in LAMMPS combined with
MD simulations, and results generated by using the independent Monte
Carlo (MC) simulation code used in Refs. [27,29]. A system containing
4000 particle was selected (Fig. 1) and two variants of the Mie–FH po-
tential were tested: Mie–FH1 and Mie–FH2 with parameters described
in Table 1. We have chosen parameters that mimic the behavior of
hydrogen. The MC simulations were carried out with a fixed number
of particles 𝑁 , pressure 𝑃 and temperature 𝑇 (𝑁𝑃𝑇 -ensemble) using
the arrays of values listed in Table 1. We also selected the 𝑁𝑃𝑇 option
for the MD simulation in LAMMPS.

Fig. 2 shows that the calculated densities obtained from LAMMPS
with the implemented Mie–FH potential are in excellent agreement
with those computed with the MC code. It is worth mentioning that
the typical error bars associated with density calculations in MD sim-
ulations using the Mie–FH potential are generally within the range of
1%–3% of the expected values. This validates the implementation of
the quantum corrected pair potential Mie–FH within the MD framework
and highlights its potential for enhancing our understanding of atomic
interactions in various materials systems where quantum effects are
important.

It is important to note that LAMMPS offers a distinct advantage
over Monte Carlo methods by enabling the computation of dynamical
properties, which play a crucial role in elucidating and characterizing
fluid behavior in diverse applications.

Fig. 1. Snapshot from the MD simulations of a system containing 4000 particles. The
visual representation of the system was prepared with the VMD software [31].

Table 1
Potential parameters for Mie–FH1 and Mie–FH2 for hydrogen [27], together with the
cut-off radius 𝑟𝑐𝑢𝑡, temperatures 𝑇 and pressures 𝑃 considered when comparing Lammps
Mie–FH to the original MC code used in Refs. [27,29].

Pair potential 𝜎 (Å) rcut (Å) 𝜖 (kB) 𝛾𝑟 𝛾𝑎 T (K) P (Pa)

Mie–FH1 2.74 12.33 (4.5𝜎) 5.42 9 6 75 5.00E+05
75 3.00E+06
75 1.00E+07
100 5.00E+05
100 3.00E+06
100 1.00E+07
50 5.00E+05
50 3.00E+06
50 1.00E+07

Mie–FH2 3.0 13.5 30.0 24 6 30 1.53E+07
40 1.53E+07
50 1.53E+07
60 1.53E+07

3.2. Benchmark and scaling

In order to evaluate the computational performance of the imple-
mented Mie–FH potential within the LAMMPS simulation package, we
conducted a series of benchmark studies with system sizes ranging
from several thousands to one billion atoms. These simulations were
designed to study various physical properties and behaviors under
different conditions, with a particular focus on phase transitions, struc-
tural transformations, and material performance scaling. The bench-
marking of scalability was conducted by using the Norwegian Sigma2
supercomputers Betzy [32] with up to 128 nodes with around 16k
cores. The box length (𝐿) and total memory requirements for each
benchmark system are listed in Table 2.

As the benchmark studies progressed, we encountered a significant
computational challenge when attempting to simulate systems con-
taining one billion particles. The so-called Giant systems pose unique
challenges due to their immense memory requirements, which can
exceed several terabytes for even relatively simple molecular configu-
rations (as evidenced by the 1.7 TB total memory requirement listed in
Table 2). Given the prohibitive nature of these computational demands,
it becomes apparent that traditional desktop or laptop computers are
ill-equipped to handle such simulations.
3
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Fig. 2. Comparison of the density obtained from LAMMPS with the implemented Mie–FH pair potentials with results from an MC code that was used to generate the results in
Refs. [27,29]. The details of the systems can be found in Table 1.

Fig. 3. Performance of different benchmark systems using LAMMPS Mie–FH2. The results are from Small (a), Big (b), Huge (c) and Giant (d), as defined in Table 2.

To gain a deeper understanding of how the Mie–FH potential per-
orms under various computational conditions, we conducted an ex-
ensive performance scaling analysis as illustrated in Fig. 3. The graph
epicts the relationship between the performance (in terms of nanosec-
nds per day), and the number of cores utilized for each simulation.

As expected, the results show that increasing the number of cores
an improve the overall performance. However, for the small system

with 4000 atoms, we observe that after using 64 cores, increasing the
number of cores failed to yield any substantial speedup. The perfor-
mance actually decreases in this system due to increased communica-
tion overhead and reduced parallelization efficiency.

When utilizing MD simulations, one must strike a balance between
system size and performance. While smaller systems can achieve sim-
ulation speeds of hundreds of ns/day, larger systems with billions of
4
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Fig. 4. Analysis of timing tasks for computing pair (Pair) and MPI communication time (Comm) of different benchmark systems using LAMMPS Mie–FH2. The results are from
Small (a), Big (b), Huge (c) and Giant (d), as defined in Table 2.

Table 2
Different system sizes ranging from several thousands to one billion particles for
studying benchmark and performance scaling. The box length (𝐿) and total memory
requirements are also listed.

System name 𝑁 𝐿 (nm) Memory (GB)

Small 4.0E+03 (4k) 5.0 0.75
Large 1.0E+06 (1M) 31.5 14.66
Huge 1.0E+08 (100M) 146.0 265.68
Giant 1.0E+09 (1B) 315.0 1739.20

atoms may see significant reductions in performance, dropping down
to just 0.01 ns/day, even using a large supercomputer. This trade-
off highlights the importance of carefully selecting system size and
computational resources based on the specific research questions being
investigated. In some cases, supercomputers or HPC clusters may be
necessary to achieve meaningful results within reasonable timeframes
for large-scale systems.

To further elucidate the performance characteristics of the MD
simulations, we conducted a detailed task-level analysis focusing on
two key metrics: computational time of pairwise interactions (Pair)
and communication overhead associated with exchanging information
between processors (Comm). Since OpenMP was not used in the bench-
mark study, the time of communication was only from the Message
Passing Interface (MPI) for sending and receiving messages between
processors. The results are presented in Fig. 4.

As expected, the findings reveal that increasing the number of cores
leads to a concurrent reduction in the percentage of compute time used
for calculating pairwise interactions. For example in the system with
4000 particles, we observe an increase in communication time due to

the higher volume of messages being sent and received between proces-
sors — a phenomenon often referred to as ‘‘communication bottleneck’’.
For the small system, it was observed that after reaching roughly 180
cores, the simulation began spending more time on communication
between MPI threads than actually computing pair interactions. This
finding emphasizes the importance of carefully selecting the number
of cores used in MD simulations to avoid unnecessary overheads and
optimize performance for a given system size.

In contrast to smaller systems, larger MD simulations with millions
and billions of atoms exhibit relatively lower communication times
compared to the computational effort required for pairwise calcula-
tions. As the system size increases, a greater proportion of overall
simulation time is dedicated to computing interatomic interactions
between particles. This results in a more even distribution of workload
across available cores and reduced need for extensive communication
between MPI threads.

The benchmark for the Mie–HF potential on an AMD CPU platform
(Betzy supercomputer) could guide potential users in selecting suitable
simulation parameters. Interestingly, we observed no impact of includ-
ing quantum nuclear effects on the performance of the Mie potential.
Both Mie/cut and Mie–FH/cut pair performances remain comparable,
demonstrating the robustness of the implementation.

The comprehensive analysis of efficiency trends and optimization
strategies highlights the complex interplay between computational al-
gorithms, parallelization techniques, and system size when working
with advanced MD simulation packages like LAMMPS. By striking a
balance between these competing factors, researchers can continue to
push the boundaries of what is computationally feasible while simul-
taneously gaining new insights and making new discoveries across
diverse scientific disciplines.
5
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4. Impact

The successful implementation of the quantum corrected Mie–FH
potential into the widely used LAMMPS simulation package opens up
several new avenues for exploration within the realm of MD simu-
lations. As researchers continue to push the boundaries of what is
computationally feasible, several new research questions and chal-
lenges emerge that can be pursued as a result of this implementation.
It is noteworthy that the Mie–FH potential is fully compatible with
the MD simulations, enabling its seamless integration with advanced
methods like the multi-timestep integrators implemented in LAMMPS
for enhanced simulation efficiency and accuracy.

The ability of these potentials to accurately represent the inter-
molecular interactions and thermodynamic properties of fluids such
as hydrogen, helium, neon, deuterium and the mixtures has been
demonstrated in previous work [27–29]. Using advanced quantum
corrected force fields like Mie–FH offers new opportunities to study
the behavior of these fluids also at conditions that are experimentally
inaccessible. Moreover, their ability to represent transport properties
such as diffusion coefficients [33], thermal conductivities and viscosi-
ties can be leveraged to close present knowledge gaps on hydrogen
transport [34–36], and reaction thermodynamics [37–39].

In future research, the LAMMPS implementation can contribute to
characterize the thermo-physical properties of novel mixed refrigerant
mixtures that have the potential to enhance the energy efficiency of
the hydrogen liquefaction process [22,40,41], where vapor–liquid and
liquid–liquid equilibria are central [42,43]. Furthermore, researchers
can develop more accurate equation of state models [44] for predicting
the performance characteristics of energy conversion systems such as
fuel cells [45], solar panels, or electrochemical batteries.

Hence, the integration of the Mie–FH into the widely used LAMMPS
package represents a significant contribution that is likely to be of
societial importance. By combining LAMMPS’ extensive capabilities
for material simulations with the possibilities provided by the Mie–
FH potential, researchers can now make progress on a wide range of
challenges.

5. Conclusions

Feynman–Hibbs corrected Mie potentials (Mie–FH) of first (Mie–
FH1) and second order (Mie–FH2) have been implemented into the
popular Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) package. These potentials account for quantum effects in
a semi-classical manner that makes the interaction potentials depend
on temperature. In the literature, Mie–FH potentials have been shown
to be capable of accurately represent the thermodynamic properties of
hydrogen, helium, neon, deuterium and their mixtures at temperatures
above 20 K. The correctness of the implementation of these potentials
in LAMMPS was verified by confirming that the results agreed with
results obtained from an independent Monte Carlo code that has been
validated in previous work.

Benchmarking tests were conducted across a wide range of system
sizes, ranging from several thousands up to one billion atoms. These
tests confirmed the computational efficiency and scalability of the new
pair styles (Mie–FH1 and Mie–FH2) within LAMMPS. To optimize per-
formance when utilizing this novel implementation, it is recommended
that users adjust the number of cores based on their system size to
minimize communication time between MPI threads. Large numbers
of cores for small systems might not be efficient due to the increased
communication overhead.

While the current study focuses on the implementation of the Mie–
FH model within LAMMPS and benchmarking of different system sizes,
we recognize that extensive simulations exploring transport properties
and comparisons with other force fields are essential. In future research,

which has the potential to substantially enhance simulation perfor-
mance for large systems and complex fluids by leveraging the parallel
processing capabilities of graphics processing units.

The implementation of the Mie–FH potentials in LAMMPS provides
a valuable tool for researchers studying the thermodynamic properties
of hydrogen, helium, neon, deuterium and their mixtures. Further-
more, the implementation paves the way for new applications, such as
studying the transport properties of hydrogen mixtures, or investigating
hydrogen confined in porous media.
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