
Automatically Detecting Political Viewpoints
in Norwegian Text

Tu My Doan (�)[0000−0002−9440−5847], David Baumgartner[0000−0002−0189−4718],
Benjamin Kille[0000−0002−3206−5154], and Jon Atle Gulla[0000−0002−9806−7961]

Norwegian University of Science and Technology, Trondheim, Norway
{tu.m.doan, david.baumgartner, benjamin.u.kille, jon.atle.gulla}@ntnu.no

Abstract. We introduce three resources to support research on politi-
cal texts in Scandinavia. The encoder-decoder transformer models sp-t5
and sp-t5-keyword were trained on political texts. The nor-pvi1 data set
comprises political viewpoints, stances, and summaries for Norwegian.
Experiments with four distinct tasks show that large-scale models, such
as nort5 perform slightly better. Still, sp-t5 and sp-t5-keyword perform
almost on par and require much less data and computation.
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1 Introduction

Citizens struggle to stay informed as more and more political information is
published. Identifying, analyzing, and presenting political information demands
system support. The emergence of the internet and social media has affected
the way we perceive politics, creating a vast amount of online data and diverse
viewpoints. Large Language Models (LLMs) have become essential tools in nav-
igating this complexity, capturing the nuances of language in a layered network.
They are quite effective in assisting the analysis and interpretation of the ex-
tensive range of information available online. LLMs have been trained and used
widely in various domains such as health, finance, and educations. Given that
politics plays an important role in shaping our society and touches every aspect
of our lives, it is crucial to have tools like LLMs to help us better understand po-
litical texts. These models can provide deeper insights into the complex language
and concepts used in political discussions. Due to the specialized requirements
of this domain, the need for tailored resources, including domain-specific LLMs
and relevant data sets, becomes crucial.

Norway has a constitutional monarchy with the Stortinget (Parliament) [21,
Chapter 4]. Elections are held every four years. As of January 2024, there are 169
members of parliament representing ten parties2. However, research in this area,
particularly for the Norwegian language, is limited. To bridge this research gap,
we present a Norwegian dataset annotated with political viewpoints, stances,

1 available at https://tinyurl.com/nor-pvi
2 https://www.stortinget.no/ (Accessed on 28 January 2024)
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and summaries namely nor-pvi. We also introduce political-domain LLMs: sp-t5
and sp-t5-keyword (encoder-decoder). The models were trained on parliamentary
speeches covered four languages: Norwegian, Swedish, Danish, and Icelandic. We
investigate a task that is challenging even for humans: can we (automatically)
identify political viewpoints in speeches? We define a political viewpoint as an
actionable opinion expressed in relation to a political task or problem (see [4]
for a formal definition). We ask:

RQ1 Does fine-tuning help LLMs to succeed in identifying political view-
points in Norwegian?

RQ2 How to effectively evaluate the results of political viewpoint identifica-
tion (PVI) task?

RQ3 How well do the identified viewpoints align with human annotations?

2 Related Work

We present work related to political text analysis, domain- and language-specific
LLMs, and masking techniques.

2.1 Political Text Analysis

Political text analysis can be divided into three categories: (i) political ideolo-
gies/leaning/party detection, (ii) political stance/framing detection, and (iii) po-
litical viewpoints extractions [4]. Extensive work has been conducted related to
(i), specifically classifying political party affiliation [5, 13, 15] or ideology detec-
tion [3, 12]. Similarly, several papers investigate stance detection [9, 8, 35]. View-
point extraction breaks down into different tasks, such as identifying topics [25],
opinions [33], perspectives [18], or comparing viewpoints [23]3. These studies
touch on viewpoints, yet automatic political viewpoint identification (PVI) has
plenty of space to explore. The lack of data resources and tools holds the field
back.

2.2 Domain- and Language-specific LLMs

Recent years have seen the development of domain- and language-specific LLMs.
We focus on politics and Scandinavian languages. English encoder models for pol-
itics include a BERT model for stances and ideologies [20], and ConfliBERT [10]
focusing on political conflict and violence. In Scandinavian languages, we find
a variety of encoder models including NB-BERT [15], NorBERT [16, 28], SP-
BERT [6] (all Norwegian), as well as Swedish [22], Danish [11], Finnish [36], and
Icelandic [30] models. In addition, there are some encoder-decoder models that
are either multilingual—mT5 [37], mBART [19]—or language-specific such as
NorT5 [28], or North-T54 for Norwegian. Our models, sp-t5 and sp-t5-keywords
address the intersection between politics and Scandinavian languages directly.

3 For a more comprehensive treatment, see [4]
4 https://huggingface.co/north/t5 base NCC
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2.3 Masking Techniques

Transformers use different masking strategies to learn to represent language. Re-
cently, more effort has been invested into masking keywords to advance standard
Masked Language Modeling (MLM). For instance, researchers applied keyword
masking for a BERT model [7], or NER/NEL for biomedical texts [1]. Another
study [38] examined the influence in LLM training of Masking Ratio Decay
(MRD), or POS-Tagging Weighted (PTW) masking.

In this work, we focus on PVI. We observe that few work has attempted to
automatically extract viewpoints from political texts. We introduce a dataset and
two LLMs to provide political analysts with resources to deal with the increasing
amount of political texts in Scandinavian languages. Besides, we explore the use
of opinion keyword masking to guide the encoder-decoder model to identify
political viewpoints more reliably.

3 The nor-pvi Dataset

Political Viewpoint Identification requires annotated political texts. We intro-
duce the nor-pvi dataset comprising 4027 speeches from the Talk of Norway5 [17].
The dataset was annotated by three native speakers with 1232 viewpoints,
4027 summaries, and 1220 stances (For: 800, Neutral:110, Against:310). Some
speeches lacked viewpoints whereas other speeches contained multiple view-
points. We keep all distinct viewpoints. Viewpoints come in the form of phrase(s)
or sentence(s). For every viewpoint, annotators also attached a stance. Stance
labels are decided by majority. Conflict stances are discarded. To create sum-
maries, we use ChatGPT6. Subsequently, four native speakers verified and cor-
rected the summaries. Summary length has the average of 56 words.

4 Encoder-Decoder Models

We introduce two new encoder-decoder models for Scandinavian political texts:
sp-t5 and sp-t5-keyword. First, we discuss the training data. Then, we describe
the setup and training process.

4.1 Training Datasets

Norwegian datasets: We obtain parliamentary speeches from different sources.

– The Talk of Norway (ToN) [17] comprises 250 373 speeches from the
Norwegian Parliament (1998-2016). ToN was annotated with 83 metadata
variables, including sentence and token boundaries, lemmas, parts-of-speech,
and morphological features. Data were collected from the Storting API, the
official API for data from the Norwegian Parliament.

5 For evaluation purposes, these texts are excluded from the training data.
6 We use both GPT-3.5 and GPT-4 version at https://chat.openai.com/
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– Norwegian Colossal Corpus (NCC) [14] was created by National Library
of Norway (NLN)7. This is a large-scale general text corpus, primarily in
Norwegian (Bokm̊al and Nynorsk), but also includes Scandinavian languages
and others like English, Spanish, French and more. NCC is 49GB in size with
7B words, comprising newspapers, books, government documents, etc..

– Norwegian Parliamentary Speech Corpus (NPSC) [31]8 was devel-
oped by Norwegian Language Bank. NPSC has 140 hours of Norwegian Par-
liament audio meetings from 2017 and 2018, with 65 000 sentences (1.2M
words) in transcripts (Bokm̊al and Nynorsk) with speakers’ metadata.

– To increase the number of Norwegian political speeches, we crawled addi-
tional data from the Norwegian Parliamentary website’s API9 from January
2019 to October 2023, yielding 6887 speeches.

Swedish and Danish Dataset: We use Parl Speech (v2) [27] comprising 6.3M
parliamentary speeches from major legislatures in Austria, Czech Republic, Ger-
many, Denmark, UK, Sweden, Spain, Netherlands and New Zealand, spanning 21
to 32 years until 2020 10. These speeches are primarily sourced from Parliament
websites. The dataset features 11 variables such as date, speaker, party, and text.
There are 355 059 and 455 076 speeches for Swedish and Danish respectively. We
also crawled more recent data from the Swedish Parliament website11.

Icelandic Dataset: IGC-Parl corpus [32]12 has 404K speeches (totalling 209M
words) from the Althingi, Iceland’s Parliament, spanning 1911 to mid-2019. It
offers extensive metadata and automatic linguistic annotations (POS tags and
lemmas). However, the annotation accuracy has not been human-verified.

We pre-processed texts from all sources, using regular expressions to elim-
inate references to the parliament’s president and markup. We also removed
redundant white spaces. Speeches with fewer than 60 tokens, often questions or
answers, were excluded. We acquired a dataset of about 1.44 million speeches:
16% Norwegian, 32% Danish, 25% Swedish, and 27% Icelandic.

4.2 Setup and Training

We group the corpora into 2 groups for training language models: (i) general
data (NCC dataset) and (ii) political data (ToN, NCC, NPSC, crawled speeches,
Swedish, Danish and Icelandic parliament speeches). We only train base-size
models (580M parameters, vocab size 250K) due to limited computing resources.

7 https://huggingface.co/datasets/NbAiLab/NCC
8 https://huggingface.co/datasets/NbAiLab/norwegian parliament
9 https://data.stortinget.no/om-datatjenesten/bruksvilkar/

10 Details at https://doi.org/10.7910/DVN/L4OAKN
11 https://data.riksdagen.se/data/anforanden/
12 https://repository.clarin.is/repository/xmlui/handle/20.500.12537/14
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Scandinavian Politics T5 (SP-T5): For T5 model, we pre-trained from
northT5-base13 on political dataset. We trained model for a total of 2.69M steps
with Adafactor optimizer [29] and sequence length 512. First 2.16M steps was
done on batch size 128 and 0.53M steps on batch size 96 on TPU14 v3-8 and
v2-8 respectively.

SP-T5 with Opinion Keywords Masking (SP-T5-kw) We introduce an-
other version of SP-T5 using opinion keywords masking for Norwegian. The
motivation is evaluate whether model can better identify political viewpoints
in Norwegian text. We created a list of 1822 opinion keywords for Norwegian.
We scanned political speeches for verbs indicating expressing viewpoints and
collected them. In addition, we collected a set of adjectives that could be com-
bined with “være” (English: to be) to express viewpoints. For instance, “det er
nødvendig” (English: it is necessary) forms such an expression. Then, we ex-
tracted the conjugated forms of the verbs from Ordbokene15. We also manually
compiled a list of adverbs that could be placed between the personal pronoun
and the verb. Finally, we combined all forms with the three pronouns “jeg” (En-
glish: I), “vi” (English: we), and “det” (English: it). SP-T5-kw was trained using
similar settings (training steps, batch size, sequence length) as SP-T5. The only
difference is in the last 0.53M steps, we apply keyword masking strategy.

5 Experiments and Evaluations

We use various language models for the evaluation: norT5-base [28]16, northT5-
base17, mT5-base [37]18 and our SP-models. We fine-tuned those models on four
tasks. We report results (mean and standard deviation) over three runs. These
are considered as baselines. The idea is to have a fair comparison among various
LLMs, not to achieve state-of-the-art results. We format data as below:

input: prefix + text

target: label

Political Leaning Classification: This task focuses on identifying political
leaning of political speeches in both Norwegian and Swedish. We use part of
the language model training data for the political leaning classification task.
Labels are annotated by consulting with experts. There are 46 387 Swedish
speeches (left: 23 348, right: 23 039) and 6465 Norwegian speeches (left: 2916,
right: 3549). The labels are left/right (Norwegian: venstre/høyre and Swedish:

13 The model was trained from mT5 checkpoint for 500K steps mainly on NCC dataset.
See https://huggingface.co/north/t5 base NCC

14 TPUs are special computing nodes operated by Google Cloud.
15 https://ordbokene.no
16 https://huggingface.co/ltg/nort5-base
17 https://huggingface.co/north/t5 base NCC
18 https://huggingface.co/google/mt5-base



6 T. M. Doan et al.

vänster/höger). We use same prefix “find political leaning: ” which is
translated to corresponding languages (“hitta politisk tillhörighet” in Swedish,
“finn politisk tilhørighet” in Norwegian). For evaluation metrics, we use Accu-
racy and F1macro.

Translating European Parliament Speeches: We use Europarl bilingual
dataset [34]. Experiments were conducted both ways for Danish and Swedish. A
manual inspection of a sample of documents revealed that occasionally the length
of two lines differed markedly. To prevent training the model on different content,
we removed all cases where the difference exceeded 80 characters. This has re-
sulted into a dataset of 892 727 items. We translate the prefix “translate from

[source language] to [target language]: ” into corresponding source lan-
guage (“oversæt fra dansk til svensk” in Danish and “översätt fr̊an svenska till
danska” in Swedish). The [source/target language] can be Danish/Swedish
or Swedish/Danish. We evaluate results using BLEU score [26].

Political Speeches Summarization: In this task, we summarize political
speeches in Norwegian (nor-pvi dataset). We use prefix “summarize:” (“opp-
summer” in Norwegian). We adopt ROGUE score [2] as evaluation metric.

Political Viewpoint Identification (PVI): The task focuses on identifying
political viewpoints from nor-pvi dataset described in Section 3. We use pre-
fix: “find viewpoint:” (“finn synspunkt” in Norwegian). We consider ROUGE
metric [2] and human evaluation. We manually checked whether the generated
texts from models are viewpoints (Yes: 1/ No: 0 answer) and report mean and
standard deviation results.

6 Results and Discussions

Table 1 shows experimental results of four tasks: (1a) political leaning classifi-
cation, (1b) political speeches summarization, (1c) political viewpoint identifi-
cation and (1d) EU parliament speeches translation. Across all tasks, we notice
that nort5 performs better in most cases. sp-t5 and its variation performance
is the best in some cases. Our keyword masking strategy improves model in the
task of PVI for all ROUGE metric. The performance of north-t5 is consistently
moderate, showing average results across various tasks. mt5 indicates notably
lower performance in most cases.

For task (1a), nort5 performs the best among four models for Norwegian at
75% accuracy, a gap of 21% comparing to mt5. For Swedish, our models are at
most 2% better than nort5. All models show less than 0.1 standard deviation.

Table 1b shows results for summarization task. We observe similar trend
across all models. Our SP-models perform quite well in this task. However, the
differences among ROUGE metrics are quite high, for example, a gap of about
25 between R-1 and R-2 in sp-t5-kw. High R-1 scores indicate that models are



Detecting Political Viewpoints 7

Table 1: Experimental results. We only compare base-size models. Orange color
shows highest value and blue color for second highest. (∗) denotes our models.

(a) Political Leaning

Model
Norwegian Swedish

Acc. F1macro Acc. F1macro

mt5 0.54±0.0 0.44±0.0 0.73±0.0 0.72±0.0

north-t5 0.57±0.0 0.53±0.0 0.79±0.0 0.79±0.0

nort5 0.75±0.0 0.75±0.0 0.84±0.0 0.84±0.0

sp-t5(∗) 0.64±0.0 0.61±0.0 0.87±0.0 0.87±0.0

sp-t5-kw(∗) 0.66±0.0 0.65±0.0 0.86±0.0 0.86±0.0

(b) Summarization

Model
ROUGE

R-1 R-2 R-L

mt5 38.59±0.1 13.82±0.1 24.97±0.1

north-t5 39.13±0.2 14.13±0.1 25.28±0.6

nort5 39.80±0.0 15.14±0.1 26.98±0.2

sp-t5(∗) 40.42±0.3 14.94±0.2 27.59±0.3

sp-t5-kw(∗) 40.38±0.1 15.05±0.1 27.50±0.1

(c) PVI

Model
ROUGE

Human (%)

R-1 R-2 R-L

mt5 40.49±1.5 27.84±2.2 34.44±1.8 33.48±47.3

north-t5 39.52±1.9 26.30±1.9 33.04±2.1 32.17±46.8

nort5 48.99±0.9 39.77±1.1 43.89±0.6 56.84±49.6

sp-t5(∗) 41.35±0.1 28.89±0.5 35.79±0.2 48.29±50.1

sp-t5-kw(∗) 45.66±0.9 34.18±1.0 40.32±0.9 46.58±50.0

(d) Translation

Model
BLEU

DA-SV SV-DA

mt5 43.22±0.2 50.59±0.3

north-t5 43.88±0.4 51.02±0.7

nort5 46.02±0.4 55.11±0.0

sp-t5(∗) 45.35±0.6 52.02±0.2

sp-t5-kw(∗) 45.49±0.3 51.68±0.8

able to capture the gist of content fairly well. However, they struggle more in
maintaining the structure and complex relationship in the original text. The
results suggest that there is more room for improvements.

In translation task (1d), all models perform somewhat similar in each sub-
task. We observe that the BLEU score [26] for translation from Swedish to Danish
is better than the reverse direction. Both nort5 and sp-t5 perform better than
other models in both directions. Standard deviation is also low for this task
across all models.

In PVI task (1c)— main focus of our work— results are comparable between
nort5 and sp-t5-kw, with a difference of 3.3/5.6/3.6 in ROUGE-1/2/L respec-
tively and a variance of about 10% for human evaluation. In Table 2, we have an
example of (translated) speech with ground-truth and models’ outputs. Looking
into model test outputs, we notice that in most cases, models are struggling
to generate the correct viewpoints. For different viewpoints that come from the
same speech, models tend to generate the same outputs. This suggests that they
are not very effective in identifying various viewpoints coming from the same
speech. For human evaluation, we presented two annotators with predictions
from all five models for a sample of 83 political speeches where a different group
of annotators assured that these outputs contained viewpoints. They decided
whether each predicted viewpoint was accurate, thus we obtained scores that
were either 1 or 0. The column labeled Human presents the average scores for
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each model and their standard deviations. The nort5 achieves the highest score
followed by sp-t5. All models fail in almost half of the cases. Besides, judging
whether a text passage constitutes a viewpoint can be subjective. A different set
of annotators can come to other conclusions. Overall, these results suggests that
the task is challenging for both human and machine learning models. Neverthe-
less, enhancements can be made through strategies like expanding the training
data set, extending the training duration of LLMs, refining fine-tuning parame-
ters, and employing more advanced evaluation techniques.

Three out of four tasks focus mainly on Norwegian language. This is more
beneficial for nort5 model which was intensively trained on a lot of Norwegian
texts, using many 128GB GPUs and large global batch size 8192. Our models (sp-
t5 and sp-t5-kw) were trained on less data. As they are domain-specific language
models, the amount of political text for Norwegian is quite limited. SP-models
were trained with fewer steps due to limited computing resources (one TPU v3-8
or v2-8) compared to nort5. However, having substantial computing resources
to train a language model like nort5 may not be feasible for all, particularly for
those with limited funding. Our experiments illustrate the possibility of training
with reduced resources, accepting a minor compromise in performance. This
approach could be advantageous for those aiming to train their own models
on domain- and/or language-specific texts, where the availability of extensive
computing power is not a prerequisite.

7 Conclusion and Future Work

In this work, we introduce our sp-t5 and sp-t5-keyword models — encoder-
decoder architecture — for political texts in Scandinavian languages. We also
annotate a political dataset for Norwegian language namely nor-pvi with polit-
ical viewpoints, stances, and summaries. This is our effort to bridge the gap in
low-resource languages and under-represented domains such as politics. Exper-
iments are conducted on various T5-base-size language models (our sp-models,
nort5, north-t5, and mt5 ) on four tasks: political leaning classification, political
speeches summarization, EU parliament speeches translation and political view-
point identification. Results indicate that LLMs can be helpful tools to identify
political viewpoints if they are fine-tuned (RQ1). We relied on ROUGE metrics,
human evaluation and discussed their shortcomings (RQ2). Exploring differences
between texts generated with LLMs and human annotators, we found that all
models failed to identify about half the viewpoints contained in a sample of
political speeches (RQ3). More research is necessary to create models that can
reliably help to educate people about political decision making.

Due to the lack of language and domain experts in Swedish, Danish and
Icelandic, we could not perform complete evaluation for all tasks. Manual anno-
tation is labor-intensive and expensive, we were able to focus only on Norwegian
language. For future work, we would like to extend our dataset to other languages
and conduct more complete experiments. We also want to extend our evaluation
metric beyond the standard ones (BLEU, ROUGE) in future experiments to
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Table 2: Translated sample speech from Norwegian and model outputs for PVI
task. Viewpoints are highlighted in pink color. The ground-truth is annotated
viewpoint from the speech. There are five models’ generated viewpoints.

Sample speech

In my view, the Right party’s proposal is a gross exaggeration, where the Right party
are blinded by the Confederation of Norwegian Enterprise’s (NHO) and the business
sector’s need for labor. At the same time, the Right party overlook the societal con-
sequences this could have in the form of increased immigration to Norway. Does the
Right party not believe that in the event of, for example, an economic downturn with a
subsequent increase in unemployment, it will primarily be all the unskilled, new labor
immigrants who will be affected and first go into unemployment? An far too large pro-
portion of today’s immigrants are already outside the regular workforce. Wouldn’t it
be better to include these people in the workforce before taking such a strong initiative
to bring in more labor immigrants, as the Right party has done here? And besides:
In her speech, Erna Solberg mentioned that there was a need to bring in 10,000 labor
immigrants per year. Is this in addition to all the asylum seekers and refugees – with
subsequent family reunification – that otherwise come to Norwegian society every year?
Is this really all that the Right party actually wants in this context?

Ground-truth mt5 output

A far too large proportion of today’s im-
migrants are already outside the regular
workforce. Wouldn’t it be better to include
these people in the workforce before tak-
ing such a strong initiative to admit more
labor immigrants, as the Right Party has
done here?

Moreover, in her speech, Erna Solberg
mentioned that there was a need to admit
10,000 labor immigrants per year. Is this
to be in addition to all the asylum seek-
ers and refugees – with subsequent family
reunification – that otherwise come to Nor-
wegian society each year?

north-t5 output nort5 output

In my opinion, the Right party’s proposal
is a gross exaggeration, where the party
is blinded by the needs of NHO (Confed-
eration of Norwegian Enterprise) and the
business sector for labor. At the same time,
they overlook the societal consequences
this could have in terms of increased immi-
gration to Norway. Don’t they believe that,
for example, during an economic downturn
with a subsequent increase among asylum
seekers and refugees

There was a need to admit 10,000 labor im-
migrants per year. Should this be in addi-
tion to all the asylum seekers and refugees
– with subsequent family reunification –
that otherwise come to the Norwegian so-
ciety every year? Wouldn’t it be better to
get these included in the workforce before
taking such a strong initiative to bring in
more labor immigrants, as the Right party
here has done? Moreover, in her speech,
Erna Solberg mentioned that there was a
need to admit 10,000 labor immigrants.

sp-t5 output sp-t5-kw output

Does the Right party not believe that in
the event of, for example, an economic
downturn with a subsequent increase in
unemployment, it will primarily be all the
unskilled, new labor immigrants who will
be affected and first go into unemploy-
ment? An excessively large proportion of
today’s immigrants are already outside the
regular workforce.

At the same time, the Right party over-
looks the societal consequences this could
have in the form of increased immigration
to Norway. Don’t they think that, for in-
stance, during an economic downturn with
a subsequent rise in unemployment, it will
primarily be all the unskilled, new labor
immigrants who will be affected and first
to leave when taking such a strong initia-
tive to bring in more?
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better understand model performances such as HOLMS [24]. Conducting model
explanations is also future work for PVI. We will explore further strategies to
use keywords for more targeted training for viewpoint identification. Training
sp-gpt2 decoder model is also our goal for future.
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