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1 | INTRODUCTION

We consider a survey design problem connected to environmental monitoring. The inspiration for this study comes from
the real-life challenge of lake monitoring in Finland, where lakes are abundant. Inland waters and freshwater biodiver-
sity constitute a valuable natural resource in economic, cultural, aesthetic, scientific and educational terms and need
to be protected (Dudgeon et al., 2006). As a result of the Water Framework Directive (WFD) of the European Union
(European Parliament, 2000), Finland has implemented a water monitoring program for improving and securing the

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. Environmetrics published by John Wiley & Sons Ltd.

Environmetrics. 2024;e2842. wileyonlinelibrary.com/journal/env 10f17
https://doi.org/10.1002/env.2842


https://orcid.org/0000-0002-5970-3582
http://creativecommons.org/licenses/by/4.0/
http://wileyonlinelibrary.com/journal/ENV
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fenv.2842&domain=pdf&date_stamp=2024-02-08

20f17 KOSKI and EIDSVIK
WILEY

quality of its inland waters. In the current program, lakes are classified into five ecological status classes (high, good,
moderate, poor and bad) according to several variables representing biotic structure, supported by the physical and chem-
ical properties of water, and hydrological as well as morphological features. Existing data on these variables are used to
determine the reference conditions for each status class. In addition, according to the directive, some management alter-
natives must be implemented to improve the ecological status if the status of the water system is classified as moderate
or lower. Though biologically principled, the current monitoring program has been considered to be very expensive, and
the question is if the efforts are worth it. How should decision-makers wisely allocate monitoring resources at a subset of
lakes to significantly aid the decisions about the management alternatives?

A critical question is then to find the optimal sampling design under some information criterion. Regarding the eco-
logical status of Finnish lakes, there are relatively clear management alternatives and rather specific monetary values
associated with the various alternatives. Hence, it makes sense to phrase the design criterion according to the notion of
decision theory (Abbas & Howard, 2015). In particular, we value information that can improve management decisions
via the expected posterior value (PoV) as compared with the prior value (PV) using only the currently available knowl-
edge (Eidsvik et al., 2015). An integral part of this criterion is reduced uncertainty in the statistical model for lake status
because it enters into the expected values used in the decision rule. The goal is to find the sampling design which gives
the largest value of information (VOI) compared with the cost of data acquisition and processing.

In this paper, the VOI is calculated assuming a Bayesian spatial logistic regression model for the ecological status data.
Statistical model parameters are specified from existing data gathered in Finnish lakes. Our large-scale VOI calculations
rely on closed-form approximations for hierarchical general linear models (Evangelou & Eidsvik, 2017), which enable
fast evaluation of the VOI for each design.

Generally, the problem of selecting an optimal design under some criterion is a central research question in the plan-
ning of survey data. However, there are several thousand lakes in Finland, and to find a truly optimal design one would
have to evaluate all the available designs. This becomes a combinatorial challenge which is infeasible for our case. One
can only evaluate a subset of the designs and we need heuristic algorithms to search for promising subsets. A straight-
forward heuristic which is easy to implement is the greedy method. It is well-known by mathematicians and computer
scientists, and in statistics it is often referred to as a sequential search method (Dykstra, 1971). More nuanced heuristics
can naturally build on the result obtained by this approach.

Fortunately, due to the traditional role of statistics in environmental planning, there already exists a significant
amount of literature on effective data designs. Other design studies include Jauslin et al. (2022), who consider sequential
balanced designs with inclusion probabilities and illustrate this on a data set of species of amphibians; Prentius and Graf-
strom (2022), who compare efficiencies of two-phase methods for adaptive cluster sampling in environmental settings;
Foss et al. (2022), who construct dynamic monitoring designs for characterizing the concentration of mine tailings using
a spatio-temporal model; and Thilan et al. (2023), who propose adaptive spatio-temporal designs for evaluating trends
in coral cover. Nguyen et al. (2018) provide a review of adaptive sampling designs in environmental monitoring. Recent
studies concerning the evaluation of information in ecology include the VOI tutorial by Canessa et al. (2015) and its
applications in species management, and Williams and Brown (2020), who use scenarios to split settings of pre-selected
designs and alternatives that adapt to information. Reich et al. (2018) suggest minimizing the expected misclassification
rate of occupancy maps in an ecological application with citizen science data. Our study is different in how we approach
the spatial decision situations and in the methods connecting this to a logistic regression model with spatially correlated
latent variables.

Several statistical researchers have focused on common optimality criteria of experimental spatial designs, such
as D- and A-optimality. Woods et al. (2017) present several approaches for Bayesian design of experiments in logistic
regression models with non-spatial applications. Hays et al. (2021) propose a method that links linear integer pro-
gramming to optimality measures of covariance matrices resulting from mixed models, and as in this work, results are
presented on data from freshwater sites. Integer programming has been a popular method to solve the subset selec-
tion problem (see, e.g., Arthur et al., 1997). More similar to our work, Paglia et al. (2022) study the VOI computation
tasks and propose a Bayesian optimization technique to find approximately optimal spatial designs. We test this method
for our case which is of much larger size and involves a different model concerning the hierarchical logistic regression
model.

The article is organized as follows: Section 2 provides the background for the case on lake monitoring and the asso-
ciated sampling design problems, along with a suggested workflow. Section 3 presents the decision situation and the
Bayesian spatial logistic regression model for lake status variability, as well as the computational approaches for conduct-
ing VOI analysis and heuristic search algorithms used to find good designs. Section 4 explores the results of implementing
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the algorithms on the lake example from Finland along with sensitivity analysis. Section 5 contains interpretations of the
results. Section 6 concludes and presents future work.

2 | BACKGROUND
2.1 | Monitoring the ecological status of lakes

The aim of the WFD is to prevent the deterioration of the ecological status of water systems, with the aim of having at
least good ecological and chemical status class. In order to put the legislation into practice in Finland (Figure 1), River
Basin Management Planning (RBMP) is implemented in six-years cycles (Aroviita et al., 2019). In brief, the essential parts
of one RBMP period are (Higgins et al., 2021; Stankey et al., 2005)

the monitoring of the water systems,

the assessment and classification of the water systems into status classes,
the planning of management alternatives based on the classification, and
the implementation of the alternatives.

=

In the first step, monitoring includes data acquisition of several parameters indicative of the water quality. Biolog-
ical factors such as phytoplankton, chlorophyll-a content in algae, benthic fauna and aquatic plants are monitored at
observation sites every 1 to 6 years, depending on the factors. Physical and chemical parameters, such as temperature,
phosphorus, nitrogen and oxygen content are gathered from water samples at the lakes at regular intervals, either annu-
ally or every few years. Within a year, samples are usually taken about 2 to 12 times. Here, we are mainly interested in the
biological quality of chlorophyll-a samples, which are collected from the observation sites in summertime (approximately
from May to August). Chlorophyll-a content is indicative of water body productivity and therefore generally correlates
well with the ecological status of lentic water bodies suffering from human-induced eutrophication.

In the second step, one defines the status class of each lake. The conditions are assessed on the basis of the intensity of
the ecological changes caused by human activity (Noges et al., 2009). Thus, the classification is based on several indicators
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FIGURE 1 Lakesareabundantin Finland. The map shows the lakes which are defined as water bodies in Finland according to the Water
Framework Directive (European Parliament, 2000). For the monitoring of ecological status, a subset of lakes must be chosen for sampling.
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mentioned above. The classification provides information on the water systems that need measures to achieve or maintain
good status.

In the third step, the decisions about the restoration and management alternatives are made based on the classification.
These alternatives vary depending on the problems a lake might have. For instance, if the problem is eutrophication, then
the management alternative should start with preventing nutrient discharge to the water system. As this is not always
possible, the next steps may be dredging to decrease the amounts of aquatic plants and fishing (Sendergaard et al., 2007).
Other attempts of lake restoration include raising the water level of the lake or biomanipulation (Jeppesen et al., 2017).

The fourth step is implementing the management alternatives. After the restoration, the effect of the alternatives must
again be evaluated via monitoring, and this produces the new status assessment, which returns to the first step.

The basic unit in water management is a water body. It is a separate and significant part of surface water, such as a lake,
a creek or a river. In this study, we are only interested in the status of lakes. A lake may form a single water body or it may
be divided into several water bodies if it is justified from an ecological point of view. Each lake has at least one sampling
site, but the largest lakes might have several sites since they have various habitats and thus several water bodies. Currently,
not all smaller lakes (area less than 1 km?) are defined as water bodies, and they are hence not included. However, smaller
water bodies may also be included in the classification at a later stage if they are considered to be significant.

The classification of waters has been conducted three times in Finland. In this study, we use the third ecological
status classification, and it is based on the monitoring data gathered during the third RBMP period from 2012 to 2017.
The classification is available via open source data maintained by the Finnish Environment Institute (http://www.syke.fi
/en-US/Open_information). Since the demand of management alternatives is our main interest, we have narrowed our
inspection to the binary ecological classification of lakes, based on whether a lake needs management alternatives (bad,
poor or moderate) or not (good or high).

The aim is to predict the ecological status of lakes, and then to use these predictions to make decisions about man-
agement alternatives. For the purposes of prediction, we use publicly available information on Finnish lakes. The basic
features of 58,707 lakes in Finland can be found from the database maintained by the Finnish Environment Institute
(https://www.syke.fi/en-US/Open_information/Open_web_services/Environmental_data_API). Each lake has charac-
teristics such as location (the municipality, drainage basin, center latitude and longitude coordinates, altitude), waterbed
area (hectares), length of shoreline (kilometers), average and maximum depth (meters) and volume of water mass (1000
cubic meters). There are also covariates for the agricultural area of municipalities where each lake is located (Official
Statistics of Finland, 2020b) and the number of free-time residences in the municipality where each lake is located
(Official Statistics of Finland, 2020a). To remove the effect of the municipality area, we divided the agricultural area
of municipalities by the area of the municipality to obtain the percentage of agricultural area in each municipality
(Figure 2, left).

Status classification is already available for 4360 of the 58,707 lakes. For the remaining lakes, we can predict the status
class using the model trained on data from lakes with both status and covariates. Using a logistic regression model, we
get the probabilities of ecological status displayed in Figure 2 (right). Here, the most important covariate appears to be
agricultural land (left display). We point out that lakes that have a very high probability (near 1) of being in the ecological
target status need no remediation. Further, lakes that have a very low probability (near 0) of being in the target status,
clearly need to be addressed. Lakes in these two groups are hence not important or worthwhile to monitor because one
already knows what to decide. However, there are plenty of lakes for which it is very difficult to make a management
decision, and for these it can be very valuable to get information about the status class. But this kind of information comes
with a cost, and the dilemma is which lakes should be sampled to make informed decisions on management alternatives
for all the lakes.

2.2 | Workflow

In this section, we present the steps that sum up the process of sampling design selection. After framing the decision
situation as described in Section 3.1, the following steps are performed:

1. Model fitting from existing data: Construct a statistical model for ecological status based on the 4360 lakes having both
status classification and covariates (see Section 4.1).

2. Limit the scope to relevant lakes: Identify lakes with large uncertainty about ecological status classification that could
be important to sample (see Section 4.1).
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FIGURE 2 There are 54,347 lakes with all covariates available but with missing ecological status. Left: The lakes are color-coded
according to the amount of agricultural land (in percentage) in the municipality where the lake is located. Right: The probability of a lake
being in the target ecological status (y; = 1), that is, in high or good status, based on a logistic regression model.

3. Sequential selection: Use a greedy forward selection algorithm to find sample designs with large VOI (see Algorithm 1
in Section 3.3.2).

4. Heuristic design search: Conduct nuanced exchange algorithms or Bayesian optimization to search for designs with
larger VOI (see Section 3.3.2).

High-quality designs are characterized by large VOI. The results are compared with the cost of gathering data accord-
ing to the respective sampling designs. In the search algorithms the goal is to optimize the VOI, but one could of course
also be motivated by other criteria when selecting designs. We compare and discuss the value of other designs based on
various criteria in Section 5.

3 | STATISTICAL FRAMEWORK
3.1 | Framing the decision and sampling problems

The notation connected to the sampling design problem is presented in Table 1. One can choose to leave a lake s untreated
(as = 0) or act to bring the lake to a satisfying condition (a; = 1). We adopt the monetary units associated with these
alternatives from Koski et al. (2020). The value of a lake in good condition is set to R = EUR 1000 per hectare, while a
lake in poor condition is valued at EUR 0 per hectare. Under the management alternative, it costs EUR 200 per hectare
to bring the lake to a sufficiently good condition. No matter the final condition of the lake, the resulting value is C =
EUR 1000 — EUR 200 = EUR 800 per hectare. Because of the uncertainty in determining the ecological condition of a
lake, it is difficult for managers to make decisions about lake management. For a risk neutral decision maker, the PV is
the maximum expected value over the two management alternatives. For a particular lake s with area A; hectare, this can
be written as

PVy = max{R; - E(n;), Cs} = Cs + max{Ry - E(xy) — C;, 0},
where for alternative a; = 1 the monetary amount is Cy = CA,, while for alternative a; = 0 there is revenue Ry = RA; and

E(zs) denotes the expected condition of lake s = 1, ... , N. We will later model this via a latent logistic regression model
for variable x;, where 7y =

o
1+e%s
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TABLE 1 Summary of the notation used in the article.

Notation Definition

sef{l,...,N} Index for lakes

{uy, ... ,uy} Locations of all lakes

DeD Design in all possible design sets

T Probability for lake s not needing management alternatives

X Latent random variable at lake s

J Covariates at lake s

Xp Latent length-|D| random vector of design D

b Prospective data vector of length-|D|, gathered in design D

Fp Covariate matrix of design D

as € {0,1} Management alternative to choose for lake s

Ag Area of lake s

R Revenue of alternative for lake s

C; Cost of alternative for lake s

PV Prior value

PoV(D) Posterior value of design D

VOI(D) Value of information of design D

VOI(D) Lake s effect value of information of design D

P(D) Price or cost of data of design D

We assume that managers are free to select the best alternative for every lake (Eidsvik et al., 2015). This means that
the total PV decouples to a sum over all lakes and we have

N N
PV = )PV, = Y [C+ max(R; - E(z) - C, 0}]. 1)
s=1 s=1

Additional data can assist the decision-makers in choosing among the difficult lake management alternatives. In
particular, the VOI is positive when various data outcomes lead to different alternatives being chosen, because this gives
added value from that of the PV. Still, this gain must be compared with the cost of collecting and processing the data.
Moreover, there are several possibilities for the design of gathering spatial data used in determining the ecological status
of lakes.

Assume that one wants to select a subset of lakes to observe their ecological status. We denote such a subset by design
D of size | D|. Collecting data for all lakes would be too expensive, and one can only afford to measure a subset. We denote
the (latitude, longitude) positions of the N lakes of interest by u;, ... , ux. Possible spatial survey designs contain no sites,
single sites, couples, triplets, and so on, up to the design where all N sites are included, and the entire set of designs is
denoted D = (Y, D;, where

DQ = ﬂ,

Dy = {(u1), (m2), ... ,(un)},

DZ = {(ulsuZ)s (ulsu3)9 ’(uN—lsuN)}9

Dy = {(u,uz, ... ,un)}. (2

Finding the optimal design is extremely difficult because there are 2~ possible designs. One often resorts to heuristics
approaches to find several useful designs that provide a basis for decision support about information gathering.
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Denote the prospective data to be measured in a design D by y, = (Vp1, ... ,¥p,p|). The associated covariates are

denoted by matrix Fp, which has one row for each design location. For this decision situation, the PoV of data y,, is
defined by

N
PoV(D) = )" )" [Cs + max{R; - E(zlyp) — Cs, 0}]p(vp), 3)

Yp s=1

where E(z|yp) is the conditional expected lake status, given observations yy, distributed according to the probability mass
function p(yp). Here, the sums over the data outcomes and lakes can be interchanged, so that PoV(D) = Z?I:IPOVS(D),
where the entries in the sum are the expected value contribution from the data y;, to the decision at lake s.

Under the assumptions of a risk neutral decision-maker (Eidsvik et al., 2015), the VOI equals the difference in PoV
and PV, so that

VOI(D) = PoV(D) — PV. ()

Note that the fixed Cy part is the same for both Equations (1) and (3). Further, the decoupling over lake decisions means
that the VOI is the additive contributions from the VOI at each lake s, that is,

VOL(D) = Y max(R; - E(zlyp) - Cs. 0}p®p) — max(R; - E(z;) - Cs, 0},
Yp

N
VOI(D) = ZVOIS(D). (5)

s=1

The goal is to choose a sampling design D that is expected to provide data that substantially affect the decisions made,
especially at those lakes where it is difficult to choose between the management alternatives. It is common to choose the
design with the largest VOI(D) compared with the data gathering cost P(D), as managers are interested in making the best
out of their data acquisition and processing expenses. Alternatively, one can also have a budget for the data gathering,
and the goal is to find the largest VOI among all designs D having costs not exceeding this budget. Overall, the VOI results
for various designs will support difficult decisions related to data gathering.

3.2 | Binaryregression
3.2.1 | Logistic model

Assume that a binary response y; € {0,1} atlakes =1, ... , N is distributed as

P(ys = 11x5) = 75, P(y; = 0lxs) =1 — 7,

. e
loglt(”s) = X =fsﬂ + Wy, = m, (6)
where the linear predictor x; at lake s includes covariates f; = (fi(s), ... ,f(s))’ in combination with regression param-
eters g = (p1, ... , By). It further has a lake-specific effect w that is spatially correlated. For short, we denote effects
w=w, ... ,wy).
Assuming conditional independence in Equation (6), the log-likelihood of data y;, = (yp1, ... ,¥p,p) is obtained by

D 1ogpsl B, w) = Y ys(fi +wy) — log(1 + exp(fe + wy)). @

u,eD u,eD
3.2.2 | Bayesian latent spatial logistic model

The regression parameter § is unknown and has a prior probability density function (pdf) p(f). This pdfis here assumed
to be Gaussian with mean vector ;42 and covariance matrix Eg. The spatial effects w are represented by a zero mean
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Gaussian process model. We specify a fixed variance Var(w;) = ¢? and impose a Matern correlation function such that
Corr(wg, wy) = (1 + ¢hy) exp(—phy), where hy is the great-circle distance between two lakes centered at locations us and
u;. Given the currently available lake data, we specify model parameters yg, 22, o and ¢ from an approximate marginal
likelihood expression.

Keeping the model parameters fixed in the following, (f’,w’)’ are Gaussian distributed. In particular, the linear pre-
dictor x; = f.f + w, has mean y; = f, [.42 and variance o2 = j;ZOBfS + o2, Let xp = {x,;u; € D} denote the vector of linear
predictor variables at the design locations defined via set D. We similarly define the vector wp, of latent effects, u, for the
prior mean vector and Fp, for the size |D| x J matrix of covariates at these design locations. Building on properties of Gaus-
sian processes, the joint distribution of (x;, x}))" = (.8, FpB) + (wy, w)))’ is Gaussian with mean (us, },)" and covariance
matrix

2
Var[(xs’x,D)/] = l % 2Squ| > (8)

Ds XD

with Zp being a length |D| vector holding all the cross-covariance terms between variable x; and the linear predictor
variables in the design D, that is, X;p = fSngD + o2Corr(ws, wp), while Ep, is a |D| X |D| matrix with variance-covariance
terms within all the design location variables.

By standard Gaussian expressions, the conditional distribution of x; given xp is then Gaussian with mean
and variance

mg = ps + Zs,DEBI(xD — Hp), ész = 632 - 2:s,DZ:BlzD,& )

In our setting the data are binary, and there is no closed form like Equation (9) for the conditional mean and variance.
One can however derive approximate expressions for the expected variance reduction from binomial data. In the VOI
approximation below we rely on the following expression from Evangelou and Eidsvik (2017) for the variance reduction
associated with binomial measurements

22 =2 p[Ep + Kpl ' Zps,

2 2
KD=diag{2+exp<—us+%S>+exp<us+%s>;useD}. (10)

Comparing with the variance reduction in Equation (9), we notice an additional K, for the center matrix that is inverted
to get y2 in Equation (10). This means that the variance reduction is smaller than when observing the linear predictors
directly. Moreover, the magnitudes of this matrix Kp depend on the mean y; and variance o2 at the design locations.

3.3 | The value of information for spatial binary data

By using the logistic model formulation, the VOI contribution at lake s in Equation (5) equals

exs
1+e5

|yD> -G, O}p(yD)—max{Rs-]E< et )—CS, 0}. 11)

VOIL(D) = Z max {Rs : E( 14 e%

Ype(0,1}1P)

There is no closed-form expression for Equation (11), and we next outline an approximate solution building on the results
in Section 3.2.2.

3.3.1 | Approximating the VOI

We rely on an analytical approximation of the VOI developed by Evangelou and Eidsvik (2017). The VOI is computed using
the Laplace approximation based on Gaussian approximations in Equations (9) and (10), in combination with normal
cumulative distribution function (cdf) fitting of the logistic function. We discuss these in some more detail next.
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First, the conditional expectation of &% /(1 + %) in Equation (11) is approximated by linearizing the logistic likelihood
and quadratic fitting of the curvature giving Equation (10). In doing so, the integral depends on the unknown conditional
mode (approximate Gaussian distributed with variance in Equation (10)) rather than the discrete data. Next, we build
upon the idea of approximating the logistic function g(x;) = /(1 + €%) by the normal cdf ®(ax;) for an appropriately
selected scaling parameter a. Depending on the criterion one uses to minimize the mismatch between the two functions,
one gets a different «. We choose a = 0.59, which is one of the scaling parameters mentioned in Demidenko (2013).
The two functions are then very close in a large span of x, values. Finally, we compute the complete and incomplete
logistic-normal integrals by

) & 0 au
Ap, o) = / @(x; p, 0)dx ~ / D(ax)p(x; u, 62)dx = <I><—
o 1l+er _ V1 + a262

Aa(pis 0%) = / 1f — o, 02)dx / D(ax)p(x: . 0%)dx

=o( ( = ) (12)
\/1+a20'2 V1 + a202

where @(x; u,6?) denotes the normal probability density function evaluated at x with mean y and variance o2, and
®,(z1,2; 1) is the bivariate standard normal cdf with correlation r, evaluated at (z;, 2»).
The VOI; in Equation (11) is then approximated by

2 —ay\/1+ a?é?
VOL(D) ~ RA, b 5 ) _Re@o i e
Jitag 1+aé Zs

_RsmaX{A(ﬂs’és +)(s) g(a) O} (13)

where a = log([Cs/Rs]/(1 — [Cs/R;])) and g(a) = 1/(1 + e~*). Evangelou and Eidsvik (2017) use extensive Monte Carlo
simulations to study the properties of this approximation for binomial data and Poisson distributed data. Similar
expressions have been used to approximate the expected Bernoulli variance in logistic models (Anyosa et al., 2023).

3.3.2 | Search algorithms for optimal designs
Our aim is to find designs with large VOI. Ideally, this entails solving an optimization problem as follows:

D' = arg max{VOI(D)}, VOI(D) > P(D), (14)
D

where P(D) is the cost of gathering the monitoring data from the design D. There may also be interest in maximizing the
gap between the information value and the design cost, that is, VOI(D) — P(D).

In general, the optimal design problem in Equation (14) is NP-hard because of the enormous number of combina-
tions. With no constraints on |D|, there are 2V possible designs. Even if we limit the scope to fixed size designs, there
are N!/[(N — |D|)!|D|!] possible designs. With N = 4748 and |D| = 50 this number of combinations is enormous (about
101%9), It is hence infeasible to analyze all available combinations and heuristics are needed.

We next describe a forward selection algorithm aimed to maximize the VOI up to a certain size of designs D. In
Algorithm 1, the heuristic approach sequentially adds observation locations j = 1,2, ... to the design. This continues
until the maximum size is reached. In the extreme event one continues until size N, but in practice it stops for |D| << N,
when the VOI increase is negligible from j to j + 1, or when the VOI is clearly too small to justify purchasing all that data.
Instead of choosing just one extra lake in the design at each stage, one can choose more sites at a time. If two lakes are
equally good in the forward evaluation, the selection between them is performed randomly.

The forward selection algorithm presented here often gives reasonable designs, but it is only a heuristic search, which
has no guarantee of returning the optimal design. More complex search methods for efficient sampling designs include
variants of the randomized exchange algorithm (see, e.g., Harman et al., 2020). This defines an iterative search among
new (random) combinations of designs. In one of its forms, which we use for our data below, each iteration includes an
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Algorithm 1. Forward selection of design
j=1,
2D=0 > set of already selected sites
3: whilej < N do
4: fori=1,...,Nandu; € Ddo
5 D® =Du {u;} > Candidate design
6: VOI(D®) = Zévzl VOI,(D®) > VOI of candidate design
7: end for
8 i* = argmax;{VOI(DY);i=1,...,N and u; ¢ D} > optimal new design site
9: D=Du {u}
10: j=j+1,

11: end while

exchange where one lake is removed from the design and another is added to the design. The exchange probability is
in our case guided by single-location results: VOI({us}), that is, assuming N = |[D| =1 for all s =1, ... ,N. Lakes with
a large single-lake VOI are hence more likely to be added to the design, while the ones with small single-lake VOI are
more likely to be removed from the design. Still, the probabilities are positive for including or excluding any lake to the
design, and this ensures some randomness helping the optimization approach from getting stuck in a local optimum. For
our dataset we also test the approach of Paglia et al. (2022), who used Bayesian optimization and expected improvement
to search for promising designs. The Hausdorff distances between designs D are used to form a covariance matrix in a
Gaussian process surrogate model for VOI(D), taking D as input. One learns this Gaussian process from previous VOI
evaluations. At each iteration, a batch of promising designs are selected as the ones having high expected improvement
in VOI according to the surrogate model. This is a fast calculation. After this selection, all designs in the batch go to the
much more costly VOI evaluation.

4 | RESULTS

The modelling, preliminary steps, and greedy algorithm were implemented in R (R Core Team, 2021). The randomized
exchange algorithm and the Bayesian optimization algorithm were implemented with Matlab (MATLAB, 2021).

41 | Modelling and preliminary steps

We used a standard logistic regression model to determine the important covariates. Candidate covariates were cen-
ter latitude and longitude coordinates, waterbed area (1000 square kilometers), length of shoreline (kilometers), and by
municipality, the agricultural area, population and number of summer residences scaled with municipality area. Addi-
tional explanatory variables that are challenging to measure, such as drainage basin, average depth, maximum depth and
volume of water mass, were not included in the analysis due to the high number of missing values.

We fitted models that contained each of the seven covariates one at a time. The ones that seemed important on their
own based on —21I, where [ is the log-likelihood of the logistic regression model, were then analyzed more closely. The
covariates that had a significant effect at this point were the latitude and longitude coordinates and the agricultural area
scaled with municipality area. We computed the change in the value of —2] when each variable on its own was omitted.
Only those that lead to a significant increase in the value of —2] were retained in the model. As the result of the selection,
we chose the latitude coordinate and the agricultural land in the municipality where the lake was located as covariates.
We specified ;42 and )22 as the approximate mean and covariance of §, given the initial data. Using scaled agricultural
land and latitude coordinate as covariates, the model has ;42 = [3 = (1.6,-13.8,0.02), diag(Eg) =(3.9,0.5,0.001) and a
substantial correlation of —0.6 between intercept and slope with scaled agricultural type. Goodness of fit measures show
that the model fits reasonably well to the existing data (deviance statistics).

We then used the Laplace approximation (see, e.g., Shun & McCullagh, 1995) to estimate the covariance parameters
of the spatial random effect. For the variability of the spatially structured variables we get an estimate of ¢ = 1.11. For the
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correlation decay we get ¢ = 0.06, meaning that the spatial correlation is reduced to 0.05 at a distance of 80 km. We were
also interested in seeing whether the selection methods are sensitive to changes in the spatial covariance parameter values.
Thus, we varied (o, ¢p) values. Based on the second derivatives of the marginal log-likelihood function of the parameters,
1 standard deviation up and down (in the log-space) gives o = 0.99 as a low value and ¢ = 1.26 as a high value for the
scale. Similarly, this gives ¢p = 0.047 as a low value and ¢ = 0.077 as a high value of the correlation decay. In what follows,
we tried five different sets of the spatial covariance parameter values: (¢, ¢) = (1.11, 0.06) as benchmark parameter values
and in addition, (e, ¢) = {(0.99, 0.06), (1.26, 0.06), (1.11, 0.047), (1.11,0.077)}.

Regarding the design, as indicated in the workflow outlined in Section 2.2, we first reduced the set of possible designs.
This was done by reducing the set of 54,347 lakes to 4748 lakes. First, from the mean value yg and the covariates for those
lakes, we computed predictive probabilities of a lake being in the target status, as in Equation (6) (see Figure 2). From
the revenue Ry and the cost Cs of lake s, we calculated the prior value PVy, as in Equation (1), for each lake. We selected
1000 lakes which have the first term in the maximum in Equation (1), that is, R; - E(x5) — Cs, close to zero. We assumed
these lakes are among the most interesting in the sense of the VOI evaluations. Second, we calculated the VOI with only
single sites in the design, that is, VOI;({us}) (referred to as the self-effect). When calculating self-effect, we assumed that
N = |D| =1 for all s. We assumed that if this self-effect is minuscule, then that lake is unlikely to have a significant effect
on the total VOI with all N lakes included. There were 3798 lakes that have a self-effect VOI;({us}) > EUR 138. Partly,
these lakes overlap with the first 1000 lakes selected. We combined the first and second selected lakes and limited our
optimal design selection into the resulting N = 4748 lakes.

4.2 | Selection of data sites

The greedy approach in Algorithm 1 was used to construct a relatively small-size design from the 4748 lakes. In doing so,
we conducted the subset selection with greedy forward selection. We ran this approach until | D] = 300 lakes were included
in the design. The VOI of that forward-selected subsample is shown in Figure 3 (left) with varying spatial covariance
parameter values (o, ¢). Naturally, the VOI of the design increases as the number of lakes in the design grows.

Our aim was to compare the VOI of a design to the cost of gathering data in that design. We assumed that each
selected lake implies one sampling site. Currently, collecting and analyzing one chlorophyll-a sample costs EUR 138

VOI(D) VOI(D)-cost of D (12 samples a month)
ﬁ — — 0=1.11,¢=0.06 - -+ 06=1.11,¢=0.06
6=0.99,¢=0.06 e 6=0.99,¢=0.06
6=1.26,¢=0.06 7 © - 6=1.26,¢=0.06
6=1.11,¢=0.047 e 6=1.11,¢=0.047
o _| — o6=1.11,¢=0.077 L’ - - 0=1.11,¢=0.077
- - - Costof D (12 samples a month) e
.-+ Cost of D (3 samples a month) . © -
-=-- Cost of D (1 sample a month) L
® - % ‘
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w w
c C
S o o 9
s s 7 SO
b"'\'x‘ -\‘\
<~ - g ol TS
© S e ~
[V Q= SN0 R
o ¥ 4 SRS
T T T T T T T T T T T T 1 T
0 50 100 150 200 250 300 0 50 100 150 200 250 300
IDI IDI

FIGURE 3 Left: The VOI (solid colored curve) and the cost of data gathering (dashed curves) of design of size |D| in million euro
plotted with respect to the |D|. The color-coded curves show the calculation for different spatial covariance parameter values (o, ¢). We
assume three alternatives for data gathering: a large amount of data (12 samples a month), an average amount of data (3 samples a month) or
a small amount of data (1 sample a month) gathered per site. Right: The difference between the VOI for different spatial covariance
parameter values (o, ¢) and the cost of gathering a large amount of data in million euro.
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(Koski et al., 2020). The total cost of chlorophyll-a data gathering from a design of size |D| was assumed to consist of the
samples gathered from four months per year and during six years, as it is the length of the RBMP period. We assumed three
data gathering alternatives: either a large amount of data (12 samples a month), an average amount of data (3 samples a
month) or a small amount of data (1 sample a month) per site is gathered during that time. Processing of these data gives
the ecological classification y; = 0 or y; = 1 for each lake s. Note that we are using the same model for ecological status
class ys, no matter what acquisition and processing is required for the chlorophyll-a samples.

The three dashed curves in Figure 3 (left) illustrate costs of sampling plans. Generally, the studied VOI results of the
selected subsamples seem to exceed the cost of gathering that subsample, meaning that the data acquisition is worth
doing. When assuming twelve samples in a month, the cost exceed the VOI (calculated with benchmark parameter values
(0, ¢)) after selecting |D| = 126 lakes in the design. Then, VOI(D) = EUR 5.03 million and P(D) = EUR 5.01 million. An
even higher VOI value is reached when using (o, ¢) = (1.26,0.06). In that case, the 12 samples a month cost is reached
after selecting |D| = 192 lakes, when VOI(D) = EUR 7.60 million and P(D) = EUR 7.63 million.

The gap between the VOI with varying spatial covariance parameter values (o, ¢) and the cost of gathering 12 samples
amonth from the design is shown in Figure 3 (right). This illustrates the excess information value over the cost of the data
for different sample sizes. When assuming 12 samples a month and benchmark parameter values (o, ¢), the most benefit
is achieved when 47 lakes are measured. Then, VOI(D) = EUR 3.26 million and P(D) = EUR 1.83 million, which gives a
gap of EUR 1.43 million. When using parameter values (o, ¢p) = (1.26,0.06), the most benefit is achieved when 59 lakes
are measured. Then, VOI(D) = EUR 5.03 million and P(D) = EUR 2.31 million, which gives a gap of EUR 2.72 million.

Figure 4 illustrates the selection on the map of Finland when varying the spatial covariate parameter values (o, ¢). The
circle colors illustrate the order of the 300 selected lakes. The lakes that the algorithm did not include in the design are

6=0.99, ¢=0.06 6=1.11, ¢=0.06 6=1.26, ¢=0.06

Selection order
300

200

100

66°N

North

64°N

FIGURE 4 Map view indicating the order of 300 selected lakes from the 4748 interesting lakes. The sequential selection is computed
using different spatial covariance parameters (o, ¢b). The red circles are the selected lakes by algorithm in order and the crosses are the lakes
excluded in the design.
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depicted with crosses. The design selection appears to be similar with very few differences, regardless of the parameter
values. All the selected designs are clustered in the southeast region of Finland, which is known to be rich in water
areas.

As observed, there are no selected lakes in the northern region. To examine this further, we focused on this region
when the 300th lake is selected, as an anecdotal example. When we have selected |D| = 299 lakes in the design, there
are 4449 potential lakes to be the 300th selected lake. All potential lakes are ranked in descending order based on the
VOI when a single lake is added to the current design. From the Northern area, the highest ranked lake is Lake Kattila-
jérvi (66.16°N, 24.40°E), which is only the 2292nd ranked. Initially, this lake has z; = P(y; = 1) = 0.80 and a self-effect of
VOIs({us}) = EUR 59. If Lake Kattilajarvi is selected, the total VOI with |D| = 300 is VOI(D) = EUR 6,623, 243. Accord-
ing to the sequential selection algorithm, the 300th selected lake is Lake Vaardjarvi (63.30°N, 26.43°E) and the total VOI
after that selection is VOI(D) = EUR 6,626, 647.

Figure 5 illustrates what kind of lakes are the most important to measure from the VOI point of view, along with their
relationship to the agricultural land (first axis) and the waterbed area (second axis). The color-coded circles show the
selection order of the |D| = 300 lakes, when using the benchmark parameter values of (o, ¢). The crosses are the lakes
not included in design. We have denoted the relevant N = 4748 lakes with color-coded crosses. The selection order of
lakes indicates that the selection covers most lake types but not the ones with very large waterbed and low agricultural
land covariates. There is a tendency to choose big lakes early in the design order, but small and average size lakes are
also chosen. A closer inspection shows that 48% of the |D| = 300 selected lakes are selected from the top 10% largest
lakes (19.18-71258.50 ha), while 38% are selected from the next smallest decile (10.25-19.18 ha). The selection further
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FIGURE 5 The relation between agricultural land (first axis) and waterbed area (second axis) of the full data of 54,347 lakes with the
marginal distributions. The circles are the selected lakes by algorithm and the crosses are the lakes excluded in the design. The color-code
shows the selection order of the 300 selected lakes. In addition, the color-coded crosses show the 4748 interesting lakes selected based on two
criteria: PV (light pink) and self-effect VOI (light blue).
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seems to prefer high to average agricultural land covariate values. In fact, 18% of the |D| = 300 selected lakes are selected
from those areas with the top 20% amount of agricultural land (7%-54% agricultural land of the municipal area), 81% are
selected from the next 20% (3%-7% agricultural land of the municipal area) and only 1% are selected from municipalities
with a lower amount of agricultural land (0%-0.8% agricultural land of the municipal area). This makes sense because
there is more ambiguity in the management decision for average agricultural land covariates, leading to high VOI values.
From a purely statistical perspective, one would expect very high and low covariates to provide more information about
the regression parameter, and in doing so reduce the uncertainty going into the VOI calculations. Here, there is a large
amount of data at the initial step, and this element of regression fitting appears to be less relevant in the design.

5 | DISCUSSION

The results in Figures 3-5 show the performance of a forward selection strategy to find useful designs. We now compare
different designs of size |D| = 50, with the goal of searching for the optimal design. This will tell us if the sequential
method performs reasonably or if this way of greedy augmentation of designs overlooks high-value sampling designs. The
size of |D| = 50 is chosen because the gap between the VOI and the curve for the cost of a scenario with 12 chlorophyll-a
samples in Figure 3 appears to be at its largest for this design size.

We search for more optimal designs based on the exchange algorithm and the Bayesian optimization approach of
Paglia et al. (2022). For the exchange algorithm, we start the iterative routines with the optimal set of size |D| = 50 from
the forward evaluation. The exchange of two lakes (one removed from the design and the other added to the design)
is based on probabilities vaguely honoring high marginal self-effect of VOI. The Bayesian optimization algorithm starts
with 1000 evaluations of the exchange algorithm, and continues with batches of 100 VOI evaluations selected from the
expected improvement over 1000 designs.

Figure 6 shows the percentage increase in the VOI as a function of iterations of the two algorithms. This is illustrated
for VOI evaluation number on the first axis, and over ten independent runs of the exchange algorithm (solid, red) and
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FIGURE 6 VOIresults of the exchange algorithm (solid, red) and the Bayesian optimization approach (dashed, black) for 10
independent runs. The five displays reflect different spatial covariance parameters: low variance (top left), benchmark inputs (top center),
high variance (top right), low correlation decay (bottom left), high correlation decay (bottom right). Results are shown as percentage VOI
increase over evaluations, relative to the sequential forward selection results for a design size of 50. The first 1000 iterations are common.
After that the Bayesian optimization algorithm runs batches with a size of 100 using expected improvement of designs.
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TABLE 2 VOI(D) computed for different designs of size |D| = 50 using different spatial covariance parameters (o, ¢). Here, M refers to
million euro and K refers to thousand euro.

VOI(D)

c=111 c = 0.99 c =1.26 c=111 c =111
Design ¢ = 0.06 ¢ = 0.06 ¢ = 0.06 ¢ = 0.047 ¢ =0.077
Sequential best 340 M 215M 4.65M 386 M 2.75M
Exchange 343 M 225M 4.81 M 3.87M 2.75M
Bayes optimization 3.44 M 226 M 4.82M 3.88 M 291 M
Highest self-effect 860 K 511K 1.29 M 1.32M 546 K
Largest lakes 548 K - - - -
Geo-spreading 381K - - - -
High agriculture 390 - - - -

the Bayesian optimization scheme (dashed, black). The reference case (center, top row) has parameters ¢ = 1.11 and
¢ = 0.06. For the reference case, both the exchange algorithm and Bayesian optimization obtain better designs than the
greedy result. The largest VOI improvement for the exchange algorithm is about 1.1% while it is 1.2% using Bayesian
optimization. The other displays show VOI increase in cases where the model parameters indicate high/low variance
or high/low spatial correlation. Similar to what we see in the reference case, there are designs with higher VOI than
that achieved by the sequential forward selection, which indicates that more nuanced algorithms could further improve
this. Nevertheless, from what we see here, it is not straightforward to get a much higher value than that obtained by
the sequential forward selection (it is only about 0%—-5%). For the case with the fast spatial correlation decay parameter,
none of the ten exchange algorithm runs, and only three of the ten Bayesian optimization runs, managed to improve the
design. This case represents less dependence, and intuitively the sequential method performs better. Still, some of the
new designs detected by Bayesian optimization are significantly better, but the search seems more difficult with these
parameter settings.

We will now compare designs with a size of 50 based on other criteria. Going beyond the statistical models and decision
analytic views, policy makers could have other elements they must consider, and it is insightful to show the VOI results
of designs based on a variety of principles. Again, we focus this discussion on designs of size |D| = 50. First, we select
50 lakes with the highest self-effect VOI;({u;}) from the whole lake data. Second, we calculate the VOI of the 50 lakes
with the largest waterbed area from the whole data. Third, we test the set of 50 lakes which are spread out as much as
possible on the map of Finland. The spreading was set by selecting the lakes from each county of Finland. There are 18
counties in our data, meaning we randomly selected 2 or 3 lakes from each county. Fourth, we also formed a design with
the 50 lakes having highest covariate value (agricultural land in Figure 2, left). Table 2 summarizes the VOI of the greedy
selection, the exchange and Bayesian optimization selection (maximum of 10 runs doing 2500 evaluations), as well as
the other designs with simpler selection criteria listed above, when varying the statistical covariance parameter values
(0, ¢). It seems that the VOI of these designs remain very small compared to the results we achieve with the statistical
algorithms. Large values of o seem to produce larger values of VOI.

We therefore recommend that policy makers use statistical methods in the design construction. Making monitoring
plans on the highest self-effect alone misses out on the correlations in the statistical model and the interactions of having
very similar lakes in a design. For the designs with a size of 50, it gets less than one-fourth of the VOI compared with the
more nuanced search approaches. Designs that either focus on geographical coverage, large lake area or high agricultural
covariates do not necessarily capture the interesting lakes for ecological purposes. The greedy algorithm succeeds in
finding a reasonably good design at moderate computation costs here, and provides a reference for the additional search
approaches.

6 | CONCLUSION

We have demonstrated approximate optimal design selection methods that aim to maximize the VOI of the design com-
pared with the cost of the data acquisition of the design. The VOI selection criterion assesses the profitability of designs
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when taking into account the costs and benefits of the decisions as well as the associated uncertainty. This approach is
exemplified in the context of lake management in Finland. Similar design questions occur in a range of applications,
such as the environmental studies brought up in Section 1 related to coral monitoring, animal habitat conservation or the
mapping of mine tailings. Decision-makers must plan wisely where to conduct environmental sampling so as to obtain
valuable information and to maintain budget limitations.

We calculated the VOI assuming a Bayesian spatial logistic regression model for the ecological status data. Statistical
model parameters were obtained from existing data gathered in Finnish lakes. Our VOI calculations relied on approxi-
mations of functions and integrals for hierarchical general linear models, which we coupled with the large-size design
selection procedures required for the lake monitoring case.

In addition to the heuristic greedy forward selection method, which sequentially adds units into the design, we tested
two other heuristics for improved selection result: an exchange algorithm based on randomness and enlightened exchange
based on the single-lake VOI, and a selection algorithm based on Bayesian optimization. The VOIs achieved with these sta-
tistical approaches were much higher than that of other design criteria based on the initial marginal values, geographical
spread, high model covariate values or large lake areas.

We are aware that many considerations must be made in order to calculate the VOI of lake monitoring design in
practice, and we are limiting our results. For example, we chose to use chlorophyll-a as our ecological indicator of interest,
among many, and we focused on the costs of collecting that one indicator. In reality, the lake monitoring process is a more
complex exercise. Furthermore, analyzing the monitoring data of one lake produces the ecological status of that lake,
and it does not take into account how much monitoring data was used for the classification. In addition, we thought that
associating the costs and revenues to the lake areas would have an impact on the results. However, the area seems to have
less effect on the selection than we assumed.

Since the problem of optimal design has been widely examined in statistics, there exist many other heuristic methods
to solve this problem. We believe it is possible to obtain better designs than we did here. Our purpose was to highlight the
possibility of forming a statistically based design for these large-size spatial logistic regression models, and in doing so we
see that they clearly outperform designs made from basic principles.

This study does not consider any temporal variation in the ecological status of lakes. Spatio-temporal variation in
lake status would thus be interesting to address in future work. In this paper, we relied on earlier studies considering the
management decision space and associated costs. In the future it would be relevant to expand the space of management
alternatives to a more detailed level, and see how this influences the selection of lakes for the design.
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