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Department of Civil and Environmental Engineering at the Faculty of Engineering at the 
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Kjelstrup, Principal Investigator of PoreLab Center of Excellence and professor at the 

Department of Chemistry at the Norwegian University of Science and Technology (NTNU). 

The governing equations with solutions employing extended finite element method for 

the simulation were developed and inferred by the author based on the initial idea and 

fundamental theory. The simulation is implemented in Fortran 90, which is verified and then 

validated by comparing with the existing test results from Devon silt, which were reported by 

Konrad and Morgenstern (Konrad, 1980). The model had been improved and completed all 

through the coding process by the author, with the valuable inputs from all three supervisors 

and Professor Signe Kjelstrup. 
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Abstract 
The starting point of this work is a conceptual model for frost heave based on non-

equilibrium thermodynamics. According to the theory, the temperature gradient in the soil 

under frozen condition is the main driving force for transport of water from the warmer 

(unfrozen or less frozen) soil towards the colder, partly frozen, soil volume. The tendency of 

water flow results in increase of pore water pressure close to the freezing front, which means a 

reduction in the effective stress. An ice lens can start to form after a crack appears. However, 

freezing front may continue moving forward, and the formation of active ice lens will stop 

when soil permeability behind freezing front dramatically decreases. 

According to the conceptual model, a new fully coupled THM model is developed. The 

mass balance equation, energy balance equation and momentum balance equation are presented 

herein. In order to consider ice lenses, Extended Finite Element Method (X-FEM) is employed 

to solve the governing equations. The primary variables of the governing equations, i.e., 

displacement, water pressure and temperature are approximated according to the properties of 

discontinuities with shifted Heaviside function and modified level-set function.  

The calculated results are compared with the available results of three lab scale one-

dimensional freezing tests on Devon silt. These tests include one freezing test without 

overburden pressure and two freezing tests with different overburden pressure of 100 kPa and 

45 kPa, and reasonable agreement is achieved.  

Shut-off pressures is also estimated, and the results are as expected from the coupled 

transport equations.  
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Chapter 1 Introduction 

1.1 Background and Motivation 
 

Frost heave is one of the major concerns in earthwork engineering in areas that 

experience seasonal frost. Its occurrence is often accompanied by severe damage to 

infrastructure influencing the construction cost, safety, serviceability, durability, and 

maintenance costs. Figure 1 shows two roads in Norway damaged by frost heave. 

 

 

Figure 1 The damage to the road by frost heave. The left photo was taken at Vikevegen, from 

http://vikebygd.org. The right photo was taken at road FV26 in Norway, by Lars Andreas Solås.  

According to Zhang et al. (Zhang et al., 1999), nearly 60% of the land area in the 

northern hemisphere is coved by permafrost and seasonal frozen soil. Figure 2 shows the 

distribution of permafrost and seasonally and intermittently frozen ground in the Northern 

Hemisphere. Each year, a large part of the fiscal expenditures of the governments in these areas 

are used to mitigate the impact from soil freezing. In the United States, the cost of repairing 

road damage caused by frost heave alone requires more than two billion dollars per year 

(DiMillio, 1999). From another perspective, from 2011 to 2016, 16 million drivers in the 

United States suffered damage from potholes which is largely due to frost heave, and this also 

cost three billion each year. The British government estimates that it will cost £12 billion  to 

fix all roads with potholes in the country (Jeekel, 2012). Thus worldwide, the cost is 

tremendous. Generally, cold climate countries must deal with the impact of road deterioration 

which is mainly a result of frost heave. In Scandinavia countries such as Norway, this accounts 

for about 30% of the maintenance budget (Committee, 2010). 

With the shift of the strategies of countries around the world, the north frigid zone, 

which stores amazing resource (Spohr et al., 2021) but is very sensitive to climate and 

environmental changes, is getting more and more attention. In other words, the situation that a 

large area of permafrost is transformed into seasonal frozen soil caused by global climate 

change will become a huge obstacle to our development. According to the report of Snow, 

Water, Ice and Permafrost in the Arctic (SWIPA) (Monitoring, 2017), In the past 50 years, the 

Arctic has been warming at more than twice the rate of the entire world. Monitoring of 
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permafrost in Svalbard has been going on since 1998 (Norway, 2018), and the results show 

that the temperature on average has increased 0.8 °C per decade in the upper part of the 

permafrost. The active layer has become 25-30 cm thicker since 1998, which makes the ground 

more unstable and become an ineligible threat to buildings and other infrastructure. Research 

on frost heave is necessary and meaningful. 

 

 
 

Figure 2 Distribution of permafrost and seasonally and intermittently frozen ground in the Northern 

Hemisphere(Brown et al., 1997). 

Frost heave refers to the upwards movement of the ground surface due to formation of 

ice lens within fine-grained soils. According to Taber (Taber, 1930), frost heave mainly due to 

water migration from the unfrozen volume to the frozen volume of the ground. The research 

on frost heave has lasted more than a hundred years since the phenomenon was observed in 

1914 by arctic explorer Nansen (Nansen, 1914). Afterwards, Taber (Taber, 1929) and Beskow 

(Beskow, 1930), as the first to study the process of frost heave and did some experiments, have 

a profound influence on later researchers in this area. Up until now, a number of experimental 

investigations have been conducted, which varies from small-scale one-dimensional tests 

(Konrad, 1980; Penner, 1986) to large-scale three-dimensional (Williams et al., 1993) cases. 

While more and more researchers have been attracted to the field, various models for 

frozen soil have been proposed to predict the growth of ice lenses with their own strength and 

limitations. The process of soil freezing, especially accompanied with the formation of ice 

lenses, involves complex thermal, hydraulic, and mechanical processes which are strongly 

coupled to each other. The main thermo-hydraulic-mechanical (THM) interactions considered 

are illustrated in Figure 3. In addition to the complexity of the fully coupled processes, the 

discontinuity caused by ice lens formation must be taken into account for modelling the 

freezing process, without mentioning the inherit nonlinearity. Furthermore, due to the difficulty 
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of probing directly the pore-scale effects for model validation (Xu et al., 2008), there is no 

conclusive model to simulate the phenomena. 

 

 

Figure 3 Thermo-hydro-mechanical interaction mechanism in soil freezing [After Thomas et al., 

2009]. 

There is common believe among some geotechnical engineers that there is a 

tremendous suction in the frozen area which contributes to transport of water and frost heave 

phenomena (Ghoreishian Amiri et al., 2016; Nishimura et al., 2009). However, previous studies 

at NTNU measured only a few kPa of suction, which is much smaller than the suction predicted 

by capillary models (Holten, 2017). This large discrepancy prompts us to re-examine these 

existing frozen soil theories. At this time, the accuracy of the prediction results obtained based 

on non-equilibrium thermodynamic theory (Kjelstrup & Bedeaux, 2008) fully reflects the 

superiority, which explains not only the phenomenon in the terms of physical processes. An 

improvement on the description of soil freezing process and more accurate prediction of frost 

heave can be expected using the discrete theory of non-equilibrium thermodynamics. At 

present, since there is no practical model that fully considers the coupled thermo-hydro-

mechanical process based on this theory, it is necessary to establish a systematic model. 

Therefore, the motivation to investigate and assess the new THM model for ice lens formation 

is clear. 

Based on the above, the project started as a joint research project between the PoreLab 

Center of Excellence and the Geotechnical research group, NTNU. 
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1.2 Research objectives 
 

The main objectives of the PhD project are: 

 

• Provide a better understanding of the physical processes behind the frost heave 

phenomenon. 

 

• Develop a coupled THM model for the phenomenon 

 

• Defining a mechanical criterion introducing the onset of ice lens formation. 

 

• Developing a discontinuous solution of the governing equations that takes into 

account the growth of distinct ice lenses inside the system. 

 

1.3 Research methodology 
 

Firstly, a comprehensive literature review has been conducted to get the big picture of 

the topic, and the following points are focused on: 

 

• Coupled mass and heat transport equations using non-equilibrium thermodynamics. 

 

• Governing equations of the system at global level. 

 

• Constitutive modelling of frozen soils. 

 

• Numerical modelling of frost heave phenomenon. 

 

Based on the literature review, the main shortcomings of the current theories are 

highlighted: the physical mechanism behind the frost heave phenomenon, and the continuum-

based solution of the governing equations. 

After that, the governing equations of the system are modified based on the non-

equilibrium thermodynamics. Non-equilibrium thermodynamics helps us to find the actual 

driving forces of the transports in our system of concern. These transport equations are then 

coupled with the mechanical equations through global force balance equations, and local 

constitutive equations for soil behaviour and crack propagation. 

The governing equations are discretized and solved in a discontinuous domain. The 

extended finite element method is used for this purpose. 

The developed model is then implemented in a computer program to provide a scientific 

computer simulator. The model is verified using the existing laboratory measurements. 
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1.4 Scope of the work 

 

1.4.1 Scope of the work 
 

To achieve the objectives stated above, the scope of work is defined as follows: 

 

• Literature review of the existing models on frozen soil including the driving 

force for frost heave, constitutive modelling, and numerical solution of the 

governing equations. 

 

• Deriving the governing equations of the system including mass, energy, and 

force balance equations by considering thermodynamic driving force for mass 

and heat fluxes. 

 

 

• Describing the mechanical behavior of frozen soil including crack (segregation) 

criterion. 

 

• Numerical discretization of the governing equations using the extended finite 

element method. 

 

 

• Implementation of the numerical solution in a computer program. 

 

• Verification of the proposed model with experiments measurements. 

 

1.4.2  Issues outside the scope of work 

 

The following issues are outside the scope of the work: 

 

• Unsaturated conditions will not be considered in this study. 

 

• The hysteretic nature of soil freezing curve will be not considered in this study. 

 

1.5 Outline of the dissertation 

 

This dissertation has seven chapters including this introductory chapter, which covers 

the background and motivation of the research. In addition, the objectives, methodology, and 

scope of this dissertation are also given here. An outline of the other seven chapters is given 

below. 

Chapter 2 contains two parts which are the history of frozen soil theory development 

and the literature review regarding the models for prediction of frost heave. The first part 
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introduces different theoretical hypotheses dominated in different periods, including the 

capillary theory, revised capillary theory and frozen-fringe models. In the second section, only 

the relevant topics to this work are selected and presented, although a wide range of literature 

in relation to frost heave is available. 

Chapter 3 presents the non-equilibrium thermodynamic theory as a theoretical support 

of our model and describes the concept of the model using schematic diagrams. It gives a 

macroscopical description of the coupled mass and heat flux and the required parameters to 

model the coupled transport process. 

Chapter 4 presents the three governing equations: mass balance equation, energy 

balance equation and force balance equation. In addition, a literature review regarding 

mechanics criterions of initiation of ice lens is given. At the end, the one-dimensional stress 

(crack) criteria employed in the model is presented. 

Chapter 5 gives a discussion about the necessity of employing Extended Finite Element 

Method (X-FEM) instead of classical FEM, and presents a review of X-FEM. After that, the 

weak forms of the three governing equations obtained in previous chapter is discretized by X-

FEM and fully implicit first order accurate finite difference scheme. Consequently, the system 

of fully coupled non-linear equations are solved by the Newton-Raphson procedure. 

Chapter 6 gives three simulation cases based on Konrad's tests on Devon silt(Konrad, 

1980), and compares the calculated and test's results, which shows a reasonable agreement. 

After that, the shut-off pressure is estimated based on the three tests data. Some conclusions 

are obtained. 

Chapter 7 summarizes and concludes the work conducted during this Ph.D. period. 

Chapter 8 gives recommendations for future work. 
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Chapter 2 State of the art 

2.1 Introduction 

2.1.1 Description  
 

As the first to carry out experimental research on frost heave associated with ice lens 

formation, Stephen Taber demonstrated basic characteristics of frost heave in soils (Taber, 

1916, 1929, 1930). As Figure 4 shows, excessive heaving is the result of water transport which 

pulls through the soil to build up layers of segregated ice. The conclusion of Taber's tests 

indicated that ice lenses, which deposits as bands of pure ice, led to almost unlimited heave of 

the soil surface as they grow, as long as the temperature is lower than the normal freezing point 

of bulk water and there is enough water supply (Beskow, 1930; Taber, 1930). Subsequent 

researchers are still actively working on exploring and simulating the frost heave, aiming to 

explain the physical processes behind and propose theoretical models to accurately predict the 

height of frost heave. 

 

 

Figure 4 Distinct ice lenses from Taber's test(Taber, 1930). 

Therefore, any quantitative models must inevitably explain the formation and growth 

of ice lens, which should include the movement of water and the mechanism of soil grains 

segregation. For nearly a century, there have been several different widely accepted theories 

on this issue. Among these theories, there are mainly two categories, one is based on capillary 

theory and another one relies on frozen-fringe theory. 
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2.1.2 History of frozen soil theory development  
 

Taber proposed an explanation for frost heave in 1930 (Taber, 1930), which was 

quantitatively supported by Beskow (Beskow, 1930), Gold (Gold, 1957) and Jackson et al. 

(Jackson et al., 1966). They believed that water transport is due to the suction on the interface 

of ice and water, that caused by the decrease of Clapeyron pressure required to keep the 

system at thermodynamic equilibrium during freezing. 

According to the Clapeyron equation which describes the thermodynamic equilibrium 

in a system at temperature T  containing ice at pressure 
ip  and water at 

wp  (Prigogine & 

Defay, 1954): 

 

0

0

( )w

i w

l
p p T T

T


− = −    (2.1) 

 

where l is latent heat of fusion at the bulk freezing temperature 
0T , and wp  is the density of 

water, and i  is the density of ice. The term ( 1)w

i

p



 −  has been neglected as it is minor 

comparing to the other terms. 

 

                                      

Figure 5 A column of frozen soil with ice lenses and water reservoir [After Peppin 2013](Peppin & 

Style, 2013). 

Figure 5 illustrates a column of frozen soil connected to a water reservoir with pressure 

rp  (Jackson & Chalmers, 1958). The whole system is isothermal with temperature 0T T . We 

can obtain the water pressure for keeping the system at thermodynamic equilibrium from 

equation (2.1): 

 

Ice lens 

Water reservoir             Pr 

overburden pressure 

Freezing front 

Water flow 
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0

0

( )w

c i

l
p p T T

T


= − −   (2.2) 

 

which we call the Clapeyron pressure, 
cp . Normally the pressure of ice 

ip  depends on the 

overburden pressure, which is assumed to be a constant here. Before freezing starts, we set 

r cp p= , which makes the system equilibrium with no water flow.  

When the soil is subject to freezing, 
cp  will decrease due to reduced temperature as 

equation (2.2) shows. As a result, water will transport from water reservoir, which has 

relatively higher pressure, towards the ice lens. Laboratory tests (Biermans et al., 1978; Ozawa 

& Kinosita, 1989; Radd & Oertle, 1973) also demonstrated that the frost heave can be stopped 

by either decreasing the reservoir pressure or increasing the overburden pressure to satisfy the 

equilibrium condition r cp p= . 

To apply the capillary theory properly, an essential assumption has been made that ice 

does not immediately invade into the pores. The hypothesis is reasonable based on the Young–

Laplace equation that relates the pressure difference to the shape of the contact surface between 

two static fluids (Defay et al., 1966; Everett, 1961): 

 

2 iw

i wp p
r


− =   (2.3) 

 

Where iw  represents the ice–water surface energy and r  is the radius of ice adjacent to a pore, 

as is shown in Figure 6. The Young–Laplace equation indicates that a maximum pressure 

difference exists, which allows ice penetrates into soil pores and stops frost heave: 

 

max

2 iwp
r


 =   (2.4) 

 

by which we can get a maximum overburden pressure 
max

2 iw

rp p
r


= + , because of the water 

pressure in the soil satisfying w rp p . 
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Figure 6 Microscopic view of the ice-water interface, r  is half the distance between two adjacent 

particles. 

The experimental results have also confirmed the existence of a maximum pressure, 

which seems to validate the capillary theory (Gaskin & Sutherland, 1973; Loch & Miller, 1975; 

Penner, 1959). However, a minimum temperature can also be obtain by substituting equation 

(2.1) to equation (2.4): 

 

min 0

2
(1 )iw

w

T T
lr




= −   (2.5) 

 

which indicates that frost heave stops once minT T  since the pore ice clogging the water flow 

tending to feed the ice lens. However, Miller (Miller, 1972) and Harlan (Harlan, 1973) 

proposed that ice lenses would also be formed at temperature minT T , and the experiments of 

Cahn et al. (Cahn et al., 1992) showed that a low-speed flow existed in the partially frozen 

region of the soil at this temperatures. Apart from this contradiction, the mechanism for the 

initiation of new lenses cannot be explained by capillary theory (Miller, 1977). Although these 

deficiencies of this theory were substantially solved later, some researchers put forward another 

hypothesis at that time, frozen-fringe theory. 

Based on frozen-fringe theory, the slow water transport in fringe is owing to 

thermomolecular pressure gradients in the premelted films (Dash, 1989; Rempel et al., 2004). 

Wilen et al. carried out a test which simulated the frozen fringe and measured the flow in the 

premelted films to verify this theory (Wilen & Dash, 1995). Herlan derived a system coupled 

equations for heat and mass transport (Harlan, 1973). Afterwards, some quantitative models 

have been proposed, which had good agreements with the experimental results (Wettlaufer & 

Worster, 1995; J. Wettlaufer & M. G. Worster, 2006). 

The frozen-fringe theory provided a potential resolution to the limitations of capillary 

theory. For instance, it allows lager values of maximum overburden pressure maxp , which can 

explain the significantly larger heaving pressures e.g. reported by Penner (Penner, 1967) and 

Loch (Loch & Kay, 1978). It also provides a mechanism for initiation of new lenses which can 

happened in the fringe zone ahead of the growing lens (R. R. Gilpin, 1980; Miller, 1972, 1977; 

 

Ice lens 

Soil particle 

Water 

Curvature -induced premelting 

2r 

Interfacial premelting 
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O'Neill & Miller, 1985). The frozen-fringe concept laid the foundation for a lot of theoretical 

development in later works (Bronfenbrener & Korin, 1997; Fowler, 1989; Fremond et al., 1985; 

Ghoreishian Amiri et al., 2016; R. R. Gilpin, 1980; Hopke, 1980; Horiguchi, 1987; Hromadka 

II et al., 1981; Konrad & Morgenstern, 1980; Konrad & Duquennoi, 1993; Li et al., 2002; 

Michalowski, 1993; Nakano, 1990; Nishimura et al., 2009; Nixon, 1991; Rempel et al., 2004; 

Sheshukov & Egorov, 2002; Takagi, 1980; Talamucci, 2003; Thomas et al., 2009; Walder & 

Hallet, 1985). 

 

2.2 Literature review 
 

Harlan (Harlan, 1973) might be mentioned among the first that proposed a set of 

combined equations to express the coupling between mass transport and heat flow in partially 

frozen soils. His model showed a decrease in water flow rate with increasing depth to the water 

table and increasing proportion of finer particles in the soil. However, Harlan’s model did not 

permit the formation of discrete ice lenses. 

In a series of papers, Konrad and Morgenstern (Konrad, 1980; Konrad & Morgenstern, 

1982; Konrad & Morgenstern, 1980, 1981), defined the concept of segregation potential (SP) 

as the ratio of water intake-flux to temperature gradient. However, this model indicates that the 

heave rate is not sensitive to cooling rate, which is inconsistent with the experimental and field 

observation (Konrad, 1989; Zhao et al., 2014). And that model didn't take into account the 

effect from the overburden pressure and suction. In addition, the SP model has a semi-empirical 

nature and does not explicitly formulate the SP coefficient in terms of more fundamental soil 

characteristics like soil freezing characteristic curve. Konrad (Konrad & Duquennoi, 1993) 

improved the SP model in 1993 with considering the overburden pressure effect, based on the 

thermodynamic equilibrium of open system freezing. Moreover, this model also takes into 

account the initiation of new ice lens by introducing a criterion which is the failure strain of 

the frozen soil. However, this model is not easy to establish because of the difficulty of 

obtaining appropriate input values. Other shortcomings of Konrad's model were summarized 

by Nixon (Nixon, 1991). 

Miller (Miller, 1972, 1977; Miller & RD, 1978) and O'neil (O'Neill & Miller, 1985) put 

forward a concept of secondary heaving, which occurs when the freezing extends below the 

nominal base of the distinct ice lens. In Miller's theory, mass transport in frozen fringe is owing 

to the presence of liquid water films between bulk ice and soil grains. Water flow is enhanced 

and dominated by the movement of solid ice in this zone, and the direction is determined by 

the temperature gradient. The ice existed in both ice lens and connected soil pores is seen as a 

continuous rigid solid, moving as a whole in the thermal field, which is driven by regelation 

process. Miller et al. (Miller et al., 1975) also derived the detailed formulations of what they 

called series-parallel transport of liquid water and solid ice in the frozen fringe between the 

growing lens and the unfrozen soil. Moreover, Miller (Miller, 1972, 1977; Miller & RD, 1978) 

presented an effective stress-based criterion to find the position and onset of ice lens formation 

using a semi-empirical stress partition function  , as equation (2.6) shows blow: 

 

(1 )e t i wp p   = − − −   (2.6) 
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in which e  is the effective stress and t  is the total stress, ip  and wp  are ice pressure and 

water pressure respectively. 

Based on the regelation theory, Gilpin (R. Gilpin, 1980; R. R. Gilpin, 1980) proposed 

a frost heave model as a function of basic soil properties, heat conductivity, grains size, external 

boundary conditions, freezing temperature and overburden pressure. Furthermore, from the 

aspect of free energy principle, the driving force of water flux in fringe was expressed in term 

of both pressure gradient and temperature gradient, which also has been verified by Gilpin's 

test (R. R. Gilpin, 1980), and the equation for calculation of water flux is showed below: 

 

0

[ ]i

i

w s

d lT
q k p

dz T



 
= − +   (2.7) 

 

where q  is flow rate, and k presents hydraulic conductivity of the soil. i  and w  are the 

specific volumes of ice and water, ip is the bulk ice pressure. And l  is latent heat of fusion at 

the bulk freezing temperature 0T . Apart from this, a criterion based on the ice pressure required 

to separate the soil particles was presented for initiation of ice lens. 

Nixon (Nixon, 1991) proposed a model on the base of Gilpin's studies (R. R. Gilpin, 

1980), taking into account the distributed phase change in frozen fringe, which made the 

interaction between mass and heat transfer more sensible. However, in this model there is an 

assumption that the phase change of in-situ pore water only takes place at the bulk water 

freezing temperature, and the temperature profile is linear in the frozen fringe zone. Moreover, 

it had another assumption that there is no phase expansion for pore water changing to ice, and 

the rate of water flow in pores is a constant in the frozen fringe. 

In addition to Miller (Miller & RD, 1978), irreversible thermodynamics was also 

applied by Derjaguin and Churaev (Derjaguin & Churaev, 1978, 1986, 1993; Derjaguin et al., 

1981, 1993), and Førland and Kjelstrup Ratkje (Førland & Ratkje, 1982; Ratkje et al., 1982). 

Their approach is macroscopic, so it only correlated macroscopic measurable parameters. They 

proposed a set of equations which coupled mass and heat flux yielded by irreversible 

thermodynamics, which has the following form: 

 

21 22lnw iTq L T L = −  −    (2.8) 

 

11 12lnh iTq L T L = −  −    (2.9) 

 

where wq  and hq  are water flux and heat flux, and iT  is the difference in chemical potential of 

the ice due to changes in composition and pressure through the frozen fringe. This approach 

doesn't need to assume local equilibrium in the fringe. The temperature gradient over the region 

led to a water flux, which in turn causes a build-up of pressure gradients, see Figure 7. 

Rempel et al. (Rempel, 2007; Rempel et al., 2001; Rempel et al., 2004) emphasized 

more on the microscopic physics that drives the frost-heave process, as the disjoining pressure 



CHAPTER 2: STATE OF THE ART 
 

13 
 

between ice and soil grains leading to premelted fluid to migrate and feed ice growth. Figure 8 

shows the thermal regelation of a single particle: A thin water film is formed because the total 

energy of ice-water interface and water-grain interface is less than the surface energy of ice-

grain interface. The thinner premelted film with larger disjoining pressure in the colder side 

will push the substrate towards the warmer side, resisted by the water flow in the premelted 

film from the front of the particle towards its rear (Rempel et al., 2004; You et al., 2021). The 

model applied a force balance on grains in the fringe to distinguish parameter regimes for single 

ice layer, multiple ice layers and pore ice without ice lens. An effective stress-based criterion 

was employed for the start of soil particles segregation. They obtained a similar formulation to 

Førland and Kjelstrup Ratkje (Førland & Ratkje, 1982; Ratkje et al., 1982) from a very different 

approach. 

                      

Figure 7 The frost heave situation. Bulk ice is allowed to form at 2T , The pressure gradient is 

developed across the region of transport. A porous disc is inserted to resist the pressure. [After 

Kjelstrup 1981]. 

Nishimura et al. (Nishimura et al., 2009) proposed a fully coupled THM model for 

freezing and thawing process of frozen soil, by applying net stress, which is defined as the 

excess of total stress over ice pressure, and the cryogenic suction as the two main stress 

variables. His model is at constitutive level and simulates the heave as a result of plastic dilation. 

According to this model, the initiation of ice lens starts once net stress becomes zero as ice 

pressure increasing. And it can also simulate the soil behavior in unfrozen state by replacing 

ice pressure with water pressure, which is also available for thawing process modelling. 

Zhou(Zhou, 2014) proposed another two stress-variable based model for frozen soil, adopting 

the temperature in the freezing process and net pressure. In addition, by raising the strength of 

the microstructure of a mixture, the dependency of the failure criterion on temperature and ice 

content of frozen soil was obtained in this model. Zhang and Michalowski (Michalowski, 1993; 

Michalowski & Zhu, 2006; Zhang & Michalowski, 2015) also presented another THM model 

for frost heave simulation, by introducing a porosity rate function which can simulate the 

growth of ice lenses as an average growth in porosity. The effective stress (total stress minus 

water pressure) and pore ice ratio (the ratio of the volume of ice on the volume of solid particles) 

were employed as two main variables for the constitutive model. However, when the unfrozen 
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water content tends to zero, this kind of effective stress would lead to a higher effective 

confining pressure than the reality. Ghoreishian Amiri et al. (Ghoreishian Amiri et al., 2016) 

proposed another constitutive model for frozen soil with two independent stress variables, by 

dividing the total stress into fluid pressure and solid phase stress, accompanied with cryogenic 

suction. These approach from Nishimura (Nishimura et al., 2009), Ghoreishian Amiri 

(Ghoreishian Amiri et al., 2016), Zhang (Zhang & Michalowski, 2015) and Michalowski et al. 

(Michalowski, 1993) are popular among geotechnical engineers, since it is relatively easy to 

be implemented in the existing computational codes, and at the same time, is able to produce 

reasonable results. However, samples that have experienced a tensile failure will always have 

a tendency of volume expansion under shearing, so these models do not follow the actual 

physic of the problem. 

 

              

Figure 8 A schematic diagram of a particle that is separated from ice by a premelted film and held 

within a temperature gradient T . The thickness of the premelted film is thinner on the colder side, 

which makes it possible to push the particle towards warmer zone. 

Thomas et al.(Thomas et al., 2009) investigated the THM behavior of soils under 

freezing and thawing, and proposed a coupled THM model for soil freezing and ice segregation 

processes based on traditional theory of frozen soil mechanics, considering both one-sided 

freezing (freezing is from the surface downwards) and two-sided freezing (freezing from the 

permafrost table upwards and from the ground surface downwards).  

Lu et al. (Lu et al., 2011) proposed a phase field model on the basis of the mixture 

theory and phase field theory. In this model, an assumption that both the solid skeleton and 

pore fluid will undergo phase transition was made. Moreover, the memory effect associated 

with phase change was considered by assuming Stieltjes integral for the strain energy of the 

porous medium. Zhou and Li (Zhou & Li, 2012) presented a concept of “separating void ratio” 

to distinguish the initiation of ice lens, and proposed a coupled THM model for saturated frozen 

soils. Liu (Liu et al., 2018) presented an elastoplastic theory for saturated freezing soils based 

on thermoporomechanics. The frozen soils are described as an open thermodynamics 

continuum. 
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Li et al. (Li et al., 2000) proposed a heat-moisture-deformation (HMD) coupled model, 

considering the force interaction between the soil skeleton and ice particle, and the energy jump 

behaviors during the phase change. Lai et al. (Lai et al., 2014) proposed a coupled THM model 

based on a series of experiments they carried out. Furthermore, a comprehensive criterion for 

determining where and when new ice lenses can form has been presented, which is related to 

initial porosity, soil compression, temperature gradient and overburden pressure etc. 

Chen et al. (Chen et al., 2020) presented a coupled THM model for the dynamic process 

of soil freezing with a criterion in terms of flux rate. In this work, the long duration for forming 

a water-resisting layer, which consist of soil grains and ice crystals, is considered as an essential 

requirement for the formation of ice lenses before the final ice lens. The unfrozen area closed 

to active ice layer will be compressed, which leads to a decrease of void ratio in unfrozen zone. 

As a result, the growth of ice lens stops when the void ratio is less than the critical value. In his 

model, the role of temperature gradient in the freezing process is also highly valued. 
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Chapter 3 The conceptual model for frost 

heave 

3.1 Non-equilibrium thermodynamic 
 

In this chapter, the model for frost heave from Konrad and Morgenstern (Konrad, 1980; 

Konrad & Morgenstern, 1982), is used to describe the frost heave process. As Figure 9 shows, 

the frozen soil can be divided into three layers: (1) the frozen zone behind the active ice lens, 

(2) a partially frozen layer in front of the active ice lens, which is called frozen fringe, (3) the 

unfrozen zone at the bottom.  

 

 

Figure 9 Schematic illustration of three layers in freezing soil. 

 

In the frozen zone and unfrozen zone, the simple laws of Darcy’s and Fourier’s are 

adopted. In the frozen fringe that includes includes water–ice phase transitions at both 

boundaries, according to Førland and Kjelstrup Ratkje et al. (Kjelstrup et al., 2021; Kjelstrup 

& Bedeaux, 2008), the coupled water and heat flux can be described using non-equilibrium 

thermodynamics for a water-saturated sample in the absence of solutes, as given by equations 

(3.1) and (3.2). 
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where the thermal driving force 1( ) /T z−   is the main driving force for heat transport, while 

0,

0

1 w T

T z




 is the main driving force for the mass transport, 

0,w T  is the difference in chemical 

potential of the water from the pressure change in 
0T ,which can be described as: 
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where 
w  is the specific volume of water, while 

wp  is the difference between the pressure 

below the ice lens and the pressure at the water table. Derjaguin and Churaev (Derjaguin & 

Churaev, 1978, 1986, 1993; Derjaguin et al., 1981, 1993) has indicated that equations (3.1) and 

(3.2) describes the mass and heat transportation macroscopically, without taking into account 

the disjoining pressure. According to the Onsager reciprocal relations (Onsager, 1931), the 

coefficient matrix of the coupled equation of heat and mass is symmetric, which means 

Hw wHL L= , when they are written in the special form dictated by the entropy production 

(Kjelstrup & Bedeaux, 2008). In addition, 0HH ww Hw wHL L L L−   should be satisfied according to 

the second law of thermodynamics (Kjelstrup & Bedeaux, 2008). The transport coefficients 

can be determined as described in details in Kjelstrup et al. (Kjelstrup et al., 2021), and the 

equations can be rewritten accordingly: 
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where 
wq  is the relative velocity of the water phase, 

Hq is conductive heat flux, n  is the porosity, 

i  denotes ice density, 
ws and 

is  refer to the unfrozen water saturation and ice saturation, g

denotes the gravitational acceleration, K  is the absolute permeability, 
w  is the dynamic 

viscosity of water, 
rk  denotes relative permeability for unfrozen water, 

  is the thermal 

conductivity of each phase, and   is a parameter.  
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3.2 Model concept 
 

The frost heave model can be conceptually illustrated by Figure 10. Here one can 

consider a one-dimensional saturated, solute-free soil column with a free access to water from 

the bottom boundary. When the soil column is subjected to freezing from the top boundary 

(Figure 10 (a)). An upward water flux is expected, according to the second term in equation 

(3.4). However, it will be limited by the deformability of the soil body. Accordingly a 

downward pressure gradient will appear in the system to cancel the temperature-gradient-

induced water flux, according to the first term in equation (3.4). As a result, pore water pressure 

in the frozen fringe will increase, and consequently the effective stress will decrease. At some 

point, the effective stress will be small enough to introduce a crack in the fringe (Figure 10 (b)). 

From this point, the temperature-gradient-induced water flow is able to migrate freely to this 

crack and introduce a growing ice lens to the system (Figure 10 (c)). More penetration of the 

freezing front will lead to a dramatic decrease of the relative permeability in front of the ice 

lens. Consequently, the growth of the ice lens stops (Figure 10), while the freezing front moves 

forward. This mechanism will become operational again, and another crack/ice lens might be 

introduced (Figure 10 (e) and Figure 10 (f)). 
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              (c)                                                                                     (d) 

             
                                    (e)                                                                                     (f) 

Figure 10 Formation of multiple ice lenses in soil column. 

 

 

 

T
1
＜T

0
 

T
2
＞T

0
 Pw=ρwgh 

h 

Water transport 

Freezing front 

Ice lens growing 

 

T
1
＜T

0
 

T
2
＞T

0
 Pw=ρwgh 

h 

Water transport 

Freezing front 

Ice lens stops 

 

T
1
＜T

0
 

T
2
＞T

0
 Pw=ρwgh 

h 

Water transport 

Freezing front 

2nd crack happens 
 

T
1
＜T

0
 

T
2
＞T

0
 Pw=ρwgh 

h 

Water transport 

Freezing front 

2nd ice lens growing 



             CHAPTER 4: GOVERNING EQUATIONS 
 

21 
 

Chapter 4 Governing equations 

 

The system of concern is a mixture of a deformable porous medium saturated with ice 

and unfrozen water. The system is described as the superposition of all phases, i.e. in the actual 

configuration, any spatial point ( x ) in the domain spanned by the solid skeleton is 

simultaneously occupied by material points ( X ) of all phases, while, the motion state of each 

phase is described independently. 

 

4.1 Kinematics 
 

In deriving the balance equations, it is assumed that the ice phase has a similar motion 

of the solid skeleton. Thus, the Lagrangian form is used for the ice phase and solid skeleton, 

while motion of the unfrozen water phase is described relative to the motion of the solid 

skeleton (or ice phase), i.e. the Eulerian form of the balance equations with respect to the 

motion of the solid skeleton are used for the unfrozen water phase. Therefore, relative velocities 

of the fluids should be described referring to the motion of the solid skeleton: 

 

w w s= −w v v   (4.1) 

 

s i=v v   (4.2) 

 

where ww  is the relative velocity of the water phase with respect to the solid skeleton, wv  is the 

absolute velocity of water phase, sv  is the absolute velocity of the solid skeleton, and iv  is the 

absolute velocity of the ice phase. Moreover, the material time derivative of any differentiable 

function ( ( , )f t x ), given in its spatial description, should be referred to the solid skeleton: 

 

( )
s

s

D f f
f f

Dt t

 
 


= = +  


v   (4.3) 

 

where 
sD f

f
Dt


 =  indicates the material time derivative of function f  (in phase  ) with 

respect the solid skeleton. 

In the following, quasi static condition with irrotational velocity field in addition to 

small displacements and displacement gradients are assumed. So, the following expressions 

are considered: 

 

f f 


 x X
  (4.4) 
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s v  = −v   (4.5) 

 

( )( )1

2

T
= −  +  = −ε u u u   (4.6) 

 

where ε  is the strain of the soil skeleton, v is the volumetric strain of the soil skeleton, and   

is a differential operator linking deformations and strains. Note that throughout the thesis, 

compressive stress and strain are assumed to be positive. 

 

4.2 Governing equations 

4.2.1 Mass balance equation 
 

The mass balance equations for the solid phase can be written as: 

 

( )
( )

1
1 0

s

s

s s

D n
n

Dt




−  
+ −   =v   (4.7) 

 

where n  is the porosity, and s  denotes the solid phase density. Assuming that solid grains is 

incompressible with a volumetric thermal expansion coefficient, s  , one can write: 

 

s s sT  = −   (4.8) 

 

where T is temperature. Substituting Equation (4.5) into Equation (4.7), variation of the 

porosity can be expressed by: 

 

(1 )( )v sn n T = − − +   (4.9) 

 

The mass balance equation for water and ice phases can be written as: 

 

( ) ( ) ( ) 0w i w w w w w w i i sn s ns s s T     − +  + +   + =w v  (4.10) 

 

where ( )( 1)w wT i iT s w w i ins ns n s s      = + + − + , and w  is water density, i  denotes ice 

density, w

wT
T





 =


and i

iT
T





 =


, ws  is the unfrozen water saturation, and is  is ice saturation. 

The relative velocity of the water phase can be described with the generalized Darcy’s 

law proposed by Ratkje et al. (Førland & Ratkje, 1982) and Derjaguin and Churaev (Derjaguin 

et al., 1993): 
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( ) ir r
w w w w w

w w

lk K k K
ns p T

T


 

 
= = −  − − q w g   (4.11) 

 

where 
wp  is the measurable water pressure, g  denotes the gravity, T  is temperature, K  is the 

absolute permeability, 
w  is the dynamic viscosity of water, 

rk  denotes relative permeability 

for unfrozen water, l  is the latent heat of fusion, and   is a parameter defined as: 

 

0

ff 0

0 ff

0 ff

1       T <

0       or T

T T
T T

T T

T T T





  −
= −   

−  


=  

  (4.12) 

 

where 0T  is the freezing temperature, and ffT  is the temperature for fully frozen condition. 

According to Watanabe and Osada (Watanabe & Osada, 2016), the relative 

permeability for unfrozen water should be estimated from that of unsaturated soil based on 

the liquid (unfrozen) water saturation. Thus, the model proposed by van Genuchten (van 

Genuchten, 1980) for estimating the relative permeability in unsaturated soil might be used 

here for frozen soil: 

 

( )
2

1/1 1r w wk s s


 = − −
  

  (4.13) 

 

where   is a model parameter.  

The other required relation is to introduce the unfrozen water saturation as a function 

of pressure and temperature (soil freezing curve). Referring to Kurylyk and Watanabe 

(Kurylyk & Watanabe, 2013), the soil freezing curve might be formulated based on the 

pressure difference between ice and water phase. Considering the Clapeyron equation as the 

basis for the pressure difference between ice and water phases, the following mathematical 

relation can be used here(van Genuchten, 1980): 

 

1/(1 )

1
cry

w

r

S
s






−
−  

 = +  
   

  (4.14) 

 

where cryS  is the cryogenic suction, r  and   are model parameters. Note that the model 

parameter   in Equation (4.14) is the same as Equation (4.13). The cryogenic suction is 

calculated based on Clapeyron equation (J. S. Wettlaufer & M. G. Worster, 2006): 

 

𝑆𝑐𝑟𝑦 = 𝑝𝑖 − 𝑝𝑤 ≃ −𝜌𝑖𝑙 𝑙𝑛
𝑇

𝑇0
  (4.15) 
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Note that the hysteretic nature of soil freezing curve is not considered in this study. 

 

4.2.2 Energy balance equation 

 

Assuming the local thermal equilibrium condition for any spatial point of the mixture, 

a single energy balance equation can be used to describe the heat transfer process. Neglecting 

the kinetic energy as well as the viscous and intrinsic dissipation, the energy balance equation 

on an infinitesimal multiphase element can be written as: 

 

( ) ( )
eff

0w w w H w iC T C T l m  →+  +  −  =q q   (4.16) 

 

where w im →
 denotes the mass rate of phase change from water to ice, Hq  is the conductive heat 

flux and ( )
eff

C  is the effective heat capacity of the mixture that can be calculated as: 

 

( )
eff

(1 ) s s w w w i i iC n C ns C ns C   = − + +   (4.17) 

 

where sC , wC  and iC  are the specific heat capacity for soil grains, unfrozen water and ice phase 

respectively. To find w im →  in Equation (4.16), the mass balance equation of the ice phase needs 

to be established as following: 

 
𝐷𝑠[𝑛𝑠𝑖𝜌𝑖]

𝐷𝑡
+ 𝑛𝑠𝑖𝜌𝑖𝛻 ∙ 𝒗𝑠 − 𝑚̇𝑤→𝑖 = 0  (4.18) 

 

which can give: 

 

[( 1) ]w i i w i i s i i s i iTm n s s n s ns T    →
= − +   + − +v   (4.19) 

 

Finally the conductive heat flux term, Hq , can be written based on Equation (3.5): 

 

( )1( ) w ins nsnr
H i w w s w i

w

k K
l p T     



−= −  − −   q g   (4.20) 

 

As a result, the final form of the heat transfer equation can be obtained as: 

 

( ) ( ) ( )1

eff
[ ( )] [ ]

[ [( 1) ] ] 0

w ins nsnr
w w w i w w s w i

w

i w i i s i i s i iT

k K
C T C T l p T

l n s s n s ns T

       


    

−+  −   − −    

−  − +   + − + =

q g

v

 (4.21) 

 

4.2.3 Momentum balance equation 

 

The momentum balance equation of the system can be expressed as following: 
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𝛻 ∙ 𝝈 − 𝜌𝒈 = 0  (4.22) 

 

where   is the total stress of the system, and   is the density of the mixture: 

 

(1 ) s w w i in ns ns   = − + +   (4.23) 

 

The total stress can be divided to the normalized water pressure and solid phase stress: 

 

* w ws p= +σ σ I   (4.24) 

 

where *σ  is the solid phase stress defined as the combined stress of soil grains and ice, and I  

is the unit tensor. The solid phase stress is considered as the part of the total stress responsible 

for the mechanical deformation of the system. In this model, an elastic constitutive mode is 

employed to connect the mechanical deformation/strain to the solid phase stress: 

 
* ( )e

T= −σ D ε ε   (4.25) 

 

in which e
D  is the elastic stiffness tensor, 

Tε  is the thermal strain of the skeleton. According to 

the observations of Campanella and Mitchell(Campanella & Mitchell, 1968), the thermal strain 

of the soil skeleton can be assumed equal to that of the soil particles. Thus: 

 

3
T sT= −

m
ε   (4.26) 

 

where T
m  is defined as: 

 

 1 1 0T =m   (4.27) 

 

The elastic parameters of the system can be computed as: 

 

(1 )

(1 )
(1 ) *

i s i i

b i i i

G s G s G

e
K s p s K



= − +

 +

= − +


  (4.28) 

 

where G  and bK  are shear modulus and bulk modulus, respectively. *p  is the mean solid 

phase stress, and   is compressibility of soil. 

Here we need to introduce a crack criterion in order to complete the mathematical 

description based on the conceptual model described in chapter 3. From the physics of the 

problem, the crack direction can be assumed normal to the temperature gradient, n .Then, a 

simple crack criterion can be defined as: 

 
* 0nF a= − −    (4.29) 
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where *

n  is the normal stress on the crack plane, and a  is the tensile stress of the frozen soil 

as a result of ice cementation, which can be expressed as: 

 

0 1 i na a s = −   (4.30) 

 

where 
0a  is the maximum effect of ice cementation at the fully frozen state and zero 

overburden/total stress, and 
1  is a parameter to reflect the effect of ice pressure which acts as 

a disjoining pressure on the grains. 
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Chapter 5 Numerical solutions using XFEM 

5.1 Introduction 
 

Numerical methods were firstly employed by John von Neumann (Ulam et al., 2013) 

to solve partial differential equations (PDEs), which can provide quantitative descriptions for 

models in physical sciences, as well as biological and social sciences etc. Continuum, 

discontinuum and hybrid continuum/discontinuum numerical methods (Jing & Hudson, 2002; 

Jing et al., 2001; Nikolić et al., 2016) are employed according to different types of engineering 

problems. In the continuum approach, the domain concerned should not be separated and the 

continuity between nodes are imposed which guarantees the existence of derivatives. Therefore, 

the continuity between the elements is imposed as well. However, discontinuities in the 

medium can exist explicitly or implicitly. While in discontinuum approach, the discrete 

elements are calculated individually with interaction between each other. Another difference 

of these two approaches is that the main case is of interest is the rigid body motion with large 

movements in discontinuum approach, while the deformation of the system is mainly treated 

by continuum method. The hybrid continuum/discontinuum approach has the advantages of 

both continuum and discontinuum approaches which can deal with the problem with both large 

movements and deformation. 

The Finite Element Method (FEM), as the most applied numerical method in many 

research fields (Bettess, 1977; Cheng, 1996; Van Staden et al., 2006; Wilson & Nickell, 1966; 

Zienkiewicz et al., 1983) after it emerges from 1960s (Argyris & Kelsey, 1960; Clough, 1960), 

is capable of considering material heterogeneities, non-linearities, irregular geometries and 

boundary conditions. By using FEM, the domain of interest is divided into finite elements with 

nodes, within which the local approximations will be adopted using appropriate interpolation 

functions (Abed & Sołowski, 2017; Amiri et al., 2021; Potts et al., 2021). Subsequently, 

numerical integration is performed in each element. After assembling the integrations of each 

element, a global algebraic system of equations will be obtained, which is solvable. However, 

as a continuum-based approach, FEM is not efficient to simulate the problems with failure, 

cracking, singularities or damage induced discontinuities (Ibrahimbegovic, 2009; Wriggers, 

2008). 

The solution domain of concern, containing discontinuities, is showed in Figure 11. 

There are two different types of representative elementary volume (REV) in the solution 

domain. For REV1, which is continuous without ice lens, classical FEM is sufficient. While 

the standard FEM is too cumbersome to simulate REV2 containing discontinuities (ice lenses), 

due to the complicatedness of remeshing in each step based on the properties of discontinuities, 

singularities and boundary layers. So, a more advanced numerical method is required. 

Extended Finite Element Method (X-FEM) is employed in this work. The name of X-

FEM was firstly used by Belytschko and Moes in 1999 (Belytschko & Black, 1999; Moës et 

al., 1999). A research of X-FEM was conducted by Karihaloo in 2003 (Karihaloo & Xiao, 2003) 

and Abdelaziz (Abdelaziz & Hamouine, 2008) in 2008. A mathematical report of X-FEM was 

written by Babuvska on simulating fracture using X-FEM (Mohammadi, 2008). After years of 
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development, the X-FEM has matured and widely applied. Examples: By using X-FEM, the 

fluid flow in fractured saturated media was modeled by Réthoré (Réthoré et al., 2007); A hydro-

mechanical model with discontinuities in multiphase porous media employing X-FEM was 

proposed by Mohammadnejad and Khoei (Mohammadnejad & Khoei, 2013b); The hydraulic 

fracturing phenomenon in deformable porous media was simulated using X-FEM by 

Mohammadnejad and Huang (Huang, 2021; Mohammadnejad & Khoei, 2013a) and an 

overview of predicting failure of pipelines using X-FEM was conducted by Shahzamanian 

recently (Shahzamanian et al., 2021).  

 

 

Figure 11 The solution domain. 

 

In X-FEM, the partition of unity method (PUM) is considered a high-priority concept 

where some specific enrichment functions are added to the standard approximation field of 

FEM according to the type of discontinuity. By enriching specific nodes of elements with 

additional degrees of freedom (DOF), the local property in the solution can be captured (Daux 

et al., 2000; Sukumar et al., 2001) independently of the original finite element mesh, without 

remeshing as the growth of the crack (Dolbow et al., 2001; Remmers et al., 2008; Stolarska & 

Chopp, 2003). As Figure 12 (a) shows, a crack appears in a plate with a hole. Figure 12 (b) 

Cold Side

Warm Side

Frozen Fringe

Unfrozen Soil

Frozen Soil

Growing Ice Lens

Heat Flux Water Flux

Water Flux

Water Flux

Heat Flux

Heat Flux

Heat Flux

Frozen Soil

Old Ice Lens

Heat Flux

Frozen soil

Frozen soil

Ice lens

REV 1

REV 2

ice + unfrozen 
water

ice lens



CHAPTER 5: NUMERICAL SOLUTIONS USING XFEM 
 

29 
 

shows a remeshing strategy using standard FEM, and a continuous remeshing can be expect as 

the crack grows. Figure 12 (c) demonstrates a uniform mesh can be used without remeshing by 

X-FEM. 

 

 

Figure 12 Comparison of the mesh from standard FEM and X-FEM simulation for weak and strong 

discontinuities [adapted from Khoei(Khoei, 2015)].  

The governing equations have been derived in the previous chapter. In order to 

complete the system of equations, the initial and boundary conditions associated with the 

primary variables, i.e., displacement, water pressure and temperature, should be defined for the 

solution domain. As shown in Figure 13, the solution domain   is bounded by  , and contains 

a discontinuity interface d . The initial conditions should specify the full field of fluid phase 

pressures, temperature, and skeleton deformations at 0t = : 

 
0

0

0

     at 0 and on  & w wp p t

T T

 =


= =  


=

u u

  (5.1) 

 

Dirichlet boundary conditions are imposed as prescribed values of the primary variables 

on the boundaries: 

 

(a) (b) (c) 
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       on 

  on 

       on 

w

u

w w p

T

p p

T T

= 

= 

= 

u u

  (5.2) 

 

and Neumann boundary conditions are imposed as prescribed fluxes and tractions: 

 

      on 

    on 

    on 

w

H

t

w w q

H H q

q

q







 = − 

 = 

 = 

σ n t

q n

q n

  (5.3) 

 

where wq  and Hq  are the imposed mass and heat fluxes, respectively, t  is the imposed traction, 

and 
n  denotes the unit outward normal vector to the boundary. The conditions u t  =  , 

w wp q  =   and 
HT q  =    should hold on complementary parts of the boundary. 

 



d 

n

dn
+

-

 
 

Figure 13 Illustration of the solution domain  , bounded by  , and with an open discontinuity 

interface d . 

From the physic of the problem, the existence of ice lens in the solution domain leads 

to the mechanical, mass and heat transfer coupling between the ice lens and the surrounding 

porous medium. The mechanical coupling emanates from water pressure and ice-soil contact 

stress exerted on the crack surface. The mass and heat transfer coupling originate from the flux 

of mass and heat flowing through the crack borders. Thus, the following conditions should be 

fulfilled on the discontinuity d : 

 

𝝈. 𝒏𝛤𝑑 = (𝑝𝑤𝑑𝑰+ 𝛔𝑑
∗ ) ⋅ 𝒏𝛤𝑑      on Γ𝑑  

−⟦𝒒𝑤⟧ ⋅ 𝒏𝛤𝑑 = 𝑞̄𝑤𝑑                  on Γ𝑑 

−⟦𝒒𝐻⟧ ⋅ 𝒏𝛤𝑑 = 𝑞̄𝐻𝑑                  on Γ𝑑  (5.4) 

 

where 
dwp is the water pressure in the crack, *

dσ  is the solid phase stress in the crack, 
dwq  is the 

net water flow from the porous medium to the crack, 
dHq  is the net heat flow from the porous 
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system to the crack, 
d

n  is the unit normal vector to the discontinuity 
d  pointing to +  , and 

the notation ⟦𝐹⟧ = 𝐹+ − 𝐹−  represents the jump of F  between the two faces of the 

discontinuity (i.e. ice lens). 

The total stress on the crack face will be distributed among water (
dwP ) and ice-soil 

contact ( *

dσ ) based on their surface area at crack interface. This can be simply formulated as: 

 
*

2 d

d

d

i

w

s
p

=
σ

  (5.5) 

 

where 
di

s  is the ice saturation in the crack, and 
2  is a parameter. 

 

5.2 Weak form of the governing equations in a 

discontinuous domain 

5.2.1 Mass balance equation 

 

The weak form of the mass balance Equation (4.10) can be obtained by integrating the 

product of the mass balance equation multiplied by admissible test function wp  over the 

domain  : 

 

( ) ( ) ( )( , ) 0w w i w w w w w w i i sp t n s ns s s T d      


 − +  + +   +  =  x w v  (5.6) 

 

which must hold for any kinematically admissible test function for water pressure wp , 

satisfying the homogenized essential boundary condition. Applying the Divergence theorem: 

 

∫𝛿𝑝𝑤[𝑛(𝜌𝑤 − 𝜌𝑖)𝑠̇𝑤]𝑑𝛺
𝛺

−∫𝛻(𝛿𝑝𝑤) ⋅ (𝜌𝑤𝒒𝑤)𝑑𝛺
𝛺

−∫ ⟦𝛿𝑝𝑤 ⋅ 𝒒𝑤⟧ ⋅ (𝜌𝑤 ⋅ 𝒏𝛤𝑑)𝑑𝛤
𝛤𝑑

 

+∫ 𝛿𝑝𝑤 ⋅ 𝜌𝑤𝒒𝑤 ⋅ 𝒏𝛤 𝑑𝛤
𝛤𝑞𝑤

+ ∫ 𝛿𝑝𝑤[(𝑠𝑤𝜌𝑤 + 𝑠𝑖𝜌𝑖)𝛻 ⋅ 𝒗𝑠]𝑑𝛺𝛺
+ ∫ 𝛿𝑝𝑤𝜒𝑇̇𝑑𝛺𝛺

= 0 (5.7) 

 

Introducing Equation (4.5) and the second part of equations (5.3) and (5.4) into 

Equation (5.7), and assuming pressure continuity at the discontinuity interface: 

 

( ) ( ) ( )

( ) 0

d
d

qw

w w i w w w w w w w

w w w w w w i i v w

p n s d p d p q d

p q d p s s d p Td

      

       

  

  

 −  −    +   

 +   − +  +  = 

  

  

q

 (5.8) 

 

where the third integral in Equation (5.8) stands for the mass transfer coupling between the 

crack and the porous system. In order to derive a relation for this coupling term, the mass 

balance equation inside the crack should be taken into account. The weak form of the mass 

balance equation within the crack is obtained by integrating the product of the continuity 

equation, i.e. Equation (4.10) with 1n = , multiplied by admissible test function wp  over the 

domain of discontinuity  , as shown in Figure 14. Applying the Divergence theorem and 
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implementing the boundary conditions, the weak form of the continuity equation inside the 

discontinuity domain is written as: 

 

( ) ( ) ( )

( ) [ ] 0

d d
d

d d d d

w w i w w w w w w w

w w w i i s w w wT i iT

p s d p d p q d

p s s d p s s Td

      

     

   

  

 −  −    −   

   + +    + +  =
 

  

 

q

v
 (5.9) 

 





n

dn

X 

y 

d
t


X

y



 

Figure 14 The domain of discontinuity and the local coordinate system. 

Rearranging Equation (5.9), one can find the mass transfer coupling term by calculating 

the following integrals: 

 

( ) ( ) ( )

( )
Integral I Integral II

Integral IVIntegral III

[ ]

d d
d

d d d d

w w w w w i w w w w

w w w i i s w w wT i iT

p q d p s d p d

p s s d p s s Td

      

     

   

  

   = −  −    

   + +    + + 
 

  

 

q

v
 (5.10) 

 

The integral terms (I)-(IV) over the domain of discontinuity can be evaluated in the 

local coordinate system ( )x y −  constructed from the tangential and normal unit vectors to the 

discontinuity interface, as shown in Figure 14. from the physic of the problem, crack direction 

(i.e., x ) is assumed normal to the temperature gradient.  

Note that in what follows, the variation of the water pressure, its corresponding test 

function and unfrozen water content over the discontinuity width is ignored. Having this in 

mind, the first integral in the Equation (5.10) is evaluated as: 

 

∫ 𝛿𝑝𝑤[(𝜌𝑤 − 𝜌𝑖)𝑠̇𝑤𝑑]𝑑𝛺
𝛺′⏟                

Integral I

= ∫ ∫ 𝛿𝑝𝑤[(𝜌𝑤 − 𝜌𝑖)𝑠̇𝑤𝑑]𝑑𝑦
′

1/2⟦𝑢
𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 

∫ 𝛿𝑝𝑤 ⋅ ⟦𝑢𝑦′⟧ ⋅ [(𝜌𝑤 − 𝜌𝑖)𝑠̇𝑤𝑑]𝑑𝛤𝛤𝑑
 (5.11) 
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The constitutive relation, to link the unfrozen water saturation in the crack 
dws  in 

Equation (5.11) to temperature, is a simple linear relation within a certain range of temperature. 

 

( )

0

0

0

1                                       if T>T

1
   if T T T

                                  if T<T

res

d res

res

w

w w i i

i

w i

s
s s T T

T T

s




−
= +  −  

−



 (5.12) 

 

where 
iT  is the temperature (below 

0T ) from which unfrozen water saturation in the crack starts 

changing, and 
resws  is the residual unfrozen water saturation at temperatures below iT . 

Similar to integral I, for the second integral: 

 

∫ 𝛻(𝛿𝑝𝑤) ⋅ (𝜌𝑤𝒒𝑤)𝑑𝛺
𝛺′⏟              

Integral II

= ∫ ∫ (
𝜕(𝛿𝑝𝑤)

𝜕𝑥 ′
⋅ 𝑞𝑤

𝑥′
+
𝜕(𝛿𝑝𝑤)

𝜕𝑦 ′
⋅ 𝑞𝑤

𝑦′
)𝜌𝑤𝑑𝑦

′
1/2⟦𝑢

𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 

∫ (
𝜕(𝛿𝑝𝑤)

𝜕𝑥′
⋅ 𝑞𝑤

𝑥′
) ⋅ 𝜌𝑤⟦𝑢𝑦′⟧𝑑𝛤𝛤𝑑

 (5.13) 

 

where 
xwq

 is defined as: 

 

( )
x

w

w d w x

p
q k g

x


 


= − −


  (5.14) 

 

Note that the longitudinal component of the thermal coupling term in the transport 

equation in the local coordinate system, Equation (5.14) is zero, since x  is defined normal to 

the temperature gradient. dk  in Equation (5.14) is the crack permeability with respect to the 

water phase, which is estimated as: 

 

𝑘𝑑 = 𝑠𝑤𝑑
⟦𝑢⟧2

12𝜇𝑤
  (5.15) 

 

To calculate the third integral, from the physic of the problem, it is assumed that the 

displacement discontinuity only exists in the normal direction to the crack. Thus, the velocity 

component of the solid phase in the longitudinal direction 
xsv

 is constant over the width of the 

discontinuity ⟦𝑢𝑦′⟧, so its derivative with respect to x  is also constant in y . Having this in 

mind, the third integral in Equation (5.10) can be written as: 

 

∫ 𝛿𝑝𝑤[(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)𝛻 ⋅ 𝒗𝑠]𝑑𝛺
𝛺′⏟                      

Integral III

= ∫ ∫ 𝛿𝑝𝑤(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖) (
𝜕𝑣𝑠

𝑥′

𝜕𝑥 ′
+
𝜕𝑣𝑠

𝑦′

𝜕𝑦 ′
)𝑑𝑦 ′

1/2⟦𝑢
𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 

∫ 𝛿𝑝𝑤(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)⟦𝑢𝑦′⟧(
𝜕𝑣𝑠

𝑥′

𝜕𝑥 ′
)𝑑𝛤

𝛤𝑑

+∫ 𝛿𝑝𝑤(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖) ⟦𝑣𝑠𝑦′
⟧ 𝑑𝛤

𝛤𝑑

= 

−∫ 𝛿𝑝𝑤(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)⟦𝑢𝑦′⟧𝜀𝑥̇′𝑥′𝑑𝛤𝛤𝑑
+ ∫ 𝛿𝑝𝑤(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)⟦𝑢̇𝑦′⟧𝑑𝛤𝛤𝑑

 (5.16) 
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Ignoring the variation of temperature over the discontinuity width, the fourth integral 

can be written as: 

 

∫ 𝛿𝑝𝑤[𝑠𝑤𝑑𝜌𝑤𝑇
′ + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ]𝑇̇𝑑𝛺
𝛺′⏟                  

Integral IV

= ∫ ∫ 𝛿𝑝𝑤[𝑠𝑤𝑑𝜌𝑤𝑇
′ + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ]𝑇̇𝑑𝑦 ′
1/2⟦𝑢

𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

 

= ∫ 𝛿𝑝𝑤[𝑠𝑤𝑑𝜌𝑤𝑇
′ + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ]𝑇̇⟦𝑢𝑦′⟧𝑑𝛤𝛤𝑑
                               (5.17) 

 

5.2.2 Energy balance equation 

 

The weak form of the energy balance Equation (4.16)  can be obtained by integrating 

the product of the continuity equation multiplied by admissible test function T  over the 

domain  : 

 

( ) ( )
eff

( , ) 0w w w H w iT t C T C T l m d   →


 +  +  −   =  x q q  (5.18) 

 

which must hold for any kinematically admissible test function for temperature T , satisfying 

the homogenized essential boundary condition. Applying the Divergence theorem: 

 

∫𝛿𝑇(𝜌𝐶)eff𝑇̇
𝛺

𝑑𝛺 +∫𝛿𝑇(𝜌𝑤𝐶𝑤𝒒𝑤) ⋅ 𝛻𝑇
𝛺

𝑑𝛺 −∫𝛻(𝛿𝑇) ⋅ 𝒒𝐻
𝛺

𝑑𝛺 − 

∫ ⟦𝛿𝑇 ⋅ 𝒒𝐻⟧𝛤𝑑
⋅ 𝒏𝛤𝑑𝑑𝛤 + ∫ 𝛿𝑇𝒒𝐻𝛤𝑞𝐻

⋅ 𝒏𝛤𝑑𝛤 − ∫ 𝛿𝑇 ⋅ 𝑙 ⋅ 𝑚̇𝑤→𝑖𝛺
𝑑𝛺 = 0  (5.19) 

 

Introducing the third part of equations (5.3) and (5.4) into Equation (5.19), and 

assuming temperature continuity at the discontinuity interface: 

 

( ) ( ) ( )
eff

0
d

d q
H

w w w H

H H w i

T C T d T C T d T d

T q d T q d T l m d

    

  

  

→
  

 +   −    +

 +  −    =

  

  

q q

  (5.20) 

 

where the fourth integral in Equation (5.20) stands for the heat transfer between the crack and 

the porous system. In order to derive a relation for this term, the heat transfer equation inside 

the crack should be taken into account. The weak form of the heat transfer equation within the 

crack is obtained by integrating the product of the heat transfer equation, i.e. Equation (4.16), 

multiplied by admissible test function T  over the domain of discontinuity  , as shown in 

Figure 14. Applying the Divergence theorem and implementing the boundary conditions, the 

weak form of the heat transfer equation inside the discontinuity domain is written as: 

 

( ) ( ) ( )

( )

eff

0

d

d
d

w w w H

H w i
d

T C T d T C T d T d

T q d T l m d

    

 

    

→ 

 +   −    −

 −    =

  

 

q q

  (5.21) 
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Rearranging Equation (5.21), one can find the heat transfer coupling term by 

calculating the following integrals: 

 

( ) ( )

( ) ( )

eff

Integral I Integral II

Integral III Integral IV

d dd
H w w w

H w i
d

T q d T C T d T C T d

T d T l m d

    

 

   

→  

 =  +   −

   −  

  

 

q

q
  (5.22) 

 

The integral terms (I)-(IV) over the domain of discontinuity can be evaluated in the 

local coordinate system ( )x y − , as shown in Figure 14, in which the variation of the 

temperature and its corresponding test function over the discontinuity width is ignored. Thus, 

the first integral in the Equation (5.22) is evaluated as: 

 

∫ 𝛿𝑇(𝜌𝐶)eff𝑑
𝐷𝑠𝑇

𝐷𝑡𝛺′

𝑑𝛺
⏟              

Integral I

= ∫ ∫ 𝛿𝑇(𝜌𝐶)eff𝑑𝑇̇𝑑𝑦
′

1/2⟦𝑢
𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 

∫ 𝛿𝑇 ⋅ ⟦𝑢𝑦′⟧ ⋅ (𝜌𝐶)eff𝑑𝑇̇𝑑𝛤𝛤𝑑
  (5.23) 

 

where ( )
deffC  is the effective heat capacity within the discontinuity: 

 

( )
eff d dd

w w w i i iC s C s C  = +    (5.24) 

 

As mentioned earlier, the local coordinate axis x  is assumed normal to the temperature 

gradient, thus variation of temperature in the longitudinal direction will also vanish. Thus, the 

second and third integrals in Equation (5.22) are evaluated as: 

 

∫ 𝛿𝑇(𝜌𝑤𝐶𝑤𝒒𝑤) ⋅ 𝛻𝑇𝛺′ 𝑑𝛺⏟                
Integral II

= ∫ ∫ 𝛿𝑇(𝜌𝑤𝐶𝑤) (
𝜕𝑇

𝜕𝑥′
⋅ 𝑞𝑤

𝑥′
+
𝜕𝑇

𝜕𝑦′
⋅ 𝑞𝑤

𝑦′
)𝑑𝑦 ′

1/2⟦𝑢
𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 0  (5.25) 

 

∫ 𝛻(𝛿𝑇) ⋅ 𝒒𝐻𝛺′ 𝑑𝛺⏟            
Integral III

= ∫ ∫ (
𝜕(𝛿𝑇)

𝜕𝑥′
⋅ 𝑞𝐻

𝑥′
+
𝜕(𝛿𝑇)

𝜕𝑦′
⋅ 𝑞𝐻

𝑦′
)𝑑𝑦 ′

1/2⟦𝑢
𝑦′
⟧

−1/2⟦𝑢
𝑦′
⟧

𝑑𝛤
𝛤𝑑

= 0  (5.26) 

 

To calculate the fourth integral in Equation(5.22), one first needs to evaluate the phase 

change term within the crack (i.e. ( )w i dm → ) using the mass balance equation of ice within the 

discontinuity zone (i.e. Equation (4.19) with 1n = ): 

 

( )
d d dw i d i w i i s i iTm s s s T  →

= − +   +v    (5.27) 

 

Introducing Equation (5.27) into the fourth integral of Equation (5.22), ignoring the 

variation of unfrozen water content over the discontinuity width, and assuming constant 
xsv

 

over the width of the discontinuity, one can write: 
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∫ 𝛿𝑇 ⋅ 𝑙(𝑚̇𝑤→𝑖)
𝛺′

𝑑

𝑑𝛺
⏟            

Integral IV

= ∫ 𝛿𝑇 ⋅ 𝑙(−𝜌𝑖𝑠̇𝑤𝑑 + 𝑠𝑖𝑑𝜌𝑖𝛻 ⋅ 𝒗𝑠 + 𝑠𝑖𝑑𝜌𝑖𝑇
′ 𝑇̇)

𝛺′

𝑑𝛺 = 

−∫ 𝛿𝑇 ⋅ 𝑙 ⋅ 𝜌𝑖. ⟦𝑢𝑦′⟧𝑠̇𝑤𝑑𝑑𝛤
𝛤𝑑

−∫ 𝛿𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢𝑦′⟧𝜀𝑥̇′𝑥′𝑑𝛤
𝛤𝑑

+ 

∫ 𝛿𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢̇𝑦′⟧𝑑𝛤𝛤𝑑
+ ∫ 𝛿𝑇 ⋅ 𝑠𝑖𝑑𝜌𝑖𝑇

′ 𝑇̇ ⋅ ⟦𝑢𝑦′⟧𝑑𝛤𝛤𝑑
 (5.28) 

 

5.2.3 Momentum balance equation 

 

The weak form of the momentum balance equation (4.22) can be obtained by 

integrating the product of the balance equation multiplied by admissible test function u  over 

the domain  : 

 

( )( , ) 0t d 


   −  = u x σ g   (5.29) 

 

which must hold for any kinematically admissible test function for displacement u , satisfying 

the homogenized essential boundary condition. Applying the Divergence theorem: 

 

−∫ 𝛻(𝛿𝒖): 𝝈𝑑𝛺𝛺
− ∫ ⟦𝛿𝒖 𝝈⟧ ⋅ 𝒏𝛤𝑑𝑑𝛤𝛤𝑑

+ ∫ (𝛿𝒖 𝝈) ⋅ 𝒏𝛤 𝑑𝛤
𝛤𝑡

− ∫ 𝛿𝒖 ⋅ 𝜌𝒈𝑑𝛺𝛺
= 0 (5.30) 

 

Introducing Equation (4.24) and the first part of equations (5.3) and (5.4) into 

Equation (5.30), and assuming traction continuity at the discontinuity interface: 

 

−∫𝛻(𝛿𝒖): 𝝈∗𝑑𝛺
𝛺

−∫𝛻(𝛿𝒖): (𝑠𝑤𝑝𝑤𝑰)𝑑𝛺
𝛺

− 

∫ ⟦𝛿𝒖⟧ ⋅ (𝛽2𝑠𝑖𝑑 + 1)(𝑝𝑤𝑰)𝑑𝒏𝛤𝑑𝑑𝛤𝛤𝑑
− ∫ 𝛿𝒖 ⋅ 𝒕̄ 𝑑𝛤

𝛤𝑡
− ∫ 𝛿𝒖 ⋅ 𝜌𝒈𝑑𝛺𝛺

= 0 (5.31) 

 

5.3 Discretization of the governing equation 
 

In this section, the weak form of the governing equations obtained in the preceding 

section is discretized in the spatial and time domains. The X-FEM is employed for spatial 

discretization of the equations, while the temporal discretization of the equations is performed 

by the fully implicit first order accurate finite difference scheme. The resulting system of fully 

coupled non-linear equations is finally solved using the Newton-Raphson procedure. 

 

5.3.1 Approximation of the primary variables 

 

In order to discretize the weak form of the three governing equations (5.9), (5.21) and (5.31), 

the primary unknown variables (i.e. ( , )tu x , ( , )wp tx and ( , )T tx ) should be approximated using 

appropriate shape functions.  
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The displacement field ( , )tu x , which is normal to the crack direction (i.e., in y  

direction), should be discontinuous on the interface 
d  considering the growth of ice lenses, 

referred as the strong discontinuity. The pressure field ( , )wp tx and temperature field ( , )T tx  

should be continuous, while the fluid and heat flux which are the gradients of ( , )wp tx and 

( , )T tx , in the normal direction to the crack, should be also discontinuous on the interface 
d , 

referred as the weak discontinuity. By applying X-FEM, a discontinuous enrichment function 

should be added to the corresponding standard approximated domain for strong discontinuities, 

and a continuous enrichment function with discontinuous gradient is adopted for weak 

discontinuities. 

 

1̂u

2û

3û

4û5û

6û

Discontinuity 
(ice lens)

1̂a

2â

3â

 

Figure 15 Illustrating the standard and enhanced degrees of freedom for a simple first-order element. 

The displacement discontinuity over the crack interface is modelled using the shifted 

Heaviside function, and the field can be approximated as: 

 

( )
1 1

ˆˆ ˆ ˆ( , ) ( ) ( ) ( ) ( ( )) ( ( )) ( )
i j d

N M
std enr

u i u j j u u

i j

t N t N H H a t  

= =

 = + − = +
  u x ξ u ξ ξ ξ n N u N La  (5.32) 

 

where ξ  is the position in the natural coordinate system of the element, N  is the set of all nodes, 

M  is the set of enriched nodes. ( )uN ξ  and ( )uN ξ  are the standard FEM shape functions for the 

displacement field in their standard and enriched parts, respectively, u  is the nodal 

displacement, L  is the transformation matrix between the local direction y  and the global 

systems ( ,x y ), â  is the enhanced nodal degree of freedom (DOF) parallel to temperature 

gradient (i.e. normal to the crack interface, as Figure 15 shows), ( ( ))H  ξ  is the Heaviside jump 

function defined as: 

 

1    ( ) 0
( ( ))

0      ( ) 0
H






+ 
= 



ξ
ξ

ξ
  (5.33) 
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and ( ) ξ  is the signed distance function defined based on the absolute value of the level set 

function as: 

 

( )( ) sign ( )
d d d

   = − − ξ ξ ξ ξ ξ n   (5.34) 

 

where 
d

ξ  is the closest point projection of ξ  onto the discontinuity interface 
d , and  

denotes the Euclidean norm; accordingly 
d

−ξ ξ  specifies the distance of point ξ  to the 

discontinuity. 

1 2

1 2

1 2

c x

(x)>0(x)0

(c)=0

H((x))=+1

H((x))=0

N1(x) N2(x)

1

11

N1{H((x)−H((x1))}

N2{H((x)−H((x2))}

1 2

1 2

1 2

1 2

1 2

c x

(x)>0(x)0

(c)=0

y(x)

N1(x) N2(x)

11

N1y1(x)

N2y2(x)

1 2

1 2

 
(a) Shape and enrichment functions for 

approximation of the displacement field in a 

simple first-order 1D element 

(b) Shape and enrichment functions for 

approximation of the pressure and temperature 

fields in a simple first-order 1D element 

Figure 16 

It is worth noting that using the shifted Heaviside function, the enriched shape functions 

vanish in all elements not containing the discontinuity. Figure 16 (a) shows the elements of the 

approximated displacement field for a simple 1D element with a discontinuity (c) inside the 

element. As it is depicted in the figure, the jump in the displacement field can be approximated 

using a shifted Heaviside function. 

Accordingly, the gradient of the displacement field with respect to the global coordinate 

system can be obtained: 
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( )

( )

1 1

ˆ( , ) ( ) ( ) ( ) ( ( )) ( ( ))

ˆ( ) ( ( )) ( ( )) ( )

i j d

j d

N M

u i u j

i j

u j j

t N t N H H

N H H a t

 

 



= =



 =  +  − +


 −


 u x ξ u ξ ξ ξ n

ξ ξ ξ n

 (5.35) 

 

where the derivative of the Heaviside function is the Dirac delta function as Equation (5.36) 

showed, and the Dirac delta function   can be defined as Equation (5.37): 

 

( )dH x

dx
=   (5.36) 

 

1
(1 cos )      ( )

( ) 2

0                     elsewhere

x
x

x
 x 

  


+ −  

= 



  (5.37) 

 

where   is a small value with respect to element size. Thus, Equation (5.35) can be rewritten 

as: 

 

( )
1 1

ˆˆ ˆ ˆ( ) ( ) ( ) ( ) ( ( )) ( ( )) ( )
i j d

N M
std enr

u i u j j u u

i j

N t N H H a t  

= =

  =  +  − = +
  u x ξ u ξ x x n B u B La  (5.38) 

 

The jump in the displacement field can be obtained at the discontinuity interface as: 

 

⟦𝒖(𝒙, 𝑡)⟧ = 𝒖(𝒙+, 𝑡) − 𝒖(𝒙−, 𝑡) 

= ∑ [𝑁̄𝑢𝑗(𝝃)(𝐻(𝜑(𝝃
+)) − 𝐻(𝜑(𝝃−)))𝒏𝛤𝑑] 𝑎̂𝑗

𝑀
𝑗=1 (𝑡) = ∑ 𝑁̄𝑢𝑗(𝝃)𝒏𝛤𝑑 𝑎̂𝑗

𝑀
𝑗=1 (𝑡) = 𝑵̄𝑢𝑳𝒂̂ (5.39) 

 

or the jump normal to the crack interface can be computed as: 

 

⟦𝑢𝑦′(𝒙, 𝑡)⟧ = ∑ 𝑁̄𝑢𝑗(𝝃)𝑎̂𝑗
𝑀
𝑗=1 (𝑡) = 𝑵̄𝑢𝒂̂  (5.40) 

 

Similarly, the displacement test function ( , )tu x  can be defined in the same 

approximation space as the displacement field ( , )tu x  as: 

 

( )
1 1

ˆˆ ˆ ˆ( , ) ( ) ( ) ( ) ( ( )) ( ( )) ( )
i j d

N M
std enr

u i u j j u u

i j

t N t N H H a t      

= =

 = + − = +
  u x ξ u ξ ξ ξ n N u N L a  (5.41) 

 

( )
1 1

ˆˆ ˆ ˆ( ) ( ) ( ) ( ) ( ( )) ( ( )) ( )
i j d

N M
std enr

u i u j j u u

i j

N t N H H a t      

= =

  =  +  − = +
  u x ξ u ξ ξ ξ n B u B L a  (5.42) 

 

The water and heat flux which are discontinuous over the ice lens interface is 

approximated with the modified level-set function proposed by Moës et al. (Moës et al., 2003). 

Thus, pressure and temperature fields can be described as: 
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1 1

ˆ ˆˆˆ( , ) ( ) ( ) ( ) ( ) ( )
i i j

N M
std enr

w p w p p j p w p

i j

p t N p t N b ty
= =

= + = + x ξ ξ ξ N p N b  (5.43) 

 

1 1

ˆ ˆ ˆˆ( , ) ( ) ( ) ( ) ( ) ( )
i j

N M
std enr

T i T T j T T

i j

T t N T t N c ty
= =

= + = + x ξ ξ ξ N T N c  (5.44) 

 

where ( )
ipN ξ  and ( )

iTN ξ  are the standard FEM shape functions for pressure and 

temperature fields in the added enrichment functions, respectively, ( )
jpN ξ  and ( )

jTN ξ  are the 

standard FEM shape functions for pressure and temperature fields in the added enrichment 

functions, respectively. w
p  and T  are the nodal water pressure and temperature, b  and c  are 

the enhanced nodal DOFs for pressure and temperature, respectively, and ( )y ξ  is the modified 

level-set function given by: 

 

1 1 1

( ) ( ) ( ) - ( ) ( ) ( ) - ( ) ( )     ;  ,
k k k

M M M

k k k

k k k

N N N p T   y     
= = =

 =  =   ξ ξ ξ ξ ξ ξ ξ ξ  (5.45) 

 

The above added enriched function is a ridge centered on the discontinuity interface 

and will vanish in elements which do not have a crack. Figure 16 (b) shows the enriched 

elements of the approximated pressure and temperature fields for a one-dimensional element 

with a crack ( )c  inside the element. As it is depicted in the figure, the modified level-set 

function provides a continuous field for the main variables (i.e., pressure and temperature), 

while their gradient (i.e., mass and heat fluxes) are considered to be discontinuous. 

Accordingly, the gradient of the pressure and temperature fields with respect to the 

global coordinate system can be obtained: 

 

1 1

ˆ ˆˆˆ( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
i i j j

N M
std enr

w p w p p p p j p w p

i j

p t N p t N N b ty y
= =

  =  +  +  = +
  x ξ ξ ξ ξ ξ B p B b  (5.46) 

 

1 1

ˆ ˆ ˆˆ( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
i j j

N M
std enr

T i T T T T j T T

i j

T t N T t N N c ty y
= =

  =  +  +  = +
  x ξ ξ ξ ξ ξ B T B c  (5.47) 

 

where the gradient of the modified level-set function can be calculated as: 

 

( )
1

( ) ( ) ( ) -sign ( )     ;  ,
k d

M

k

k

N p T y   

=

 =  =ξ ξ ξ ξ n  (5.48) 

 

The jump in the pressure gradient can be obtained at the discontinuity interface as: 

 

⟦𝛻𝑝𝑤(𝒙, 𝑡)⟧ = 𝛻𝑝𝑤(𝒙
+, 𝑡) − 𝛻𝑝𝑤(𝒙

−, 𝑡) 

=∑𝛻𝑁𝑝𝑖(𝝃
+)𝑝̂𝑤𝑖

𝑁

𝑖=1

(𝑡) −∑𝛻𝑁𝑝𝑖(𝝃
−)𝑝̂𝑤𝑖

𝑁

𝑖=1

(𝑡) + 
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∑[𝛻𝑁̄𝑝𝑗(𝝃
+)𝜓𝑝(𝝃

+) + 𝑁̄𝑝𝑗(𝝃
+) (∑𝛻𝑁̄𝑝𝑘(𝝃

+)|𝜑(𝝃+𝑘)|

𝑀

𝑘=1

-sign(𝜑(𝝃+))𝒏𝛤𝑑)] 𝑏̂𝑗(𝑡) −

𝑀

𝑗=1

 

∑[𝛻𝑁̄𝑝𝑗(𝝃
−)𝜓𝑝(𝝃

−) + 𝑁̄𝑝𝑗(𝝃
−) (∑𝛻𝑁̄𝑝𝑘(𝝃

−)|𝜑(𝝃−𝑘)|

𝑀

𝑘=1

-sign(𝜑(𝝃−))𝒏𝛤𝑑)] 𝑏̂𝑗(𝑡)

𝑀

𝑗=1

 

= −2∑ 𝑁̄𝑝𝑗(𝝃)𝒏𝛤𝑑 𝑏̂𝑗(𝑡)
𝑀
𝑗=1                                                                                                                

(5.49) 

 

or the jump normal to the crack interface can be computed as: 

 

⟦𝛻𝑝𝑤(𝒙, 𝑡)𝒏𝛤𝑑⟧ = −2∑ 𝑁̄𝑝𝑗(𝝃)𝑏̂𝑗(𝑡)
𝑀
𝑗=1   (5.50) 

 

and for the temperature gradient: 

 

⟦𝛻𝑇(𝒙, 𝑡)𝒏𝛤𝑑⟧ = −2∑ 𝑁̄𝑇𝑗(𝝃)𝑐̂𝑗(𝑡)
𝑀
𝑗=1   (5.51) 

 

Thus, the pressure and temperature test functions ( , )wp t x  and ( , )T t x  can be 

described in the same approximation space as: 

 

1 1

ˆ ˆˆˆ( , ) ( ) ( ) ( ) ( ) ( )
i i j

N M
std enr

w p w p p j p w p

i j

p t N p t N b t  y   
= =

= + = + x ξ ξ ξ N p N b  (5.52) 

 

1 1

ˆ ˆ ˆˆ( , ) ( ) ( ) ( ) ( ) ( )
i j

N M
std enr

T i T T j T T

i j

T t N T t N c t  y   
= =

= + = + x ξ ξ ξ N T N c  (5.53) 

 

1

1

ˆ( , ) ( ) ( )

ˆ ˆˆ( ) ( ) ( ) ( ) ( )

i i

j j

N

w p w

i

M
std enr

p p p p j p w p

j

p t N p t

N N b t

 

y y   

=

=

 =  +

  +  = +
 





x ξ

ξ ξ ξ ξ B p B b

 (5.54) 

 

1

1

ˆ( , ) ( ) ( )

ˆ ˆˆ( ) ( ) ( ) ( ) ( )

i

j j

N

T i

i

M
std enr

T T T T j T T

j

T t N T t

N N c t

 

y y   

=

=

 =  +

  +  = +
 





x ξ

ξ ξ ξ ξ B T B c

 (5.55) 

 

5.3.2 Approximation of the primary variables 

5.3.2.1 Mass balance equation 

 

Substituting Equation (4.11) into Equation (5.9) gives the final form of the mass 

balance equation: 
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( ) ( ) ( )

( ) ( )

( ) 0

d
d

qw

w r
w w i w w w w

w

ir
w w w w w

w

w w w w w w i i v

s k K
p n Td p p d

T

lk K
p T d p q d

T

p q d p s s d

      



    



     

 

 

 

 
− +  +    −  +  

    +   +

   − +  = 

 

 

 

g

 (5.56) 

 

The discretized form of the continuity equation can now be obtained by substituting 

equations (5.38), (5.43), (5.44), (5.46), (5.47), (5.52) and (5.54) into Equation (5.56). 

 

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

ˆ ˆˆ ˆ

ˆ ˆ ˆˆ ˆ ˆ

ˆ ˆˆ ˆ ˆ

T
std enr std enrw

p w p w i T T

T T
std enr std enr std enrr r
p w p w p w p p w p w w

w w

T
std enr std enr stdir
p w p w T T p

w

s
n d

T

k K k K
d d

lk K
d

T

   

      
 


    





 



 
+ − +  +  

+  +  − +   +

+  +  +



 



N p N b N T N c

B p B b B p B b B p B b g

B p B b B T B c N( )

( )

( ) ( ) ( )

( ) ( )

ˆ

ˆˆ

ˆˆ ˆˆ

ˆ ˆˆ ˆ 0

d
d

qw

T
enr

w p w w

T
std enr

p w p w w

T
std enr T std enr

p w p w w i i u u

T
std enr std enr

p w p T T

q d

q d

s s d

d

 

  

   

  









+   +

+   +

+ + + 

+ + +  =









p N b

N p N b

N p N b m B u B La

N p N b N T N c

 (5.57) 

 

Equation (5.57) can be rewritten as: 
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( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

ˆˆ ˆ

ˆˆ

ˆ ˆ
d

d

qw

T
T std std enrw

w p w i T T

T T
std std enr stdr r
p w p w p p w w

w w

T T
std std enr stdir
p w T T p w w

w

T T
std std

p w w p w w

s
n d

T

k K k K
d d

lk K
d q d

T

q d s s

   

  
 


  



 



 

 



  
− + +  +   

 +  −   +

 +  +   +

+  + +



 

 



p N N T N c

B B p B b B g

B B T B c N

N N ( ) ( ) }

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( )

ˆˆ

ˆ ˆ ˆ

ˆˆ

ˆ ˆ
d

d

T std enr

i i u u

T
T enr std enrw

p w i T T

T T
enr std enr enrr r
p w p w p p w w

w w

T T
enr std enr enrir
p w T T p w w

w

enr

p

d

s
n d

T

k K k K
d d

lk K
d q d

T



   

  
 


  







 

 

+ 

  
− + +  +   

 +  −   +

 +  +   +





 

 

m B u B La

b N N T N c

B B p B b B g

B B T B c N

N ( ) ( ) ( ) }ˆˆ 0
qw

T T
enr T std enr

w w p w w i i u uq d s s d  
 

  + + +  =  N m B u B La

 (5.58) 

 

which can be split into the following equations: 

 

int extˆ ˆ ˆˆ ˆ ˆ ˆˆ
pp w pb pT pc pT pc pu pa p p+ + + + + + + = +Q p Q b C T C c C T C c C u C a F F  (5.59) 

 

int extˆ ˆ ˆˆ ˆ ˆ ˆˆ
bp w bb bT bc bT bc bu ba b b+ + + + + + + = +Q p Q b C T C c C T C c C u C a F F  (5.60) 

 

where the coefficients are defined as: 

 

( )
T

std stdr
pp p w p

w

k K
d


=   Q B B   (5.61) 

 

( )
T

std enrr
pb p w p

w

k K
d


=   Q B B   (5.62) 

 

( ) ( )
T

std stdw

pT p w i T

s
n d

T
  



 
= − +   
C N N   (5.63) 

 

( ) ( )
T

std enrw

pc p w i T

s
n d

T
  



 
= − +   
C N N   (5.64) 

 

( )
T

std stdir
pT p w T

w

lk K
d

T


 


=   C B B   (5.65) 

 

( )
T

std enrir
pc p w T

w

lk K
d

T


 


=   C B B   (5.66) 
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( ) ( )
T

std T std

pu p w w i i us s d 


= + C N m B   (5.67) 

 

( ) ( )
T

std T enr

pa p w w i i us s d 


= + C N m B L   (5.68) 

 

( )
T

enr stdr
bp p w p

w

k K
d


=   Q B B   (5.69) 

 

( )
T

enr enrr
bb p w p

w

k K
d


=   Q B B   (5.70) 

 

( ) ( )
T

enr stdw

bT p w i T

s
n d

T
  



 
= − +   
C N N   (5.71) 

 

( ) ( )
T

enr enrw

bc p w i T

s
n d

T
  



 
= − +   
C N N   (5.72) 

 

( )
T

enr stdir
bT p w T

w

lk K
d

T


 


=   C B B   (5.73) 

 

( )
T

enr enrir
bc p w T

w

lk K
d

T


 


=   C B B   (5.74) 

 

( ) ( )
T

enr T std

bu p w w i i us s d 


= + C N m B   (5.75) 

 

( ) ( )
T

enr T enr

ba p w w i i us s d 


= + C N m B L   (5.76) 

 

( ) ( ) ( )ext

qw

T T
std stdr

p p w w p w w

w

k K
d q d  

 
=   −   F B g N  (5.77) 

 

( ) ( ) ( )ext

qw

T T
enr enrr

b p w w p w w

w

k K
d q d  

 
=   −   F B g N  (5.78) 

 

The terms related to discontinuity are calculated using Equation (5.10) 

 

( )int

d
d

T
std

p p w wq d


=  F N   (5.79) 

 

( )int

d
d

T
enr

b p w wq d


=  F N   (5.80) 

 

 

 



CHAPTER 5: NUMERICAL SOLUTIONS USING XFEM 
 

45 
 

5.3.2.2 Energy balance equation 

 

Substituting Equation (3.5) into Equation (5.20) gives the final form of the heat transfer 

equation: 

 

( ) ( )

( ) ( ) ( )

eff

1( )

0

w i

d
d q

H

w w w

ns nsnr
i w w s w i

w

H H w i

T C T d T C T d

k K
T l p d T Td

T q d T q d T l m d

   

       


  

 

−

 

→
  

 +   +

    −  +       +

 +  −    =

 

 

  

q

g  (5.81) 

 

The discretized form of the heat transfer equation can now be obtained by substituting 

equations (5.44), (5.46), (5.47), (5.53) and (5.55) into Equation (5.81): 

 

( ) ( ) ( ) ( ) ( ) ( ){
( ) ( ) ( ) ( )

( ) ( )( ) ( )

( )

eff

1

ˆ ˆ ˆˆ ˆ

ˆˆ

ˆ ˆw i

d
d

T T
T std std enr std std enr

T T T T w w w T T

T T
std std enr stdr r
T i p w p T i w

w w

T T
ns nsstd n std enr std

T s w i T T T H

T
std

T H

C d C d

k K k K
l d l d

d q d

q

  

    
 

  

 

 

−

 

+  +  +  +

  +  −    +

   +  +  +

 

 

 

T N N T N c N q B T B c

B B p B b B g

B B T B c N

N ( )

( ) ( ) ( ) ( ) ( ) ( ){
( ) ( ) ( ) ( )

( ) ( )

eff

1

0

ˆ ˆˆ ˆ ˆ

ˆˆ

ˆ

q
H

w i

T
std

T w i

T T
T enr std enr enr std enr

T T T T w w w T T

T T
enr std enr enrr r
T i p w p T i w

w w

T
ns nsenr n std

T s w i T T

d l m d

C d C d

k K k K
l d l d

  

    
 

  

→
 

 

 

−




 −    = +



+  +  +  +

  +  −    +

   +

 

 

 



N

c N N T N c N q B T B c

B B p B b B g

B B T B( ) ( )

( ) ( )

ˆ

0

d
d

q
H

T
enr enr

T H

T T
enr enr

T H T w i

d q d

q d l m d



→
 

+  +


 −    =





 

c N

N N

 (5.82) 

 

which can be split into the following equations: 

 

int extˆ ˆ ˆˆ ˆ ˆ
Tp w Tb TT Tc TT Tc T T+ + + + + = +C p C b H T H c H T H c F F  (5.83) 

 

int extˆ ˆ ˆˆ ˆ ˆ
cp w cb cT cc cT cc c c+ + + + + = +C p C b H T H c H T H c F F  (5.84) 

 

where the coefficients are defined as: 

 

( )
T

std stdr
Tp T i p

w

k K
l d 


=   C B B   (5.85) 

 

( )
T

std enrr
Tb T i p

w

k K
l d 


=   C B B   (5.86) 
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( ) ( )
eff

T
std std

TT T TC d


= H N N   (5.87) 

 

( ) ( )
eff

T
std enr

Tc T TC d


= H N N   (5.88) 

 

( ) ( ) ( ) ( )1 w i
T T

ns nsstd std std n std

TT T w w w T T s w i TC d d   −

 
=   +      H N q B B B  (5.89) 

 

( ) ( ) ( ) ( )1 w i
T T

ns nsstd enr std n enr

Tc T w w w T T s w i TC d d   −

 
=   +      H N q B B B  (5.90) 

 

( )
T

enr strr
cp T i p

w

k K
l d 


=   C B B   (5.91) 

 

( )
T

enr enrr
cb T i p

w

k K
l d 


=   C B B   (5.92) 

 

( ) ( )
eff

T
enr std

cT T TC d


= H N N   (5.93) 

 

( ) ( )
eff

T
enr enr

cc T TC d


= H N N   (5.94) 

 

( ) ( ) ( ) ( )1 w i
T T

ns nsenr std enr n std

cT T w w w T T s w i TC d d   −

 
=   +     H N q B B B  (5.95) 

 

( ) ( ) ( ) ( )1 w i
T T

ns nsenr enr enr n enr

cc T w w w T T s w i TC d d   −

 
=   +     H N q B B B  (5.96) 

 

( ) ( ) ( )ext

q
H

T T
std stdr

T T i w T H

w

k K
l d q d  

 
=    −  F B g N  (5.97) 

 

( ) ( ) ( )ext

q
H

T T
enr enrr

c T i w T H

w

k K
l d q d  

 
=    −  F B g N  (5.98) 

 

( ) ( )int

d
d

T T
std std

T T w i T Hl m d q d→
 

=    +  F N N   (5.99) 

 

( ) ( )int

d
d

T T
enr enr

c T w i T Hl m d q d→
 

=    +  F N N   (5.100) 

 

5.3.2.3 Momentum balance equation 

 

Substituting (4.6) and (4.25) into (5.31) gives the final form of the momentum balance 

equation: 
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−∫𝛻(𝛿𝒖): 𝝈∗𝑑𝛺
𝛺

−∫𝛻(𝛿𝒖): (𝑠𝑤𝑝𝑤𝑰)𝑑𝛺
𝛺

− 

∫ ⟦𝛿𝒖⟧ ⋅ (𝛽2𝑠𝑖𝑑 + 1)(𝑝𝑤𝑰)𝑑𝒏𝛤𝑑𝑑𝛤𝛤𝑑
− ∫ 𝛿𝒖 ⋅ 𝒕̄ 𝑑𝛤

𝛤𝑡
− ∫ 𝛿𝒖 ⋅ 𝜌𝒈𝑑𝛺𝛺

= 0 (5.101) 

 

The discretized form of the force balance equation can be obtained by substituting 

equations (5.32), (5.38), (5.41), (5.42) and (5.43) into Equation (5.101): 

 

( ){ ( ) ( )

( ) ( ) }
( ){ ( ) ( )

( ) ( )( ) ( ) ( )

*

*

2

ˆˆˆ : :

ˆˆ ˆ: :

1 0

t

d d
d t

T T
T std std std enr

u u w p w p

T T
std std

u u

T T
T enr enr std enr

u u w p w p

T T T
enr enr

u i w u u

d s d

d d

d s d

s p d d d







 

 

 

 


  

−  − +  −

  −   +

−  − +  −

 +  −   −   =

 

 

 

  

u B σ B N p N b I

N t N g

a B L σ B L N p N b I

N L I n N L t N L g

 (5.102) 

 

which can be split into the following equations: 

 
intS extˆˆ

up w ub u u+ = +C p C b F F   (5.103) 

 
intS int extˆˆ

ap w ab a a a+ = + +C p C b F F F   (5.104) 

 

where the coefficients are defined as: 

 

( )
T

std std

up w u ps d


= −  C B N I   (5.105) 

 

( )
T

std enr

ub w u ps d


= −  C B N I   (5.106) 

 

( )
T

enr std

ap w u ps d


= −  C B L N I   (5.107) 

 

( )
T

enr enr

ab w u ps d


= −  C B L N I   (5.108) 

 

( ) ( )ext

t

T T
std std

u u ud d
 

=   +   F N t N g   (5.109) 

 

( ) ( )ext

t

T T
enr enr

a u ud d
 

=   +   F N L t N L g   (5.110) 

 

( ) ( )( )int

2 1
d d

d

T

a u i w d
s p d 


=  + F N L I n   (5.111) 

 

( )intS *:
T

std

u u d


= F B σ   (5.112) 
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( )intS *:
T

enr

a u d


= F B L σ   (5.113) 

 

5.3.2.4 Choice of elements 

 

In order to satisfy the Babuska-Brezzi convergence condition (Hughes et al., 1986), 

different order of interpolation function, usually one order lower for pore pressure compared 

to displacement, are employed in FEM. Thus, second-order element is employed in this work 

for the displacement field in the FEM part, while first-order element is used for the pressure 

field. 

Considering the physic of the problem, first-order element is employed for the enriched 

part of the displacement field. To reach an exact approximation of the modified level-set 

function in Equation (5.45), first-order elements is used for the pressure and temperature fields. 

 

a) 1D elements

b) 2D elements
standard node

enriched node

Displacement

Displacement

Pressure

Pressure

Temperature

Temperature

 

Figure 17 Elements used for interpolation. 

Figure 17 shows the elements employed in this work for approximating different fields 

of the problem. 

 

5.3.3 Temporal discretization 

 

Since the spatial discretization has been carried out, equations (5.59), (5.60), (5.83), 

(5.84), (5.103) and (5.104) represent a set of ordinary differential equations in time: 
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ˆ0 0 0 0 0 0 0 0 0 0

ˆ0 0 0 0 0 0 0 0 0 0

ˆ0 0 0 0

ˆ0 0 0 0

0 0 ˆ 0 0 0 0

0 0 0 0 0 0ˆ

up ub

ap ab

wpp pb pT pc pu pa pT pc

bp bb bT bc bu ba bT bc

Tp Tb TT Tc TT Tc

cp cb cT cc cT cc

   
   
   
   
  +  
   
   
   
       

uC C

aC C

pQ Q C C C C C C

Q Q C C C C C Cb

C C H H H HT

C C H H H Hc

extintS

int extintS

int ext

int ext

int ext

int ext

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

0

0
0

0

0

0

w

uu

a aa

p p

b b

T T

c c

 
  
  
  
  

−  
  
  
  
  
 

    
    
    
    

− − =    
    
    
    

         

u

a

p

b

T

c

FF

F FF

F F

F F

F F

F F

 (5.114) 

 

The time discretization of the equations is performed by the fully implicit first-order 

accurate finite difference scheme: 

 

1

ˆ0 0 0 0

ˆ0 0 0 0

ˆ

ˆ

0 0 ˆ

0 0 ˆ

up ub

ap ab

wpu pa pp pb pT pT pc pc

bu ba bp bb bT bT bc bc

Tp Tb TT TT Tc Tc

cp cb cT cT cc cc n

t t t t

t t t t

t t t t

t t t t
+

  
  
  
    +  + 
  

  +  +   
   +  + 
 

  +  +      

uC C

aC C

pC C Q Q C C C C

C C Q Q C C C C b

C C H H H H T

C C H H H H c
1

extintS

int extintS

int ext

int ext

int ext

int ext

1 1

0 0 0 0 0 0 0

0 0 0 0 0 0

0 00

0 00

0

0

n

uu

a aa

p pu pa pT pcp

b bu bab

T T

c cn n

t t

t t

t t

t t

+

+ +

−





    
    
    
     

− − −    
     

     
    

          

FF

F FF

F C C C CF

F C C CF

F F

F F
1

ˆ

ˆ

ˆ
0

ˆ

ˆ0 0 0 0

0 0 0 0 ˆ

w

bT bc

TT Tc

cT cc n n+

  
  
  
  
  = 
  
  
  
     

u

a

p

C b

H H T

H H c

 (5.115) 

 

where 1( )n nt t t+ = −  is the time step increment. 

 

5.3.4 Linearization 

 

The set of nonlinear Equation (5.115) is solved using Newton-Raphson iterative 

algorithm to linearize the nonlinear system of equations. By expanding Equation (5.115) with 

firs-order truncated Taylor series, the following linear approximation will be obtained: 

 
1

1 1 1

i i i

n n n

+

+ + +  = −J X R   (5.116) 

 

where J  is the Jacobian matrix, R  is the residual vector, and X  is defined as: 
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1 1

1 1

1 1 1

1 1 1

ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ ˆ ˆ

i i i

w w wi i i

n n n

n n n

+ +

+ +

+ + +

+ + +

     
     


     
     
      = − = = −
     

     
     

          

u u u

a a a

p p p
X X X

b b b

T T T

c c c

  (5.117) 

 

It is worth noting, using a tangential Jacobian matrix in Equation (5.116) might result 

in ill-posed coefficient matrix. Thus, we propose to use the modified version of Newton method 

using the elastic stiffness and the saturated permeability as the basis to evaluate the Jacobian 

matrix. In this way, the Jacobian matrix will be approximated as: 

 

int

int int int

int int int1

int int

int

ˆ

ˆ ˆˆ

ˆ ˆˆ

ˆˆ

uu ua up

a

au aa ap

w

p p p

pu pu pa pa pp

w
i

n
b b b

bu bu ba ba bp

w

T T
Tp

c

t t t

t t t

t t t

t

+


−


   
−  + −  +  − 

    
=

   
−  + −  +  − 

   

 
− − 

 


−



K K C

F
K K C

p

F F F
C C C C Q

u a p

J
F F F

C C C C Q
u a p

F F
C

u a

F
int

int

int

int

int

ˆˆ

ˆ

ˆ
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The detailed calculation of the components of Jacobian matrix are given in appendix A. 

The residual vector in Equation (5.116) is calculated as: 
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 (5.119) 

 

Note that the index ( , 1i n + ) indicates that the Jacobian matrix J  as well as the residual 

vector R  is updated at each iteration. As a result, a sequence of linearized system of equations 

is solved to yield a solution satisfying the residual equation within each time step. This iterative 

process lasts by an appropriate convergence criterion. 
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Chapter 6 Comparison of calculated results 

and test results 

6.1 Introduction 
In this chapter, three labscale one-dimensional freezing test with different boundary and 

initial conditions are simulated using the proposed model, and the simulated results are 

compared with the test results These three tests were carried out on Devon silt, which were 

reported by Konrad and Morgenstern (Konrad, 1980). This material was chosen for its high 

frost susceptibility, availability and its similarity to silty materials found in northern regions. 

The samples were prepared as a slurry at a moisture content of about 50% to 60%. 

Consolidation of the slurry to 210 kPa is performed in three stages. The water content after 

consolidation averaged between 27% and 30% and was relatively uniform throughout the 

specimen. 

The material parameters selected for input are summarized in Table 1. The soil freezing 

characteristic curve is given in Figure 18. 

Table 1 Material parameters for Devon silt. 

Parameter Value 

Heat capacity of soil grains, : /sC J kgK  900 

Heat capacity of ice, : /iC J kgK  2095 

Heat capacity of water, : /wC J kgK  4190 

Thermal conductivity of soil particles, : /s W mK  3 

Thermal conductivity of liquid water, : /w W mK  0.6 

Thermal conductivity of ice, : /i W mK  2.2 

Latent heat of fusion, : /l J kg  334000 

Mass density of soil particles, 3: /s kg m  2600 

Mass density of water, 3: /w kg m  1000 

Mass density of ice, 3: /i kg m  900 

Initial porosity, n  0.38 

Bulk freezing temperature, 0 :T K  273.16 

Temperature for fully frozen condition, :ffT K  269.16 

Temperature from which unfrozen water saturation in ice lense starts 

changing, :iT K  

273 

Tensile strength at zero overburden, 0 :a kPa  8 

Hydraulic conductivity of unfrozen soil, : /k cm s  71 10−  

Residual unfrozen water saturation at temperatures below iT , 
reswS  0.02 

1  2.1 

2  20 
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  43 10−  

 

 

 

Figure 18 Soil freezing characteristic curve for Devon silt(Konrad & Duquennoi, 1993). 

 

6.2 Numerical solution 

6.2.1 Simulating case without overburden pressure 

 

In test 1, a soil sample, with the length of 78 mm and diameter of 100 mm, was initially 

unfrozen without overburden pressure and a temperature of 3 C+  throughout. The top surface 

temperature was then reduced to 5.5 C−  to trigger the freezing process, and the temperature at 

the base was kept at 3 C+  during the test. The duration of test is 42 hours. Water was freely 

available at the base, at zero pressure. 

The pore water pressure and temperature profiles from simulated results are shown in 

Figure 19. Oscillations are observed in the pore water pressure filed in the frozen area, which 

are due to the fact that the pore water pressure develops between the ice lenses to cancel the 

temperature-gradient-induced water flow. The developed pore water pressure would also 

balance the overburden load, which is zero in this case. The phenomenon of pore water pressure 

developing is satisfactorily captured by the model.  

Below the freezing front, a suction of around 13 kPa has been predicted by the model, 

while 18 kPa was measured by Konrad and Morgenstern (Konrad, 1980). The difference is 

most likely from the uncertainties in the estimation of the relative permeability parameters. 

Figure 20 shows the displacement field with the jumps indicating the ice lens formation and 

length. As shown in the figure, the final ice lens is predicted to be at 21 mm from the base. 

Figure 21 compares the calculated and measured heave in time, and reasonable agreement is 

achieved. 
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Figure 19 Temperature and pore pressure profile after 42 hours, from model (test 1, without 

overburden pressure). 
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Figure 20 Displacement profile (test 1) after 42 hours from, model (test 1, without overburden 

pressure). 
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Figure 21 Comparison between the measured (test 1) and predicted frost heave, from model (test 1, 

without overburden pressure). 

 

6.2.2 Simulating case with overburden pressure of 100 kPa 

 

In test 2, a soil sample, with the length of 100 mm and diameter of 100 mm, was initially 

unfrozen with overburden pressure of 100 kPa and a temperature of 1.8 C+  throughout. The 

top surface temperature was then reduced to 4.7 C−  to trigger the freezing process, and the 

temperature at the base was kept at 3 C+  during the test. The duration of test is 141 hours. 

Water was freely available at the base, at zero pressure. 

The pore water pressure and temperature profiles from simulated results are shown in 

Figure 22. Figure 23 shows the displacement field. As shown in the figure, the final ice lens is 

predicted to be at 20 mm from the base. Figure 24 compares the calculated and measured heave 

in time, and reasonable agreement is achieved. 
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Figure 22 Temperature and pore pressure profile after 141 hours, from model (test 2, with 

overburden pressure of 100 kPa). 

 

 

Figure 23 Displacement profile (test 2) after 141 hours, from model (with overburden pressure of 100 

kPa). 
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Figure 24 Comparison between the measured (test 2) and predicted frost heave, , from model (with 

overburden pressure of 100 kPa). 

 

6.2.3 Simulating case with overburden pressure of 45 kPa 

 

In test 3, a soil sample, with the length of 77 mm and diameter of 100 mm, was initially 

unfrozen with overburden pressure of 45 kPa and a temperature of 1 C+  throughout. The top 

surface temperature was then reduced to 3.7 C−  to trigger the freezing process, and the 

temperature at the base was kept at 1 C+  during the test. The duration of test is 42 hours. Water 

was freely available at the base, at zero pressure. 

The pore water pressure and temperature profiles from simulated results are shown in 

Figure 25. Figure 26 shows the displacement field. As shown in the figure, the final ice lens is 

predicted to be at 12 mm from the base. Figure 27compares the calculated and measured heave 

in time, and reasonable agreement is achieved. 

The results of ice lenses formation for each test, which is calculated using the proposed 

model, are showed in Figure 28. 
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Figure 25 Temperature and pore pressure profile after 42 hours, from model (test 3, with overburden 

pressure of 45 kPa). 

 

Figure 26 Displacement profile (test 3) after 42 hours, from model (with overburden pressure of 45 

kPa). 
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Figure 27 Comparison between the measured (test 3) and predicted frost heave, from model (with 

overburden pressure of 45 kPa). 

 

 

Figure 28 Simulated ice lenses formation. 
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6.2.4 Shut-off pressure prediction 

 

The shut-off pressure for the soil samples used above has also been calculated by the 

proposed model. The overburden pressure has been increased to find the shut-off pressure, 

based on the condition of each test, where the heave is almost zero and the pressure gradient in 

the unfrozen part is almost zero as Figure 29 shows. It is worth noting that both 
i  and 

w  has 

been set to 1000 kg/m3 to ignore deformation or water flow because of density difference 

during phase change. 

 

 

Figure 29 The pressure profile in the unfrozen part for the three tests under shut-off overburden 

pressure. 

For the soil sample under conditions of test 1, the shut-off pressure is around 1000 kPa. 

While for the soil samples under conditions of tests 2 and 3, the shut-off pressure is around 800 

kPa. The estimation of shut-off pressure from Konrad(Konrad & Morgenstern, 1981) which 

was reported to be around 1000 kPa to 1200 kPa is close to our results, while the estimation 

from Wayne et al.(Arvidson & Morgenstern, 1977), with 69 and 215 kPa for Devon silt and 

modified Devon silt, is too low. 

The temperature gradient in frozen fringe is obtained after the simulation, it is 

107.3 /C m− , 66.7 /C m−  and 64.1 /C m− . A conclusion can be achieved that the shut-off 

pressure is positively correlated with temperature gradient in frozen fringe as expected from 

the coupled transport equations. 
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Chapter 7 Summary and conclusions 

7.1 Summary 
 

To predict the influence of soil freezing process to the ground, this study was conducted 

to develop a THM model for predicting frost heave with multiple ice lenses using discrete 

method. This Ph.D. project focus on deriving coupled governing equations for the dynamic 

freezing process of the soil-water-ice system, solving equations with X-FEM and 

implementation, as well as providing a better understanding of the physical processes behind 

the frost heave phenomenon. 

In this study, non-equilibrium thermodynamic theory is employed to describe the 

transport of water and heat flow. Water intends to transport towards the colder part, and a 

counter pressure behind the freezing front will build according to the coupled equations derived 

from the theory of Kjelstrup et al.(Kjelstrup & Bedeaux, 2008). As a result, a crack might 

appear owing to decrease of effective stress, which results in the initiation and growth of ice 

lens. 

Based on the conceptual model for frost heave, together with the mass, momentum and 

energy balance equations, appropriate stress measure and crack criterion are also introduced to 

describe the dynamic of the system. In deriving the equations, an essential assumption is made 

that the ice phase has a similar motion of the solid skeleton. Therefore, the Lagrangian form is 

used for the ice phase and the solid skeleton, while the Eulerian form of the balance equations 

with respect to the motion of the solid skeleton are used for the unfrozen water phase. 

To discretize the governing equations with the existence of discontinuities, X-FEM is 

employed, which avoids conforming the discretization (mesh) to the line or surface of 

discontinuity and regenerating the mesh at each step. The primary variables, i.e., displacement, 

water pressure and temperature are approximated according to the properties of discontinuities. 

To fulfill the mechanical coupling requirement emanating from water pressure and ice-soil 

contact stress exerted on the crack surface and the mass and heat transfer coupling requirement 

originating from the flux of mass and heat flowing through the crack borders, some specific 

boundary conditions are defined. After a system of ordinary differential equations in time is 

obtained, the time discretization of the equations is performed by the fully implicit first-order 

accurate finite difference scheme. Linearization of the system is performed using the Newton-

Raphson algorithm. 

Three lab scale one-dimensional freezing tests available data on Devon silt, which was 

chosen for its high frost susceptibility, availability and its similarity to silty materials found in 

northern regions, are simulated using the proposed model, after the equations have been 

implemented. The simulated tests include one freezing test without overburden pressure and 

two freezing tests with different overburden pressure of 100 kPa and 45 kPa. The calculated 

and measured total frost heave in time are compared, and reasonable agreement is achieved. In 

addition, the shut-off pressure is estimated based on the three tests' condition, by increasing the 

overburden pressure to make heave almost zero and the pressure gradient in the unfrozen part 
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almost zero. The shut-off pressure is around 1000 kPa for the soil sample under conditions of 

test 1, while it is 800 kPa for the soil samples under conditions of tests 2 and 3. 

 

7.2 Conclusions 
 

Mass and heat transport can be affected by both temperature and pressure gradients 

simultaneously. In the process of frost heave, the temperature gradient is the main driving force. 

The soil grains can be separated by increasing pore water pressure, which increases to cancel 

the water flow induced by temperature gradient. Frost heave happens when three conditions 

coincide: the temperature is below the normal freezing point of bulk water, the sub-cooled 

water is connected to a water reservoir, and the mechanical condition of the soil allows the ice 

lens to grow. 

The new model for predicting frost heave presented in this work has also described the 

initiation and growth of multiple ice lenses in soil freezing. The governing equations with 

discontinuities are solved using the X-FEM by considering ice lenses as cracks inside the 

corresponding elements. 

The calculated results from the proposed model has been compared with the results 

from three freezing tests conducted by Konrad(Konrad, 1980), and reasonable agreement is 

achieved. Furthermore, the model can be applied to estimate the shut-off pressure of soil under 

freezing. By calculating the shut-off pressure of the soil samples used in Konrad's test(Konrad, 

1980), the conclusion can be achieved that the shut-off pressure is positively correlated with 

temperature gradient in frozen fringe as expected from the coupled transport equations. 
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Chapter 8 Recommendation for future work 

 

With regards to the work presented in this dissertation, suggestions are provided for 

further research: 

 

• During this study, all the tests simulated for validating are in one-dimensional 

model. As future work, investigating the performance of two-dimensional 

model with multiple ice lenses can expand the understanding further, and it can 

also improve the accuracy of the results to some extent. 

 

• Based on the existing hazard related to frost heave, the bearing capacity of soil 

can be substantially reduced after freeze-thaw cycles. During this project, the 

main effort has been concentrated on freezing phenomena, without considering 

thaw weakening. To predict the damages of infrastructure by seasonal changes 

in temperature and soil moisture, the process of thaw weakening can be 

considered into the THM model to finalize the entire freezing and thawing 

process of seasonal frozen soil. 

 

• The soil experiencing freezing (and thawing) may have dramatically different 

properties, depending on its thermal state and overburden pressure. The freezing 

process could significantly affect the quantitative content of the soil mixture 

components and alter the mixture microstructure. In addition, soil strength will 

increase as the soil freezes. During this work, the ideal elastic model has been 

used for the soil. For further development of the numerical model, some more 

advanced constitutive models for freezing soil can be employed to describe the 

elasto-plastic behaviour of freezing soil. 
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  (1.13) 

 

( ) ( ) }ˆ
ˆ ˆ (1 )

ˆ ˆ

TpT pc std T enrw

pa p w i u

s
n Td

T
  



    
= + = − − −     

 u

C C
C T c N m B

a a
 (1.14) 

 

𝜕𝑭𝑝
int

𝜕𝒑̂𝑤
= ∫ ((

𝜕𝑵𝑝
𝑠𝑡𝑑

𝜕𝑥′ )
𝑇

⋅ (−𝑘𝑑𝑩𝑝
𝑠𝑡𝑑𝒏𝑥′)) ⋅ 𝜌𝑤⟦𝑢𝑦′⟧𝑑𝛤

𝛤𝑑
 (1.15) 

 

𝜕𝑭𝑝
int

𝜕𝒃̂
= ∫ ((

𝜕𝑵𝑝
𝑠𝑡𝑑

𝜕𝑥′ )
𝑇

⋅ (−𝑘𝑑𝑩𝑝
𝑒𝑛𝑟𝒏𝑥′)) ⋅ 𝜌𝑤⟦𝑢𝑦′⟧𝑑𝛤

𝛤𝑑
 (1.16) 

 

( )

( )

( )

ˆ ˆˆ ˆ ˆˆ
ˆ ˆ ˆ ˆ ˆ ˆ

( )

( )

pu pa pp pb pT pc
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w w
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



     
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     
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   


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


  −






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C u a p b T c
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B
stdi

r iT r wT w T

w
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k k Td
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
  



 
 + +    

 
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 (1.17) 
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( )

( )

( )

ˆ ˆˆ ˆ ˆˆ
ˆ ˆ ˆ ˆ ˆ ˆ

( )

( )

pu pa pp pb pT pc
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T
std enrw i

p w i w wT i iT T v

T
std enrr r
p w wT T w

w w

T
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s s d
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T
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    

 
 







     
= + +  +  +  +  =

     

    
 − + + +  +  

   


  +    +




  −







C C Q Q C C
C u a p b T c

c c c c c c

N N

B N

B
enri

r iT r wT w T

w

lK
k k Td

T T


  



 
 + +    

 
 N

 (1.18) 

 

𝜕𝑭𝑏
int

𝜕𝒖̂
= −

1

𝛥𝑡
∫ (𝑵𝑝

𝑒𝑛𝑟)
𝑇
(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)⟦𝑢𝑦′⟧(𝒏𝑥′

𝑇𝑩𝑢
𝑠𝑡𝑑𝒏𝑥′)𝑑𝛤

𝛤𝑑
 (1.19) 

 

( ) ( ) }ˆ
ˆ ˆ (1 )

ˆ ˆ

T
enr T stdbT bc w

bu p w i u

s
n Td

T
  



    
= + = − − −     

 u

C C
C T c N m B

u u
 (1.20) 

𝜕𝑭𝑏
int

𝜕𝒂̂
= −∫ (𝑵𝑝

𝑒𝑛𝑟)
𝑇
⋅ 𝑵̄𝑢 ⋅ [(𝜌𝑤 − 𝜌𝑖)𝑠̇𝑤𝑑]𝑑𝛤

𝛤𝑑

+∫ ((
𝜕𝑵𝑝

𝑒𝑛𝑟

𝜕𝑥 ′ )

𝑇

⋅ 𝑞𝑤
𝑥′
) ⋅ 𝜌𝑤𝑵̄𝑢𝑑𝛤

𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑝

𝑒𝑛𝑟)
𝑇
(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)⟦𝑢𝑦′⟧(𝒏𝑥′

𝑇𝑩𝑢
𝑒𝑛𝑟𝑳𝒏𝑥′)𝑑𝛤

𝛤𝑑

+∫ (𝑵𝑝
𝑒𝑛𝑟)

𝑇
(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)𝑵̄𝑢𝜀𝑥̇′𝑥′𝑑𝛤

𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑝

𝑒𝑛𝑟)
𝑇
(𝑠𝑤𝑑𝜌𝑤 + 𝑠𝑖𝑑𝜌𝑖)𝑵̄𝑢𝑑𝛤𝛤𝑑

  (1.21) 

 

( ) ( ) }ˆ
ˆ ˆ (1 )

ˆ ˆ

T
enr T enrbT bc w

ba p w i u

s
n Td

T
  



    
= + = − − −     

 u

C C
C T c N m B

a a
 (1.22) 

 

𝜕𝑭𝑏
int

𝜕𝒑̂𝑤
= ∫ ((

𝜕𝑵𝑝
𝑒𝑛𝑟

𝜕𝑥′ )
𝑇

⋅ (−𝑘𝑑𝑩𝑝
𝑠𝑡𝑑𝒏𝑥′)) ⋅ 𝜌𝑤⟦𝑢𝑦′⟧𝑑𝛤

𝛤𝑑
 (1.23) 

 

𝜕𝑭𝑏
int

𝜕𝒃̂
= ∫ ((

𝜕𝑵𝑝
𝑒𝑛𝑟

𝜕𝑥′ )
𝑇

⋅ (−𝑘𝑑𝑩𝑝
𝑒𝑛𝑟𝒏𝑥′)) ⋅ 𝜌𝑤⟦𝑢𝑦′⟧𝑑𝛤

𝛤𝑑
 (1.24) 
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
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
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 (1.26) 

 

𝜕𝑭𝑇
int

𝜕𝒖̂
=
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖 ⋅ 𝒎

𝑇𝑩𝑢
𝑠𝑡𝑑

𝛺

⋅ 𝑑𝛺 −∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠̇𝑤 ⋅ 𝜌𝑖 ⋅ (1 − 𝑛)𝒎

𝑇𝑩𝑢
𝑠𝑡𝑑

𝛺

⋅ 𝑑𝛺 

−∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝛽𝑠 ⋅ 𝒎

𝑇𝑩𝑢
𝑠𝑡𝑑 ⋅

𝛺

𝑇̇𝑑𝛺 − ∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝑇

′ ⋅ 𝒎𝑇𝑩𝑢
𝑠𝑡𝑑 ⋅

𝛺

𝑇̇𝑑𝛺 + 

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢𝑦′⟧(𝒏𝑥′

𝑇𝑩𝑢
𝑠𝑡𝑑𝒏𝑥′)𝑑𝛤

𝛤𝑑
  (1.27) 

 

𝜕𝑭𝑇
int

𝜕𝒂̂
=
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖 ⋅ 𝒎

𝑇𝑩𝑢
𝑒𝑛𝑟𝑳 .

𝛺

𝑑𝛺 −∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠̇𝑤 ⋅ 𝜌𝑖 ⋅ (1 − 𝑛)𝒎

𝑇𝑩𝑢
𝑒𝑛𝑟 ⋅

𝛺

𝑑𝛺 − 

∫ (𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑵̄𝑢 ⋅ (𝜌𝐶)eff𝑑𝑇̇𝑑𝛤

𝛤𝑑

−∫ (𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝜌𝑖 ⋅ 𝑵̄𝑢𝑠̇𝑤𝑑𝑑𝛤

𝛤𝑑

 

−∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝛽𝑠 ⋅ 𝒎

𝑇𝑩𝑢
𝑒𝑛𝑟 ⋅

𝛺

𝑇̇𝑑𝛺 − ∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝑇

′ ⋅ 𝒎𝑇𝑩𝑢
𝑒𝑛𝑟 ⋅

𝛺

𝑇̇𝑑𝛺 

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢𝑦′⟧(𝒏𝑥′

𝑇𝑩𝑢
𝑒𝑛𝑟𝑳𝒏𝑥′)𝑑𝛤

𝛤𝑑

−∫ (𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ 𝑵̄𝑢𝜀𝑥̇′𝑥′𝑑𝛤

𝛤𝑑

 

+
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ 𝑵̄𝑢𝑑𝛤𝛤𝑑

  (1.28) 

 

𝜕𝑭𝑇
int

𝜕𝑻̂
= −

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑛(𝜌𝑖

𝜕𝑠𝑤
𝜕𝑇

+ 𝜌𝑖𝑇
′ 𝑠𝑤)𝑵𝑇

𝑠𝑡𝑑

𝛺

𝑑𝛺

−∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ (𝜌𝑖

𝜕𝑠𝑖
𝜕𝑇
𝜀𝑣̇ + 𝜌𝑖𝑇

′ 𝑠𝑖)𝑵𝑇
𝑠𝑡𝑑

𝛺

𝑑𝛺 

+
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ (𝑛 − 1)𝛽𝑠 ⋅ (𝜌𝑖𝑇

′ 𝑇𝑠𝑖 + 𝜌𝑖𝑠𝑖 + 𝜌𝑖𝑇
𝜕𝑠𝑖
𝜕𝑇
)

𝛺

𝑵𝑇
𝑠𝑡𝑑𝑑𝛺 + 
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1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑛(𝑠𝑖𝜌𝑖𝑇

′ +
𝜕𝑠𝑖
𝜕𝑇
𝜌𝑖) ⋅

𝛺

𝑵𝑇
𝑠𝑡𝑑𝑑𝛺 

−
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ ⟦𝑢𝑦′⟧ ⋅ (𝜌𝑖 ⋅

𝜕𝑠𝑤𝑑
𝜕𝑇

+ 𝜌𝑖𝑇
′ ⋅ 𝑠𝑤𝑑)𝑵𝑇

𝑠𝑡𝑑𝑑𝛤
𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ ⟦𝑢𝑦′⟧ ⋅ [(𝜌𝐶)eff𝑑 +

𝜕(𝜌𝐶)eff𝑑
𝜕𝑇

𝑇]𝑵𝑇
𝑠𝑡𝑑𝑑𝛤

𝛤𝑑

 

+∫ (𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅ ⟦𝑢̇𝑦′⟧𝑵𝑇
𝑠𝑡𝑑𝑑𝛤 −

𝛤𝑑

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅
𝛤𝑑

⟦𝑢𝑦′⟧𝜀𝑥′𝑥′𝑵𝑇
𝑠𝑡𝑑𝑑𝛤  (1.29)  

 

( )ˆˆ ( )
ˆ ˆ

TTp std stdTb r
TT w T i r iT T w

w

k K
k l p d

T
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

  
= + =  +  
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

C C
C p b B N

T T
 (1.30) 

 

𝜕𝑭𝑇
int

𝜕𝒄̂
= −

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑛(𝜌𝑖

𝜕𝑠𝑤
𝜕𝑇

+ 𝜌𝑖𝑇
′ 𝑠𝑤)

𝜕𝑠𝑤
𝜕𝑇

𝑵𝑇
𝑒𝑛𝑟

𝛺

𝑑𝛺 − 

∫(𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ (𝜌𝑖

𝜕𝑠𝑖
𝜕𝑇
𝜀𝑣̇ + 𝜌𝑖𝑇

′ 𝑠𝑖)𝑵𝑇
𝑒𝑛𝑟

𝛺

𝑑𝛺 

+
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ (𝑛 − 1)𝛽𝑠 ⋅ (𝜌𝑖𝑇

′ 𝑇𝑠𝑖 + 𝜌𝑖𝑠𝑖 + 𝜌𝑖𝑇
𝜕𝑠𝑖
𝜕𝑇
)

𝛺

𝑵𝑇
𝑒𝑛𝑟𝑑𝛺 + 

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ 𝑛(𝑠𝑖𝜌𝑖𝑇

′ +
𝜕𝑠𝑖
𝜕𝑇
𝜌𝑖) ⋅

𝛺

𝑵𝑇
𝑒𝑛𝑟𝑑𝛺 

−
1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ ⟦𝑢𝑦′⟧ ⋅ (𝜌𝑖 ⋅

𝜕𝑠𝑤𝑑
𝜕𝑇

+ 𝜌𝑖𝑇
′ ⋅ 𝑠𝑤𝑑)𝑵𝑇

𝑒𝑛𝑟𝑑𝛤
𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ ⟦𝑢𝑦′⟧ ⋅ [(𝜌𝐶)eff𝑑 +

𝜕(𝜌𝐶)eff𝑑
𝜕𝑇

𝑇]𝑵𝑇
𝑒𝑛𝑟𝑑𝛤

𝛤𝑑

+ 

∫ (𝑵𝑇
𝑠𝑡𝑑)

𝑇
⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅ ⟦𝑢̇𝑦′⟧𝑵𝑇
𝑒𝑛𝑟𝑑𝛤

𝛤𝑑
−

1

𝛥𝑡
∫ (𝑵𝑇

𝑠𝑡𝑑)
𝑇
⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅
𝛤𝑑

⟦𝑢𝑦′⟧𝜀𝑥′𝑥′𝑵𝑇
𝑒𝑛𝑟𝑑𝛤  (1.31)  

 

( )ˆˆ ( )
ˆ ˆ

TTp std enrTb r
Tc w T i r iT i T w

w

k K
k l p d

T
   



  
= + =  +  

  
C C

C p b B N
c c

 (1.32) 

 

𝜕𝑭𝑐
int

𝜕𝒖̂
=
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖 ⋅ 𝒎
𝑇𝑩𝑢

𝑠𝑡𝑑 ⋅
𝛺

𝑑𝛺 −∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠̇𝑤 ⋅ 𝜌𝑖 ⋅ (1 − 𝑛)𝒎

𝑇𝑩𝑢
𝑠𝑡𝑑.

𝛺

𝑑𝛺 

−∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝛽𝑠 ⋅ 𝒎

𝑇𝑩𝑢
𝑠𝑡𝑑 ⋅

𝛺

𝑇̇𝑑𝛺 − ∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝑇

′ ⋅ 𝒎𝑇𝑩𝑢
𝑠𝑡𝑑 ⋅

𝛺

𝑇̇𝑑𝛺 + 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢𝑦′⟧(𝒏𝑥′
𝑇𝑩𝑢

𝑠𝑡𝑑𝒏𝑥′)𝑑𝛤
𝛤𝑑

  (1.33) 
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𝜕𝑭𝑐
int

𝜕𝒂̂
=
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖 ⋅ 𝒎
𝑇𝑩𝑢

𝑒𝑛𝑟𝑳 .
𝛺

𝑑𝛺 −∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠̇𝑤 ⋅ 𝜌𝑖 ⋅ (1 − 𝑛)𝒎

𝑇𝑩𝑢
𝑒𝑛𝑟.

𝛺

𝑑𝛺 − 

∫ (𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑵̄𝑢 ⋅ (𝜌𝐶)eff𝑑𝑇̇𝑑𝛤

𝛤𝑑

−∫ (𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝜌𝑖 ⋅ 𝑵̄𝑢𝑠̇𝑤𝑑𝑑𝛤

𝛤𝑑

+ 

−∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝛽𝑠 ⋅ 𝒎

𝑇𝑩𝑢
𝑒𝑛𝑟 ⋅

𝛺

𝑇̇𝑑𝛺 − ∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖 ⋅ 𝜌𝑖𝑇

′ ⋅ 𝒎𝑇𝑩𝑢
𝑒𝑛𝑟 ⋅

𝛺

𝑇̇𝑑𝛺 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ ⟦𝑢𝑦′⟧(𝒏𝑥′
𝑇𝑩𝑢

𝑒𝑛𝑟𝑳𝒏𝑥′)𝑑𝛤
𝛤𝑑

−∫ (𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ 𝑵̄𝑢𝜀𝑥̇′𝑥′𝑑𝛤

𝛤𝑑

+ 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑠𝑖𝑑𝜌𝑖 ⋅ 𝑵̄𝑢𝑑𝛤𝛤𝑑
  (1.34) 

 

𝜕𝑭𝑐
int

𝜕𝑻̂
=
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑛(𝜌𝑖
𝜕𝑠𝑤
𝜕𝑇

+ 𝜌𝑖𝑇
′ 𝑠𝑤)

𝜕𝑠𝑤
𝜕𝑇

𝑵𝑇
𝑠𝑡𝑑

𝛺

𝑑𝛺 − 

∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (𝜌𝑖

𝜕𝑠𝑖
𝜕𝑇
𝜀𝑣̇ + 𝜌𝑖𝑇

′ 𝑠𝑖)𝑵𝑇
𝑠𝑡𝑑

𝛺

𝑑𝛺 

+
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (𝑛 − 1)𝛽𝑠 ⋅ (𝜌𝑖𝑇
′ 𝑇𝑠𝑖 + 𝜌𝑖𝑠𝑖 + 𝜌𝑖𝑇

𝜕𝑠𝑖
𝜕𝑇
)

𝛺

𝑵𝑇
𝑠𝑡𝑑𝑑𝛺 + 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑛(𝑠𝑖𝜌𝑖𝑇
′ +

𝜕𝑠𝑖
𝜕𝑇
𝜌𝑖) ⋅

𝛺

𝑵𝑇
𝑠𝑡𝑑𝑑𝛺 

−
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ ⟦𝑢𝑦′⟧ ⋅ (𝜌𝑖 ⋅
𝜕𝑠𝑤𝑑
𝜕𝑇

+ 𝜌𝑖𝑇
′ ⋅ 𝑠𝑤𝑑)𝑵𝑇

𝑠𝑡𝑑𝑑𝛤
𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ ⟦𝑢𝑦′⟧ ⋅ [(𝜌𝐶)eff𝑑 +
𝜕(𝜌𝐶)eff𝑑
𝜕𝑇

𝑇]𝑵𝑇
𝑠𝑡𝑑𝑑𝛤

𝛤𝑑

+ 

∫ (𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅ ⟦𝑢̇𝑦′⟧𝑵𝑇
𝑠𝑡𝑑𝑑𝛤

𝛤𝑑
−

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (
𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅
𝛤𝑑

⟦𝑢𝑦′⟧𝜀𝑥′𝑥′𝑵𝑇
𝑠𝑡𝑑𝑑𝛤  (1.35)  

 

( )ˆˆ ( )
ˆ ˆ

Tcp enr stdcb r
cT w T i r iT T w

w

k K
k l p d

T
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
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 (1.36) 

 

𝜕𝑭𝑐
int

𝜕𝒄̂
= −

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑛(𝜌𝑖
𝜕𝑠𝑤
𝜕𝑇

+ 𝜌𝑖𝑇
′ 𝑠𝑤)

𝜕𝑠𝑤
𝜕𝑇

𝑵𝑇
𝑒𝑛𝑟

𝛺

𝑑𝛺 − 

∫(𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (𝜌𝑖

𝜕𝑠𝑖
𝜕𝑇
𝜀𝑣̇ + 𝜌𝑖𝑇

′ 𝑠𝑖)𝑵𝑇
𝑒𝑛𝑟

𝛺

𝑑𝛺 

+
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (𝑛 − 1)𝛽𝑠 ⋅ (𝜌𝑖𝑇
′ 𝑇𝑠𝑖 + 𝜌𝑖𝑠𝑖 + 𝜌𝑖𝑇

𝜕𝑠𝑖
𝜕𝑇
)

𝛺

𝑵𝑇
𝑒𝑛𝑟𝑑𝛺 + 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ 𝑛(𝑠𝑖𝜌𝑖𝑇
′ +

𝜕𝑠𝑖
𝜕𝑇
𝜌𝑖) ⋅

𝛺

𝑵𝑇
𝑒𝑛𝑟𝑑𝛺 

−
1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ ⟦𝑢𝑦′⟧ ⋅ (𝜌𝑖 ⋅
𝜕𝑠𝑤𝑑
𝜕𝑇

+ 𝜌𝑖𝑇
′ ⋅ 𝑠𝑤𝑑)𝑵𝑇

𝑒𝑛𝑟𝑑𝛤
𝛤𝑑

− 

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ ⟦𝑢𝑦′⟧ ⋅ [(𝜌𝐶)eff𝑑 +
𝜕(𝜌𝐶)eff𝑑
𝜕𝑇

𝑇]𝑵𝑇
𝑒𝑛𝑟𝑑𝛤

𝛤𝑑

+ 
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∫ (𝑵𝑇
𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (

𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅ ⟦𝑢̇𝑦′⟧𝑵𝑇
𝑒𝑛𝑟𝑑𝛤

𝛤𝑑
−

1

𝛥𝑡
∫ (𝑵𝑇

𝑒𝑛𝑟)𝑇 ⋅ 𝑙 ⋅ (
𝜕𝑠𝑖𝑑
𝜕𝑇
𝜌𝑖 + 𝑠𝑖𝑑𝜌𝑖𝑇

′ ) ⋅
𝛤𝑑

⟦𝑢𝑦′⟧𝜀𝑥′𝑥′𝑵𝑇
𝑒𝑛𝑟𝑑𝛤  (1.37)  

 

( )ˆˆ ( )
ˆ ˆ
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 (1.38) 

 




