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Abstract (English) 

 

Artificial intelligence (AI) is one of the fastest-growing disciplines in information 

technology and has been successfully applied in many different fields. Where 

conventional approaches rely heavily on manual labour, data analysis, and expert 

knowledge, deep learning has emerged as a transformative tool for data analysis and 

its interpretation. Currently, the technology is available for everyone and allows to 

perform complex operations using large dimensional dataset but remaining 

challenging due to a required background in data science. This challenge opens for 

new strategies and has practical implications for the enhancement of the field itself 

and the development of new user-friendly approaches that can help geoscientists 

that do not have an extensive background in data science. This Ph.D. research takes 

up the challenge and aims to bridge the disciplinary gap between data science and 

geoscience as it demonstrates how non-experts can harness and integrate deep 

learning in applications based on the use of freely available data (e.g., terrain 

derivates, Landsat 8, Sentinel-1, and Sentinel-2) to simplify daily tasks and to improve 

future work. 

 

The overarching goal of this Ph.D. study is to explore accessible and user-friendly 

approaches that enable geoscientists to apply deep learning techniques a to the 

automation of mapping outcrops, wetlands, landslides, or ravines. The achieved 

outcomes demonstrate and contribute to the broader enhancement and 

understanding of the application of DL techniques in geoscience, highlighting the 

importance of a continuous exploration and integration of these techniques in this 

field, and emphasizing the need for interdisciplinary collaboration between data 

scientists and geologists in order to drive innovation and maximize the potential of 

DL for the benefit of the geoscience community, and hence society at large. 
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Abstrakt (Norwegian) 

 

Kunstig intelligens (AI) er en av de raskest voksende disiplinene innen 

informasjonsteknologi og brukes med suksess på mange forskjellige felt. Der 

konvensjonelle tilnærminger er avhengige av manuelt arbeid, dataanalyse og 

ekspertise, har dyp læring dukket opp som et transformativt verktøy for dataanalyse 

og tolkning. I dag er denne teknologien tilgjengelig for alle og gjør det mulig å utføre 

komplekse operasjoner ved hjelp av et stort dimensjonalt datasett, men forblir 

utfordrende på grunn av den nødvendige bakgrunnen innen datavitenskap. Denne 

utfordringen åpner for nye strategier og har praktiske implikasjoner for å forbedre 

selve feltet og utvikle nye brukervennlige tilnærminger som kan hjelpe geovitere 

som ikke har en omfattende bakgrunn innen datavitenskap. Denne Ph.D. forskning 

har tatt denne utfordringen og har som mål å bygge bro over det disiplinære gapet 

mellom datavitenskap og geovitenskap ved å vise hvordan ikke-eksperter kan bruke 

og integrere dyp læring i applikasjoner basert på bruk av fritt tilgjengelige data 

(f.eks. terrengderivater, Landsat 8, Sentinel - 1 og Sentinel-2) for å forenkle daglige 

oppgaver og forbedre fremtidig arbeid. 

 

Hovedmålet med denne Ph.D. Målet med studien er å utforske rimelige og 

brukervennlige tilnærminger som lar geoforskere bruke dyplæringsteknikker for å 

automatisere kartleggingen av utspring, våtmarker, jordskred eller raviner. 

Resultatene som er oppnådd demonstrerer og bidrar til en bredere forbedring og 

forståelse av anvendelsen av DL-teknikker i geovitenskapene, fremhever viktigheten 

av kontinuerlig utforskning og integrering av disse teknikkene i feltet, og 

understreker behovet for tverrfaglig samarbeid mellom dataforskere og geologer i 

for å fremme innovasjon og maksimere potensialet til DL til fordel for 

geovitenskapssamfunnet og dermed samfunnet som helhet. 
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Abstrakt (Slovak) 

 

Umelá inteligencia (AI) je jednou z najrýchlejšie rastúcich disciplín v oblasti 

informačných technológií a úspešne sa uplatňuje v mnohých rôznych oblastiach. Tam, 

kde sa konvenčné prístupy do veľkej miery spoliehajú na manuálnu prácu, analýzu 

údajov a odborné znalosti, sa hlboké učenie objavilo ako transformačný nástroj na 

analýzu údajov a ich interpretáciu. V súčasnosti je táto technológia dostupná pre 

každého a umožňuje vykonávať zložité operácie s použitím veľkého rozmerového 

súboru údajov, ale zostáva náročná vzhľadom na požadovanéznalosti v oblasti 

údajovej vedy. Táto výzva otvára nové stratégie a má praktické dôsledky na 

zlepšenie samotnej oblasti a vývoj nových užívateľsky prívetivých prístupov, ktoré 

môžu pomôcť geovedcom, ktorí nemajú rozsiahle zázemie v oblasti dátovej vedy.  

Táto Ph.D. práca sa chopila tejto výzvy a jej cieľom je preskúmať disciplinárnu 

priepasť medzi vedou o údajoch a geovedou, pretože ukazuje, ako môžu neodborníci 

využiť a integrovať hlboké vzdelávanie v aplikáciách založených na použití voľne 

dostupných údajov (napr. terénne deriváty, Landsat 8, Sentinel -1 a Sentinel-2) na 

zjednodušenie každodenných úloh a zlepšenie budúcej práce. 

 

Hlavným cieľom tejto Ph.D. štúdie je preskúmať dostupné a užívateľsky prívetivé 

prístupy, ktoré umožňujú geovedcom aplikovať techniky hlbokého učenia na 

automatizáciu mapovania skalné podloží, mokradí, zosuvov pôdy alebo roklín. 

Dosiahnuté výsledky demonštrujú a prispievajú k širšiemu zlepšeniu a pochopeniu 

aplikácie hlbokého vzdelávania v geovedách, zdôrazňujú dôležitosť neustáleho 

skúmania a integrácie týchto techník v tejto oblasti a podčiarkujú potrebu 

interdisciplinárnej spolupráce medzi dátovými vedcami a geológmi v s cieľom 

podporiť inovácie a maximalizovať potenciál hlbokého vzdelávania v prospech 

geovedeckej komunity, a tým aj spoločnosti ako celku. 
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Prologue 

 

Geosciences have existed since long before the new era of Machine Learning (ML) 

and Artificial Intelligence (AI). The methods used by geoscientists throughout the 

history of their research have relied on manual analysis, empirical interpretations, 

and human intuition. There was a time when the Earth's mysteries were unlocked by 

collecting small pieces and the puzzling of these together. Maps were drawn by hand 

and were perceived as an art. Cartographers, equipped with their tools and 

expertise, explored the Earth's surface, relying on years of training and 

craftsmanship, collecting what amounts to an incredible amount of data. These maps 

even today are crucial for such things as building planning and risk assessment. 

 

This tedious process of revealing connections and patterns was changed by the 

introduction of Geographic Information Systems (GIS) in the 1960s. GIS formed the 

new backbone of geographic science, including spatial analysis and visualization. 

These were times when the potential of technologies was unexplored, waiting to 

unlock their analytic power. The researcher wishes to recognize and to highlight the 

dedication, insight, and progress of earlier geoscientists in unravelling geographical 

enigmas before the era of ML.  

 

This thesis joins in this continuous progress, recognizing the significance of 

innovation and the today necessity to enhance human capabilities and our 

understanding of the world’s complexity. However, the researcher wishes also to 

acknowledge that without geologists and scientists helping to understand the data 

before it enters the algorithm, to interpret the predictions, and then actually solve the 

problem and use the predictions further in the field or during map production, deep 

learning predictions make no sense. 

 

Nowadays, one of the powerful tools of GIS, ML, is one of the fastest-growing areas of 

computer science. It has become a part of our daily activities, helping us with 

different tasks from unlocking our mobiles, to opening bank systems with 

fingerprints, to finding and classifying photos and driving cars.  
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Progresses in the introduction of Machine Learning frameworks in geoscience 

opened the field for advanced remote sensing classification techniques, as well as 

the development of prediction modelling algorithms. 

 

Timely land cover maps help governments and the private sector alike to make well-

informed decisions and respond quickly to a changing environment. Convenient and 

cost-efficient solutions, able to detect and map different geohazard features, are 

crucial. We witness the emerging power of computer-based methods, which can help 

produce results with possible replicability (using the same model and data) or 

reproducibility (using the same model and a new study area and new data). 

 

Seeing the unseen, exploring, and making sense of the imperceptible, shedding light 

on powerful imagery that informs more than just plain pictures – is that a future in 

geoscience mapping? Can these data deepen our understanding of the world around 

us? Is this giving us possibilities we never had before? Can seeing more help us to 

understand more? 
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1. Introduction 

 

More than 2200 years ago, Archimedes laid the foundation for what we now recognize 

as "simple machines" (winch, pulley, lever, wedge, and screw—known to antiquity). 

While machines have undergone significant changes since then, the main goal 

remains unchanged: we wish to develop devices that enhance efficiency in our daily 

lives. Fortunately, technology, such as Machine Learning algorithms, offer some 

possibilities to help us towards that goal. 

 

Machine learning (ML) and its variants, in the form that we know today in the 

geoscientific community, have already been applied in many studies. These studies 

reveal the usefulness and potentialities of ML in geo-research fields, investigating 

some classical mapping problems, such as seismic hazards (M. Liu & Grana, 2019; 

Ma & Mei, 2021), reservoir characterization (Bihani et al., 2022; Okon & Appah, 2021), 

slope stability and landslide prediction (Ghorbanzadeh et al., 2019; Nava et al., 2022; 

Prakash et al., 2021; Tehrani et al., 2022) and mineral exploration (Ching et al., 2019; 

Cai Liu et al., 2023; Xiong et al., 2018). In the last few years, ML techniques, including 

Deep Learning (DL) methods, have become popular, demonstrating promising 

performance, especially if compared to conventional mapping and image 

classification methods (Alzubaidi et al., 2021; Choudhary et al., 2022). In this 

introduction, I provide a brief overview of ML techniques and their potential 

applications in geoscience, which I explored during my Ph.D.  

 

In recent years, the size of data sets has significantly increased, surpassing the 

capabilities of traditional data processing and ML techniques in many cases. 

Fortunately, the application of DL techniques has been explored as a solution (X. 

Wang et al., 2020). It shows promising results in terms of high accuracy and 

performance when trained with huge amounts of data and more and more affordable 

computational power. Therefore, this thesis concentrates on an examination of 

classical mapping problems from a DL perspective, highlighting the benefits and 

presenting the achieved results through the application of different algorithms.  

 



Between data science and geosciences… 

 

P a g e | 2  

 

Ultimately, this research contributes to the broader understanding and utilization of 

ML and DL techniques by extension, as will later be explained in geoscience (Figure 

1). By shedding light on the possibilities, it is meant to be a valuable resource for 

researchers and geoscientists seeking to leverage the power of DL to enhance their 

everyday work and propel the field forward with outstanding performance. 

 

 
 

Figure 1: At the top are environmental phenomena represented digitally, which is the 

necessary first step in data preparation and labelling. Representing the real world in a 

GIS facilitates further DL steps as follows: (1) data preparation (based on expert 

knowledge), (2) deciding the most suitable framework for the defined problem (using 

available and most suitable technology) for (3) training the model and visualization of 

the final prediction. 

 

Recognizing the interdisciplinary nature of DL in geoscience and geology, this 

research emphasizes the importance of collaboration between geoscientists and data 
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science experts (Emden et al., 2006). The main results of the multidisciplinary 

collaboration between NTNU and different international organizations (Geological 

Survey of Norway (NGU), NINA, FBK Trento, and Berkeley University) are presented 

in this thesis. The goal is to connect different fields and create methods and tools that 

enable geoscientists without expert data science backgrounds to apply the 

algorithms and the results of this Ph.D. research in their daily work. This will help 

them utilize these powerful tools more efficiently. 

 

This thesis is composed by six articles. Articles I and II show how to use a cloud-based 

approach using Google Collaboratory. This platform is based on a Jupyter Notebook 

environment which allows running code entirely on the cloud (Dwivedi, 2023). 

Articles III and VI present a compilation of examples of different features (landslide, 

ravines) using the locally based platform with Jupyter Notebook, ArcPy libraries, and 

ArcGIS Pro with Image Analyst extension. Article IV explores the data preparation 

with the most suitable data band combination for DL training in global-scale landslide 

delineation. Lastly, article V shows the use of a globally compiled dataset for DL 

computation, that compares different segmentation models and uses an ensemble 

model, exploring and demonstrating its potential.  

 

From this thesis, two main conclusions emerge. Firstly, the multidisciplinary 

collaborative approach of powerful data-driven technique led to successful 

applications of geoscientific problems. Secondly, the thesis reveals successful use of 

these powerful techniques for the improved future application in geoscience and 

geology. The future of DL in geoscience remains very bright, and this thesis 

contributes to further understanding and making better use of it for non-data 

scientists. 

 

1.1. Research questions (RQ) 

 

The main objective of this thesis is to investigate methods and possibilities for 

utilizing Machine- and Deep Learning techniques in geoscience, demonstrating their 

use also for non-data scientists. Figure 2 illustrates how the various articles published 

the following research questions analysed in this Ph.D.  
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1. RQ1: Among the available platforms, identify optimal ML platforms 

for geospatial applications (Figure 2, Section 3.2):  

 

I) server-based cloud computing using Jupyter Notebook, Google Colab, 

and Google Earth Engine (GEE) (in collaboration with NINA); 

 

II) locally based ArcPy libraries and Jupyter Notebook (in collaboration with 

NGU and NTNU); 

 

III) server-based computing in the JupyterHub (in collaboration with UC 

Berkeley);  

 

IV) locally based PyTorch segmentation models comparison on a global 

scale (in collaboration with FKB Trento). 

 

 

Figure 2: Used and presented platforms for evaluating the optimal platform and 

showing possibilities for geospatial applications in the scope of this thesis. The colours 

represent the following methods (used again in Figure 3): blue and grey (server-based 

computing), yellow and orange (locally based computing). 
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2. RQ2: What methods are commonly used in geospatial applications for 

automatic classification currently, and where can they be improved 

with DL? (Figure 3, Section 3.3) 

 

I) How to compare Object-Based Image Analysis (OBIA), Machine Learning 

(ML), and Deep Learning (DL) for Geospatial Applications?  

 

II) What are the strengths and weaknesses of OBIA, ML, and DL in 

geoscientific contexts?  

 
 

Figure 3: Publication and contribution overview, where yellow shows locally based 

computation uses in articles, blue for server-based computations. Article V is locally 

trained, but ensemble approach, therefore orange (same as in Figure 4). 

 

 

3. RQ3: Identify critical geoscientific features needed to evaluate the 

usefulness of automatic identification using DL (Figure 3, Section 1.2):  

 

I) What key features are used in existing automation systems?  

 

II) What would be useful to automate in today’s mapping? (Section 7, for 

each article) 
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The work explores server vs. locally based platforms (RQ1) exclusively in the field 

of deep learning (RQ2) for delineating various geological features that can help 

geoscientists with more efficient mapping (RQ3) (Figure 3). RQ3 suggests the 

features that might be beneficial for geoscientists to automate with the use of freely 

available data and images. The differences, ‘state of the art,’ and possible 

improvements on previous studies are described in the articles.  

 

1.2 Publications  

 

The thesis is structured as a collection of articles (Figure 4) and a summary outlining 

the performed work, theoretical background, methodology, main findings, 

conclusions, and future research developments. The final work is a result of a 

collaboration established during my Ph.D. studies at the Department of Geography, 

NTNU, with different regional actors (NTNU, NGU, NINA) and internationals (FBK 

Trento, US Berkeley). The colours used in Figure 3 correspond to those used in Figure 

2, and represent the method applied in each of the articles: blue (cloud-computing 

with GEE), yellow (locally trained ArcPy libraries and Jupyter notebook), orange 

(locally trained PyTorch ensemble approach), green (only presents data preparation 

for DL, no approach used from Figure 2) and grey is the last method explored based 

on cloud computing, however not presented in the article section (in progress, 

Section 5.1). 

 

Table 1: Publications included in the thesis, showing the topic, the methods used from 

Section 1.1, Figure 2, and the collaboration that contributed to finalizing the article. 

Article IV does not use I-IV methods but presents data preparation for Article V based 

on Articles III and IV findings.  
Topic Method 

(Figure 2) 

Collaboration 

Article I  Where are outcrops?  I NGU, NINA 

Article II Can we map wetlands? (co-author)  I NINA 

Article III Landslide detection – DL model 

comparison (global vs. local) 

II NTNU 

Article IV Landslide signatures in SAR images 

(co-author) 

- NTNU 

Article V Landslide detection globally 

trained ensemble model  

IV  FBK Trento, 

NTNU 

Article VI Can we map gullies? II NGU 
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Figure 4: The six articles included in the thesis, where colours represent methods 

applied in the articles presented in Figure 2. Green colour for Article IV means that none 

of the aforementioned methods were used in this article. 

 

Article References: 

 

Article I 

Garnerød, A. J., Bakkestuen, V., Calovi, M., Fredin, O., & Ketil, J. (2023). Where are 

the outcrops? Automatic delineation of bedrock from sediments using Deep-

Learning techniques. 18(May). 

https://doi.org/10.1016/j.acags.2023.100119https://doi.org/10.1016/j.acags.2023.1

00119 

 
Article II 

Bakkestuen, V., Venter, Z., Ganerød, A. J., & Framstad, E. (2023). Delineation of 

Wetland Areas in South Norway from Sentinel-2 Imagery and Light Detection and 

Ranging (LiDAR) Using TensorFlow, U-Net, and Google Earth Engine. Remote 

Sensing, 15(5), 1–17. https://doi.org/10.3390/rs15051203 

https://doi.org/10.1016/j.acags.2023.100119
https://doi.org/10.1016/j.acags.2023.100119
https://doi.org/10.1016/j.acags.2023.100119
https://doi.org/10.3390/rs15051203
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Article III 

Ganerød, A. J., Lindsay, E., Fredin, O., Myrvoll, T. A., Nordal, S., & Rød, J. K. (2023). 

Globally vs. Locally Trained Machine Learning Models for Landslide Detection: A 

Case Study of a Glacial Landscape. Remote Sensing, 15(4). 

https://doi.org/10.3390/rs15040895https://doi.org/10.3390/rs15040895 

 

Article IV 

Lindsay, E., Devoli, G., Reiche, J., Frauenfelder, R., Jarna Ganerød, A., Nordal, S., & 

Tokle, L.-C. (2023). Understanding Landslide Expression in SAR Backscatter Data: A 

Global Study. PrePrint. 

https://doi.org/10.20944/preprints202302.0390.v1https://doi.org/10.20944/preprin

ts202302.0390.v1 

 

Article V 

Garnerød, A. J.,Franch, G., Lindsay, E., Calovi, M. (2023). Automating global 

landslide detection with heterogeneous ensemble deep-learning classification. 

PrePrint. https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4571303 

 

Article VI 

Ganerød, A. J., van Boeckel, M., & Solberg, I.-L. (2023). Where are the ravines? A 

Case Study of Gully Landscapes in Norway Using Deep Learning. PrePrint. 

https://doi.org/10.22541/au.169230564.41279479/v2https://doi.org/10.22541/au.16

9230564.41279479/v2 

 

1.3 Contribution at Glance 

 

This thesis has contributed to the literature on the intersection of geoscience and data 

science in the following ways: 

 

• It proposes the novel idea of using cloud-computing to delineate bedrock 

from sediments and wetlands; 

 

https://doi.org/10.3390/rs15040895
https://doi.org/10.3390/rs15040895
https://doi.org/10.20944/preprints202302.0390.v1
https://doi.org/10.20944/preprints202302.0390.v1
https://doi.org/10.20944/preprints202302.0390.v1
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4571303
https://doi.org/10.22541/au.169230564.41279479/v2
https://doi.org/10.22541/au.169230564.41279479/v2
https://doi.org/10.22541/au.169230564.41279479/v2


Introduction 

 

P a g e | 9  

 

• It demonstrates that U-Net successfully delineated trivial and complex 

geospatial problems (bedrocks, wetlands, landslides, gullies); 

 

• It compares the globally pre-trained landslide model with two locally trained 

Machine and Deep Learning models; 

 

• It proposes a method for the regular monitoring of landslides based on three 

predictors exclusively using the pre-trained model; 

 

• It compares nine different segmentation models for creating a global 

ensemble pre-trained model; 

 

• It created a functioning pre-trained model for delineating gullies in the gully 

landscape; 

 

• It develops a method to map the spatial extent and condition of red-listed 

landforms in Norway and to develop monitoring systems for future 

landscape change. 

 

1.4 Outline 

 

The thesis is structured as follows: Section 2 contains the background on the topics 

covered in the publications. Section 3 presents the methods and data preparation 

parts and explains the different terms. Section 4 discusses the contributions of each 

article as a part of the thesis, and Section 5 sheds light on the conclusions, along with 

some reflections on possible future work. Section 6 presents the development and 

flow of my Ph.D. in time and space. Finally, in Section 7, the articles are presented as 

published journal articles (Article I, II, III) and three preprints (Article IV, V, VI). 
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2. Background 

 

Machine Learning (ML algorithms build mathematical models based on sample data, 

called “training data,” to make predictions. The primary advantage of ML, when 

compared to human decision-making, is in utilizing historical data. The Machine 

Learning algorithms can be trained to recognize trends and patterns. Using this 

knowledge as a foundation, the algorithm can apply the same process to present data 

to make predictions about the present or even the future. It can establish rules that 

produce desired outcomes with the assumption that the inputs come from the same 

or a very similar statistical distribution as the one the training data are drawn from 

(Daume III & Marcu, 2006; Goodfellow et al., 2020). 

 

The ML process, in the same way that humans learn (Burkov, 2019), varies, 

considering the change in prediction output when inputs are slightly changed. ML 

models mostly lack the adaptability and generalization capabilities natural to humans 

(Sinz et al., 2019). For example, a model trained on data related to bedrock or 

landslides in vegetated areas may not perform well when applied to bare land areas 

(Article I, III, V). This demonstrates a need for replicability in new, unknown areas. 

However, given the speed in technology development and trends in ML and Deep 

Learning (DL), there is a possibility for revolutionizing efficiency and high potential 

to use DL in addition to the techniques used in today’s mapping tasks for increasing 

productivity and making further high-quality data available. There is enormous 

progress in possibilities of powerful computation, many more people are applying 

DL into their studies, the field is expanding by exchanging of experiences by 

publishing new findings. The gap between data scientists and experts is getting 

narrower, because they starting to understand that the key is to collaborate and work 

together. Research and technological development continue to advance hand in 

hand. Therefore, there are opportunities to refine and improve DL algorithms and 

reduce the gap between human decision-making and machine performance. This 

research summarizes the ongoing efforts to explore the efficiency and decision-

making capabilities of DL in the geoscience community. 
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2.1 Explanation versus prediction 

(Conventional Machine Learning versus deep learning) 

 

Statisticians, over a couple of decades, have debated the scientific value of predictive 

models versus explanatory and descriptive models (Geisser, 1975; Wallis, 1980; 

Breiman, 2001; Shmueli et al., 2010; Parzen & Mukhopadhyay, 2012). Lately, this 

debate has taken on a new dimension mostly due to the emergence of ML techniques 

in the computer science community as powerful predictive methods compared to 

classical statistics-based methods. By the start of the millennium, this resulted in two 

primary cultures in data-driven analysis: (1) data modelling and (2) algorithmic 

modelling, where the common aim is to gain information from data to be better able 

to make predictions. Shmueli (2010) discusses the difference between explanatory 

and predictive modelling. He questions whether an explanatory model must have 

some predictive power to be considered scientifically useful. Data modelling is 

designed to produce the facts, whereas algorithmic modelling is a predictive 

method, which comes up with possible outcomes based on the available data. 

Therefore, most of the ML techniques use algorithmic modelling producing 

predictions.  

 

DL is a subset of ML (Figure 5). The main distinction between DL and conventional 

ML algorithms is based on the modality of the data or how many different types of 

data algorithms the model is learning from. By conventional ML algorithm, I mean 

fundamental algorithm structures that solve a given problem. DL is primarily based 

on Artificial Neural Networks (ANN), while conventional ML methods include 

algorithms and rule-based approaches based on statistics (Burkov, 2019; Tseng et al., 

2008).   
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Figure 5: Deep learning as a subset of Machine Learning and Machine Learning as a 

subset of Artificial Intelligence  

 

In conventional ML algorithms, labelled or unlabelled data has certain features, 

parameters, variables, or attributes. Labelled data are the data with meaningful 

labels or assigned classes to the raw collected data. Moreover, features or variables 

are individual properties from a data set used as input to ML models. Features are 

often represented as numerical or string columns in data sets. The number of features 

might be crucial, depending on data quantity and the utilized ML and DL algorithm 

(Figure 6).  

 

     

Figure 6: Workflow difference of using conventional ML (left) versus DL (right). 

 

Through the training process, a conventional ML algorithm learns to find patterns in 

the data based on features. On the other hand, in DL, the input data (e.g., image, text, 

video, or time series) is directly sent to ANN, where each network hierarchically 
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learns specific features about the dataset from the input data. Therefore, DL requires 

vast amounts of training data because of a higher amount of hyperparameters (Avci 

et al., 2021; Tseng et al., 2008), and extensive computing power Graphic Processor 

Units (GPUs). In fact, we only know the input and output. A hidden layer (Figure 6) is 

between the input and output layers, where artificial neurons take in a set of weighted 

inputs and produce an output such as separating apples from pers. They are 

“hidden” because the actual valid values are unknown in the training dataset. The 

more hidden are the layers between input and output, the deeper the algorithm is. 

Each neural network has at least one hidden layer, and a neural network with two or 

more hidden layers is defined as a deep neural network. These are further used to 

find a pattern that connects the input data to a specific label for a decision.  

 

2.2 Learning methods 

 

ML techniques can solve various problems based on the type of available data and 

research question (Sarker, 2021a). The main ML methods are (1) supervised, (2) 

unsupervised (semi-supervised), and (3) reinforcement learning (Table 2). 
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Table 2: Summarize Supervised Learning, Unsupervised Learning and Reinforcement 

Learning. 

Information  Supervised ML  Unsupervised ML  Reinforcement ML  

Definition  Learns by using 

labelled data  

Trained using 

unlabelled data without 

any guidance  

Works on interacting 

with the environment  

Data type  Labelled data  Unlabelled data  Not predefined data  

Problem  Regression and 

classification  

Association and 

Clustering  

Exploitation or 

Exploration  

Supervision  Extra supervision  No supervision  No supervision  

Algorithms  Linear Regression, 

SVM, KNN  

K – Means, Density-

Based Spatial Clustering  

Q – Learning 

Aim  Calculate outcomes  Explore patterns  Learn a series of action 

(trial and error)  

Application  Risk Evaluation, 

Forecast Sales  

Recommendation 

System, Anomaly 

Detection  

Self-Driving Cars, 

Gaming, Healthcare 

 

Supervised learning algorithms are used on data that consists of a set of inputs 

(independent features) and their corresponding outputs (labels). The training 

process continues until the model achieves the desired level of accuracy. This 

generally gives the potential to solve a problem but has some limitations: it is based 

on the biases in which it is supervised. That means it learns how to perform the task 

independently based on the information it has received. Additionally, supervised 

learning depends on a substantial manual effort in terms of label preparation. The 

more manual labels that are provided, the more effectively the algorithm can use the 

training data. The model's validity is assessed by evaluating the model on unused 

data (a test set). Usual methods of supervised learning algorithms include Decision 

Trees (Random Forest, Gradient Boosting algorithms), Support Vector Machines, and 

ANN, including supervised DL algorithms. Supervised learning was applied in all the 

articles (IBM Data and AI Team, 2023; Chao Liu et al., 2022; Sarker, 2021b).  

 

Unsupervised learning does not use given labels to make predictions; rather, it tries 

to “make sense” of given data. The expected outcome is not directly defined. Instead, 

the algorithm is trained to find those outcomes. The algorithm summarizes the data 
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meaningfully and then tries to solve the problem based on inferences. The 

conventional use of unsupervised learning is clustering. The unsupervised learning 

algorithms are represented using K-means, Density-Based Spatial Clustering, and DL 

algorithms (autoencoders and Generative Adversarial Networks (GANs)) 

(Goodfellow et al., 2020; Morales & Escalante, 2022).  

 

In reinforcement learning, the algorithm is trained to make specific decisions. The 

computer learns from experience and tries to identify the most useful information to 

accurately make specified decisions. There is no need for labelled input. Instead, the 

focus is on finding a balance between exploration (of uncharted territory) and 

exploitation (of current knowledge) (Botvinick et al., 2019; Kaelbling et al., 1996; 

Mousavi et al., 2018). The environment often uses a Markov Decision Process (MDP) 

because many reinforced learning algorithms use dynamic programming techniques 

(Hutter et al., 2019; Otterlo & Wiering, 2012). 

 

2.3 Challenges for Earth Observation 

 

In remote sensing, ‘data fusion’ is the typical challenge, which consists in integrating 

data from multiple sources to produce specific, comprehensive, unified data about 

an entity with the aim to solve a problem (Jia et al., 2021; Kawulok et al., 2020).  

 

A typical example would be:  

1) combining images having different resolutions (such as in Articles IV and V, which 

required data normalization); 

2) joint processing of imagery and a resolution DEM to address the surface 

topography (as in Articles II, III, IV, V, and VI); 

3) the fusion of optical and radar data (clouds, radar shadows) (as in Articles III and 

V).  

 

Challenges with data fusion that were encountered in this work are presented more 

closely in section 3.1 Data - image processing and data preparation. 
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2.4 Case studies and main objectives 

 

All six articles that make up this thesis involve an accessible DL process which is 

closely described in the Method section. However, each presents different specific 

case studies (Figure 7), which are closely described in each article. Here I highlight 

the study areas and the specific main objectives of each article:  

Figure 7: Study areas and objects of study presented in this thesis. Article I: bedrock 

(dark blue), Article II: wetlands (light blue), Article III: landslides (yellow), Article VI: 

gullies (orange); Article IV and V study 30 case studies spread globally. 

 

Article I 

 

The main objective is delineating bedrock for mapping purposes in an area (Farsund 

– Lista, Norway) characterized by bedrock and sediments. Using a Digital Elevation 

Model (DEM) and its derivatives has important implications for cost-effective 

geological mapping: fieldwork would be more efficient because it could be targeted 

towards the areas with uncertain predictions (e.g., because an area is covered by 

vegetation), and mapping could potentially be done over larger areas within the 

same resource restrictions because of more efficient mapping. We applied an 

automated approach that uses cloud computing, Deep Learning, fully convolutional 

neural networks, and a U-Net model applied in Google Collaboratory (Colab). 
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Article II 

 

The main objective is to delineate wetlands over large areas, specifically in southern 

Norway. The current wetland mapping techniques in Norway are tedious and costly, 

and remote sensing provides an opportunity for large-scale mapping. We highlight 

the potential of satellite-based wetland maps for the ecosystem, able to account for 

changes in wetlands over time, which is not feasible with traditional mapping 

methods. We implemented U-Net through Google Earth Engine (GEE) with Sentinel-

2 and LiDAR data images over southern Norway. 

 

Article III, IV, V  

 

Articles III, IV, and V have the same objective: moving towards an automated 

landslide monitoring system. Landslide detection is crucial for effective disaster 

response and hazard mapping. Traditionally, landslide inventories have been 

created manually, relying on expert visual interpretation of remote sensing imagery 

and field observation. There is much to gain from automated detection solutions, 

especially in remote areas. Article III tests a DL algorithm on the well-mapped local 

landslide area of Jølster. Article IV builds on Article III and expands to a globally 

spread case study areas. By exploring trends in the spatial and temporal signatures 

of over 1000 landslides in 30 diverse case studies, we build on our knowledge and 

understanding of the landslide expression in Synthetic-aperture radar (SAR) 

backscatter data. The knowledge was then further applied in Article V, where we 

build the robust ensemble Deep Learning model as a next step towards the 

development of an automatic landslide monitoring system at a global scale that 

combines different segmentation models (explain in Section 3.5). 

 

Article VI 

The main objective of this article is the detection of gullies in gully landscapes such 

as those found in the Romerike district and Trøndelag county, Norway. Gullies in 

marine clay are important landforms indicative of soil erosion, natural hazards, and 

high conservation value given their ability to support high plant and animal diversity. 

Gully areas are not properly mapped yet in high resolution, so DL is here tested for 
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this purpose. This research aims to develop monitoring systems for future landscape 

change.   
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3. Methods – Detection and mapping 

3.1 Data-image processing and data preparation 

 

Data compilation processes have slightly varied throughout the different articles. 

Data has been used as follows: DEM 10m (Article I), 1m, and their derivates, LiDAR 

1m (Article II, VI), Sentinel-1 (SAR) (Article III, IV, V), Sentinel-2 (Articles II, III, IV, V), 

and Landsat 8 (Article I). 

 

In Article I, a raster dataset (tiff format) delineating bedrock and sediments over the 

study area was set as ground truth data. The dataset was based on a recent quaternary 

map manually produced by NGU at a scale of 1:50.000, and published as a vector 

format (Fredin et al., 2015). The ground truth dataset was converted to a raster dataset 

and superimposed with sea and water layers (Kartverket, 2018) to exclude water 

bodies from the calculations. As a predictor, we compared two sets of data: (1) a 

cloud-free Landsat 8 composite scene (both optical and thermal bands), and (2) 

derivatives from a DEM 10m (slope, elevation, slope sum, relative relief, valley 

depth, and topographical position index). We calculated the terrain derivatives using 

QuantumGIS (a free and open-source desktop GIS) and uploaded the different layers 

into GEE for computing, while Landsat 8 was cloud-based, and directly available on 

GEE. 

 

In Article II, we selected 3 Sentinel-2 bands (B3-green, B8-near infrared, B12-red 

edge) and ten indices (such as Normalized Difference Vegetation Index (NDVI), the 

normalized burn ratio, the normalized difference red/green, the plant senescence 

reflectance index, etc.), as well as the mean canopy height model from LiDAR 

(accessed from hoydedata.no) as a substitute for tree height. All the bans and indices 

are presented and explained in Article II. Using the cloud-masked Sentinel-2 

imagery, we derived 13 bands. In Norway, LiDAR data is freely available from 

hoydedata.no (accessed 23.04.2022), and both terrain and surface models from 

LiDAR data were uploaded and processed into GEE. 
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In Article III, both bi-temporal and multi-temporal composite change images 

(Figure 8) were used. These were based either on bitemporal, i.e., one pre-event 

image and one post-event image, or multi-temporal, i.e., stacks of images used from 

pre- and post-events. Change images (multi-temporal) were prepared using 

Sentinel-1 (SAR) and Sentinel-2 data in GEE. 

 

 

Figure 8: Bi-temporal and multi-temporal approaches for creating change images. 

 

This required creating separate pre- and post-event image collections (stacks) 

filtered by date and location. In addition, the Sentinel-1 image was filtered by 

polarization (VV and VH separately) and satellite acquisition geometry (ascending 

and descending separately) (Figure 9). VV is a mode that transmits vertical waves 

and receives vertical waves to create the SAR image. VH is a mode that transmits 

vertical waves and receives horizontal waves to create the SAR image (CapellaSpace, 

n.d.). For Sentinel-1, all stack images were terrain-corrected (Vollrath et al., 2020). 

Finally, the pre-event composite images were subtracted from the post-event 

composite images to create dVV and dVH images (Figure 9). For Sentinel-2, NDVI 

(ScienceDirect, 2018; Weier & Herring, 2000) band was added to each image in the 

filtered stack. Then a ‘greenest pixel composite’ (maximum NDVI) image was 

produced using the quality mosaic tool. Finally, the pre-event composite was 

subtracted from the post-event composite to produce a differenced NDVI (dNDVI) 

image (Lindsay et al., 2022).This required creating separate pre- and post-event 

image collections (stacks) filtered by date and location. In addition, the Sentinel-1 

image was filtered by polarization (VV and VH separately) and satellite acquisition 

geometry (ascending and descending separately) (Figure 9). For Sentinel-1, all stack 

images were terrain-corrected (Vollrath et al., 2020). Finally, the pre-event 
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composite images were subtracted from the post-event composite images to create 

dVV and dVH images (Figure 9). For Sentinel-2, an NDVI (ScienceDirect, 2018; Weier 

& Herring, 2000) band was added to each image in the filtered stack. Then a ‘greenest 

pixel composite’ (maximum NDVI) image was produced using the quality mosaic 

tool. Finally, the pre-event composite was subtracted from the post-event composite 

to produce a dNDVI image (Lindsay et al., 2022). 

 

Figure 9: Conceptual model showing how Local Incidence Angle (LIA) affects the 

visibility of landslides in VV and VH polarisations (from Lindsay et al., 2022). 

 

In Article IV, data was calculated and exported from GEE with the final goal of 

creating the dataset for use in Article V. Article V create different band settings 

based on the dataset and apply them further to train a deep learning algorithm. We 

used multi-temporal composite change images exported using GEE (Gorelick et al., 

2017). The Sentinel-1 images are already available on the GEE platform as pre-

processed (calibrated and ortho-corrected) and in 10m resolution. A Machine-

Learning-based land cover classification was created for each case study using the 

ee.smile.CART algorithm (Classification and Regression Tree) in GEE (Breiman et al., 

2017) using Sentinel-2 image with minimal cloud cover from before the landslide 

event, along with the DEM and pre-event Sentinel-1 composite images. Finally, the 

following data was exported for each case study: (1) landslide polygons and (2) 

geotiff raster images, including 14 bands. These are described in detail in Article IV.  

 

In Article VI, we used terrain derivatives from a high-resolution DEM (1 m 

resolution), which comes as a derived product from LiDAR, accessible at Kartverket 
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(Kartverket, 2016, 2021). The terrain derivatives comprise Slope, Topographic 

Positioning Index (TPI), and Terrain roughness stacked into one composite band.  

 

3.2 Computation platform and method 

 

Altogether, in all six presented articles in the scope of this thesis, we compared two 

different computational platforms: (1) local and (2) server-based (Figure 2). Each of 

them has its pros and cons. In this section, are presented some of the benefits of each 

application using Deep Learning in geoscientific mapping and is up to each specific 

task to make decision which fits best.  

 

When choosing the computation method (server vs. a local device), capability, 

computation cost, complexity, and model size are important factors to take into 

consideration. The remote server-based computation needs to send, store, and 

process data on the remote server. The model uses the server for training and then 

sends the output back. Network connection and delays are important factors during 

this process. Implementing the operations, visualizing, downloading, and also the 

costs are important considerations. However, a remote server is generally faster than 

a local device since it can process more data in a shorter time (Ghasemi et al., 2022). 

GPUs have high memory and the ability to conduct numerous parallel computations. 

Therefore, GPU became a widely accepted method for training DL models (Shaikh, 

2019), and for this, GPU quality can significantly affect the performance of any DL 

models. In contrast, using a powerful local device to implement DL computations is 

more convenient and flexible. Potentially, it requires lighter algorithms to be 

executed effectively or just a longer computational time (Pandey et al., 2022). 

Altogether, this thesis applied DL techniques in four different computational 

platforms, shown in Figure 2. Two are server-based (Articles I and II), and three are 

locally based platforms (Articles III, V, and VI). Article IV calculated and processed 

datasets using GEE (server) and exported for the use locally in Article V. 
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3.2.1 Cloud computing using Jupyter Notebook and GEE (Article I & II) 

 

Google Earth Engine (GEE) is a commonly used server-based platform that allows to 

analyse remote sensing data and to provide high-performance computing resources 

for processing large geospatial datasets online, without the needs of downloading 

and processing the imagery locally (H. Li et al., 2019). The GEE platform provides a 

user-friendly and cloud-base processing environment of free and available data, 

able to use the power of thousands of computers located in the Google data centres 

around the world (Prasai et al., 2021; Tamiminia et al., 2020). We used GEE and 

Google Colaboratory (Google Colab) to store, customize, and export the ground 

truth data for cloud-based DL modelling. Google Colab allowed us to write and 

execute Python code through the browser connected to GEE. 

 

3.2.2 ArcPy libraries using Jupyter Notebook and ArcGIS Pro (Article III & VI) 

 

We used Jupyter Notebook with the ArcPy libraries (Tobergte & Curtis, 2013) in 

combination with ArcGIS Pro functionalities using the Geoprocessing and the Image 

Analyst extensions (‘Export Training Data for Deep Learning’) for preparing the 

training dataset (ArcGIS Pro, 2022). This approach was applied using a local platform 

with CUDA Graphics Processing Units (GPU) NVIDIA GeForce RTX 3080 Ti 12GB. The 

entire model was trained in Jupyter Notebook, and the final trained model was saved 

as a 'Deep Learning Package' (.dlpk format), the standard format used to deploy DL 

models on the ArcGIS Pro platform. The developed pre-trained model (ESRI, 2023; 

Han et al., 2021) can be applied for further implementation in different untouched 

areas using the ‘Classify Pixels using Deep Learning’ package (Article VI).  

 

3.2.3 PyTorch coding and ensembled model (Article V)  

 

In Article V, PyTorch, nine different segmentation models (Section 3.5) and five 

different loss functions have been used. Specifically, BCE, Dice, Focal, Jaccard, and 

Lovasz Loss, as these are known to be popular loss functions for semantic 

segmentation (Jadon, 2020). The loss function is the function that computes the 

distance between the current output of the algorithm and the expected output and 
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evaluate it. The choice relied on the models provided by the open-source library 

segmentation models PyTorch (SMP - https://smp.readthedocs.io/), which 

implements nine different segmentation models (many of which have shown state-of-

the-art results when presented). We evaluated four different settings of ensemble 

learning to calculate the performance of an ensemble model based on 10, 20 and 40 

best single performing models on validation data. This approach was applied using 

a local platform with a powerful GPU: Nvidia RTX 4090 GPU (24GB VRAM). The 

models are trained on a global case study, and results show that the developed 

framework can be applied to pre-trained models on untouched hazardous areas.  

3.2.4 Cloud computing using JulyterHub  

(work in progress - Article VII, Section 5.1) 

 

JupyterHub is a server-based approach that enables multiple users to collaborate by 

providing an individual Jupyter Notebook server for each user. Once a cluster is 

created, JupyterHub is installed and configured and can be accessed from a browser. 

JupyterLab has support for real-time collaboration, where multiple users are working 

with the same Jupyter server and can see each other’s edits, which makes it a great 

tool for collaboration (JupyterHub - Sphinx, 2023; Oracle, 2023). 

 

3.3 Pixel- versus object-based image analysis (OBIA) 

 

Pixel-based detection is performed with pixels both as input and output. This method 

requires parametric tuning and precise geometrical correction to be applied to large 

areas (Sameen & Pradhan, 2019). The pixel values are often binary, labelled as 

absence (0) or presence (1) by the experts (as used in Articles I, II, III, V). The 

labelled pixels, and their corresponding signatures from bands of input images, are 

used to train the algorithms. Afterward, the classification uses metrics derived from 

the confusion matrix to evaluate the models' performance (as in Articles I, III, V, VI).  

 

On the other hand, object-based methods within the framework of Object-Based 

Image Analysis (OBIA) include two major steps: (1) image segmentation and (2) 

classification of the emerged segments. OBIA offers extra features to distinguish 

https://smp.readthedocs.io/
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decided features from other objects (Belgiu & Drǎguţ, 2014; Jarna et al., 2019; L. 

Wang et al., 2018). Optimization of segmentation parameters is needed (Myint et al., 

2011), and therefore the degree of automation can be lower compared to the pixel-

based methods (Sameen & Pradhan, 2019). The OBIA was assessed in the early stage 

of this Ph.D. thesis and evaluated as not suitable for mapping features in this work. 

 

3.4 What is Deep learning? 

 

Deep Learning (DL) is a subbranch of Machine Learning (ML) and Artificial 

Intelligence (AI) and is considered to be, together with robotics, 3D printing, and 

quantum computing, a core technology of today’s Fourth Industrial Revolution (4IR or 

Industry 4.0) (Sarker, 2021a; Schwab, 2016; Zuo et al., 2021). We tested the 

applicability of DL (RQ2) to geoscience mapping in all the articles presented in this 

Ph.D. thesis. 

 

Neural Networks (NNs), as a backbone of DL algorithms, were introduced in the 

1980s. The number of node layers, or depth, is what sets apart a single NN from a DL 

algorithm. A NN that consists of more than three layers—which would be inclusive of 

the inputs and the output—can be considered to be a DL algorithm (IBM Data and AI 

Team, 2023). However, even though they were successfully used already in 1980s for 

many applications, the research on NN decreased until 2006 because of a lack of 

technology development (Hardesty, 2017; Standford, 2023). In 2006, the concept 

“Deep Learning” was introduced by Hinton, Osindero, and Teh (2006) and related to 

the concept of Artificial Neural Networks (ANN). When properly trained, the DL 

networks proved to produce successful results in various classification and 

regression challenges (Alzubaidi et al., 2021; Sarker, 2021b). 

 

Therefore, DL technology is considered a hot topic in Machine Learning, Artificial 

Intelligence, data science, and analytics, for its learning capabilities from the given 

input data (ground truth). The performance comparison between DL and 

conventional ML algorithms is illustrated in Figure 10. Deep learning increases its 

performance with the increase of the amount of data. Therefore, DL is useful when 

dealing with a large amount of data (. Even though the availability of spatial data in 
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Norway is very high, DL techniques at the beginning of my journey in 2020 were not 

properly explored within the topics and the scope of this thesis, and most of the work 

in this thesis focus on DL applications.  

 

Figure 10: An illustration of the performance comparison between Deep Learning (DL) 

and other Machine Learning (ML) algorithms. DL modelling from large amounts of 

data can increase the performance, from (Sarker, 2021b). 

 

DL methods can be categorized into three groups, which by order of complexity are: 

(1) image classification, (2) object detection, and (3) semantic segmentation (Figure 

11).  

 

Figure 11: Shows DL methods as follows: (a) image classification, (b) object detection, 

and (c) semantic segmentation. 

 

The main goal in image classification is, for each pixel, to determine the value of the 

label (presence or absence). This is done accordingly to specific rules and results in 

groups of pixels that have similar label values. In object detection, we aim to identify 

objects in an image with the help of bounding boxes (Ghasemi et al., 2022; Tan et al., 

2021; Zaidi et al., 2022). Image semantic segmentation is trying to accurately 

determine the exact boundary of the objects in the image (Rzhanov et al., 2012). In 

semantic segmentation, each pixel in an image is assigned to a certain class, which 

can be considered a classification problem per pixel (Mary et al., 2020). 
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3.5 Segmentation models  

 

Image segmentation aims at dividing an image into multiple parts, or regions, that 

belong to the same class. This task is based on specific criteria, such as colour, 

texture, and mean spectral value, weighted by their size and shape (Laio & Torino, 

2011). Image segmentation can also be called pixel-level classification (X. Liu et al., 

2019). Semantic Segmentation Models are a class of methods that address 

semantically segmenting (explained in 3.4, Figure 11c) an image into different object 

classes. The semantic segmentation model list is long and continuously updated 

(PapersWithCode, 2023). In all Articles, we used the U-Net model for semantic 

segmentation. However, in the globally trained model for landslide detection (Article 

V), we compared all the models listed in Table 3. The image segmentation algorithms 

based on DL models have achieved impressive performance in various image 

segmentation tasks.  

 

Minaee et al. (2022) divide DL network architectures into the following categories: 

 

1) Fully convolutional networks 

2) Convolutional models with graphical models 

3) Encoder-decoder-based models 

4) Multiscale and pyramid network-based models 

5) R-CNN-based models (for instance, segmentation) 

6) Dilated convolutional models and DeepLab family 

7) Recurrent neural network-based models 

8) Attention-based models 

9) Generative models and adversarial training 

10) Convolutional models with active contour models 
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Table 3: Segmentation models used for the fully convolutional neural network (FCNN). 

Segmentation 

Models 

Meaning Categories  (Minaee 

et al., 2022) 

Specialty Source 

U-Net U shape encoder-decoder (3) works with fewer 

training images  

(Ronneberger et 

al., 2015) 

U-Net++ U shape 

++ 

nested encoder-

decoder (3)  

more complex 

decoder 

 

(Zhou et al., 

2018) 

MA-Net Multi-

scale 

Attention 

Net 

Multiscale and 

Pyramid Network-

Based Model (4) 

Two blocks: 

position-wise and 

multi-scale fusion 

attention block 

(Fan et al., 2020) 

Linknet LinkNet encoder-decoder (3) uses sum for 

fusing decoder 

blocks 

(Chaurasia & 

Culurciello, 

2018) 

FPN Feature 

Pyramid 

Network 

Multiscale and 

Pyramid Network-

Based Model (4) 

without the need 

to compute image 

pyramids 

- suitable for 

small objects 

(Li et al., 2019) 

PSP-Net Pyramid 

Scene 

Parsing 

Network 

Multiscale and 

Pyramid Network-

Based Model (4) 

not suitable for 

small objects-

based context 

aggregation. 

(Zhao et al., 

2017) 

PAN Pyramid 

Attention 

Network 

The Regional CNN (R-

CNN) (5) 

data-to-text 

generation 

(Jiang et al., 

2020) 

DeepLabV3 DeepLab 

version 3 

Dilated Convolutional 

Model (6) 

uses dilated 

convolutions 

(Chen, 

Papandreou, et 

al., 2018) 

DeepLabV3+ DeepLab 

version 

3+ 

Dilated Convolutional 

Model (6)  

adds simple yet 

effective decoder 

module 

(Chen, Zhu, et 

al., 2018) 
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3.6 Ensemble learning 

 

Ensembling is the process of combining multiple learning algorithms to obtain their 

combined performance, improve the overall output and obtain a robust and reliable 

model to make predictions. When combining several models, we often observe one 

reliable, more robust model (Yang et al., 2022) (same as Articles V, VI). As shown in 

Figure 12, models are stacked together to improve their performance and get one 

final prediction.  

 

  

Figure 12: Shows that raw data is given as input or ground truth to the ensemble model, 

and then the training is done to get the final prediction. 

 

The ensemble concept has existed forever, in the sense that most cultures have 

expressions for the ‘wisdom of the crowd’ (Wu & Levinson, 2021). Ensemble models 

have been applied in many disciplines and applications (Caté et al., 2017; Merghadi 

et al., 2020; Shrestha et al., 2022). However, most studies still rely on a single well-

performing model. The performances of different segmentation models (Section 3.5) 

are usually presented to show variety in predictions connected to different features 

when using various single models. Still, DL models individually proved competent in 

most applications (Articles I, II, III). Additionally, there is always the possibility to use 

a group of DL models to perform the same task as an ensembling approach to 

increase their performance (Article V, VI). 
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3.7 Evaluation assessment 

 

The resulting predictions in all Articles were evaluated quantitatively by comparing 

pixels of the sampled ground throughout the data. We calculated metrics of 

precision, recall and F1-score, accuracy, and Matthews Correlation Coefficient 

(MCC) to evaluate the performance of the models. Precision is a measure of how 

many of the positive predictions are made correctly (true positives) (Table 4). At the 

same time, recall measures how many positive cases were correctly predicted over 

all the positive cases in the data. F1-Score is a measure that combines both precision 

and recall. A satisfactory F1 score means that there are few false positives and few 

false negatives. An F1 score is solid when having a value close to 1. Accuracy 

presents the number of correct predictions divided by the total number of 

predictions. A high accuracy is the result of overfitting. Overfitting means that the 

training data size is too small and lacks enough samples to represent all possible 

input data values accurately. Therefore, MCC scores were calculated (Table 5) in 

some cases (Article I, III). The MCC score is considered the most appropriate metric 

for comparing results, which produces a high score only if the prediction shows good 

results in all four confusion matrix categories true positive (TP), false positive (FP), 

false negative (FN), and true negative (TN) values (Chicco and Jurman, 2020). 

 

Table 4. Explained values of true positive (TP), false positive (FP), false negative (FN), 

and true negative (TN) values.  

Prediction Actual 

value 

Type Explanation 

1 1 True Positive (TP) Predicted Positive and was Positive 

0 0 True Negative (TN) Predicted Negative and was Negative 

1 0 False Positive (FP) Predicted Positive but was Negative 

0 1 False Negative (FN) Predicted Negative but was Positive 
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Table 5. The evaluated performance metrics precision, recall, F1-score, accuracy, and 

Matthew's correlation coefficient (MCC) were used in different combinations to assess 

evaluation.  

Metric Formula 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-score 2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

Accuracy (TP + TN)

(TP + TN + FP + FN)
 

MCC 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁

(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
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4. Discussion - Main findings  

 

This thesis is organized as a compilation of six articles that are either already 

published (Articles I, II, and III) or have been submitted (Articles, IV, V and VI) 

(Figure 4). In this chapter, I present a more thorough discussion regarding how the 

articles have contributed developing the literature of the use of Machine Learning in 

geoscience (Section 1.3).  

 

4.1 Where are the outcrops? 

 

Article I investigate the possibilities of using the Deep Learning (DL) cloud based 

and Fully Convolutional Neural Network (FCNN) model to efficiently and 

automatically identify bedrock from sediments to produce outcrop maps. The 

proposed framework uses a U-Net architecture and cloud-computing DL predictive 

algorithms. Moreover, the open code and cloud computation makes our framework 

accessible to anyone who wants to test the algorithm's predictions using their data 

from their study areas using cloud functions. Our DL approach proved to differentiate 

bedrock from sediments much more quickly than manual mapping and with high 

precision measured by an F1 score between 77% and 84% for DEM terrain 

derivatives. We also confirmed that using vegetated Landsat 8 data alone was 

insufficient for predictions on variable terrain (despite its proven utility in exposed 

mountainous areas from other studies). However, a combination of terrain derivates, 

Landsat 8, or optical datasets was not tested. We concluded that we could generate 

high-value predictions based on a DEM and its derivatives with a 10m resolution. 

Using DEM and its derivatives has essential implications for cost-effective geological 

mapping. Fieldwork would be more efficient because it could be targeted toward the 

areas where the predictions are uncertain, and mapping could potentially be done 

over larger areas within the same restricted resources. While this study did explore 

some of the limitations in applying such methods to all kinds of Norwegian contexts 

(such as bedrock variety and elevation differences). We successfully applied the pre-

trained model to areas similar to the Farsund study area (coastal bedrock). Further 
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research is necessary to address these issues in expanding the study to different 

regions with different topography.   

 

4.2 Can we map wetlands? 

 

Article II contains a valuable mapping prediction over wetland areas in southern 

Norway. The classification of ecosystems and land cover classes based on satellite 

and repeated airborne remote sensing imagery offers some significant advantages 

over in situ and manual reference mapping: (1) it covers large areas and multiple 

years consistently and comparably; (2) it is scalable, to some extent (can extrapolate 

over time and space); (3) it is continually updateable and therefore allows for 

ongoing monitoring and surveillance (however, LiDAR data need to be continuously 

updated and therefore updates must not rely on this source); (4) it performs better 

than existing approaches for reference data that are validated by regional unused for 

training ground truth data. Whether the DL approach we proposed provides better 

and more effective classification results must be explored in future studies. A focus 

on change detection using the proposed methods, able to account for changes in 

wetland extents over time, would be particularly interesting and critical for effective 

wetland conservation in the future. 

 

4.3 Landslides – model comparison (global vs. local) 

 

Article III documents the performance of five different Machine Learning models, 

including three globally and two locally trained models, using various input data 

combinations, on the Jølster case study. The prediction results of the best performing 

globally (Prakash CNN) and locally (U-net CNN) trained models are shown in Figure 

13.  



Discussion 

 

P a g e | 37  

 

     

Figure 13: Best predictions of the globally trained models (top) and locally trained 

models (bottom). 
 

Both the locally trained models, using multi-temporal image composites as input 

data, significantly outperformed the globally trained models, with the best Matthews 

Correlation Coefficient (MCC) (Section 3.7) score of 89%, achieved using the U-net 

CNN DL model, with a combination of Sentinel-1 and -2 images as input. Therefore, 

results indicated great potential for using a DL based model to improve landslide 

inventories in Norway, using multi-temporal image composites from Sentinel-1 and -

2 as input data. However, this study did not address some major limitations as for 

example, applying such methods in different Norwegian conditions, such as snow 

cover, seasonal variations, and possible false positives from non-landslide-induced 

vegetation loss. To address these issues, further research is necessary in order to 

expand the study to a regional level.  We recommend developing landslide detection 

models for mapping and inventory purposes, using Sentinel-1 and -2 as input data, 
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while for rapid detection in disaster response, Sentinel-1 can be used along with DL 

based detection models.  

 

4.4 Landslide signatures in SAR images 

 

In order to understand the reason for the discrepancy, or lack of similarity, in 

landslides signatures (Mondini et al., 2021), a systematic global investigation of a 

diverse selection of 30 case studies was performed. We used Sentinel-1 multi-

temporal composite change images presented in Article IV. Out of the 30 cases 

investigated, 26 (86%) were identified as visible or partially visible. It was possible 

to identify repeating patterns between different cases with similar characteristics of 

morphology and land cover, by compiling the images from many cases. The main 

findings contribute to an improved understanding of how landslides appear in SAR 

backscatter intensity images. In addition, the scripts to produce the change images 

can rapidly produce change images for new areas after new Sentinel-1 images are 

available online within the Google Earth Engine catalogue. The globally spread 

dataset was a pre-study to understand landslides footprints better and is further 

applied in Article V, where we compared globally trained DL models and created 

an ensemble model of the best-performing single models. 

 

4.5 Landslides globally trained ensemble model 

 

Article V has the overarching objective to mitigate landslide hazards and by that 

minimize risks to society, by implementing different segmentation models with 

different parameters.  Here we applied nine segmentation models with five different 

loss functions (Section 3.2.3), and two different learning rates on four different 

settings based on various combinations of Sentinel-1 and Setting-2 data. Our study 

explored the potential and performance of ensemble learning on globally trained DL 

models.  

 

The combined use of Sentinel-1 and Sentinel-2 bands emerged as the most effective 

configuration. Results, performed by using only two bands based on Sentinel-2 data 
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only, show promising application of this model for developing a continuous landslide 

monitoring system. The outcomes also emphasize the significance of ensemble size, 

with an optimal range of 10 to 20 models providing the best compromise between 

calculated scores and computational efficiency. 

 

The integration of various data sources, and the identification of context-specific 

applicability, presets the potential for innovative geohazard management strategies. 

By embracing the complexities of ensemble size, our research contributes to the 

ongoing efforts of enhancing disaster preparedness and minimize the impact of 

landslides on society.  

 

4.6 Where are Ravines in Gully Landscape? 

 

Article VI uses the same methodology proposed in Article III, combining the U-net 

model, Jupyter Notebook, and ArcPy library. This study further explored the 

possibilities of the ArcGIS Pro platform and its DL extension. It bases on a well-

working pre-trained model able to delineate gullies in gully areas. Two different 

settings, in combination with different terrain derivates based on 1m resolution DEM, 

were performed after testing different input combinations. For the areas mapped 

previously, as for the future – yet unexplored areas, the combination of composite 

bands based on only three terrains derivates (Slope, Roughness, and Topological 

Position Index) is the most suitable. The ensemble process is based on the 

compilation of four predictions for the same area, synthesized into a single final map 

of gullies. The results are promising; the final produced map has a high visual 

predictive accuracy compared to the individual predictions. This could be a simple 

and efficient method to automatically delineate gullies when producing large-scale 

geological maps with similar geological settings. This study shows that the post-

processing of combined prediction models significantly increased the applicability 

of DL models in geomorphological mapping routines. If necessary, adjustments in 

mapping routines in postprocessing and production of geological mapping could be 

established in future work. 
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5. Conclusion 

 

This thesis explores the application of Deep Learning techniques in the field of 

geoscience. However, rapid changes bring new promising trends in this area, such 

as federated or collaborated learning, Generative Adversarial Networks (GAN), 

Explainable Artificial Intelligence, reinforcement learning, and transfer learning. 

However, the scope of this thesis and the main objective are to enhance efficiency in 

future mapping, by exploring simple and accessible uses of Deep Learning methods 

for the geoscientific community to apply in their regular tasks, without the necessity 

of extensive data science familiarity. Through comprehensive research and analyses, 

several key findings and contributions have led to the following conclusions: 

 

First, the potential of DL in geoscience is demonstrated, showing its ability to support 

traditional manual approaches and offering new insights into complex geological 

mapping. The integration of DL algorithms has shown promising results in addressing 

classical mapping problems and understanding of geological hazards, such as 

landslides.  

 

Second, it has been recognized that for geologists without expertise in data science, 

applying the results of DL research to their daily work can be challenging. The need 

for accessible tools, workflows, and guidelines tailored specifically for non-experts 

in data science has been emphasized, and some of these tools have been developed 

during my Ph.D. and presented in this work. By addressing this gap and providing 

user-friendly solutions, geoscientists can apply the power of DL to turn their daily 

tasks more efficient and impactful.  

 

Third, Articles V and VI suggest that the improved results are obtained using 

ensemble models, which can be seen as an evolution in my research over the last 

three years.  

 

Furthermore, the limitations of DL have been acknowledged, particularly in terms of 

replicability and reproducibility to new and unknown areas (specifically with 
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different types of terrain and vegetation). While DL models may not fully replicate 

human learning and adaptability, ongoing advancements in technology and trends 

in ML and DL, as mentioned above, offer opportunities for further improvements and 

refinement.  

 

Looking ahead, the future of DL in geoscience appears promising. Continued 

research and efforts lead to the development of robust DL algorithms that integrate 

knowledge coming from multiple fields and try to overcome limitations. One of the 

well-known limitations is the need for enough good-quality data. The time used for 

data preparation is beneficial. Therefore, collecting, cleaning, and augmenting data 

are necessary. Another limitation can be linked to computational resources; this 

challenge can be overcome by optimizing the model and by using cloud-based 

platforms that provide affordable solutions for Deep Learning, as we illustrated in this 

thesis. Having reduced as much as possible many of the challenges that DL poses to 

the non-expert, this thesis shows how it is possible to enable geoscientists in applying 

the potential of DL in their daily work, ultimately enhancing everyone’s 

understanding of geological processes. DL can improve hazard assessment and 

support new mapping strategies by applying the new techniques in everyday 

mapping tasks, as well as in postprocessing and production of geological mapping.  

In conclusion, this thesis contributes to the broader understanding and application of 

DL in geoscience. I aim to highlight its potential to revolutionize efficiency and 

different angles on decision-making processes together with exploring different 

methods (cloud-computing, powerful GPU stationary computers). The main hope of 

this work is to join the forces of powerful technology, computational power, and 

expert-based knowledge, not to replace experts’ abilities; on the contrary, 

researchers should bring their knowledge to the table, to develop models that can 

contribute to making geoscientists' days easier through automated pattern 

recognition. By allowing geoscientists to apply its results to their daily work, thereby 

bridging the gap between expert data science knowledge and geoscience expertise, 

this research aims to make significant strides in contributing to a more sustainable 

future for expert-based decisions.  

 

Overall, the findings of this dissertation underscore the importance of continued 

exploration and integration of DL techniques in geoscience, emphasizing the need 
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for interdisciplinary collaboration between data scientists and geologists to drive 

innovation and maximize the potential of DL for the benefit of the geoscience 

community. 

 

Further directions 

 

This thesis shows the technical aspects and presents different platforms of Deep 

Learning models. The main aim is to assess the applicability of Deep Learning models 

in combination with geoscientific datasets, in order to make procedures as simple as 

possible for non-data scientists. DL presents many possibilities, and geoscience is 

finally starting to utilize them. However, there is still a lot of unknown and unexplored, 

and there are many suggestions on how Deep Learning could help in many aspects 

of geoscientific questions. However, the direction that I did not have time to explore 

is how this work can influence the work of geoscientists in the future. By working on 

this topic, I realized how helpful these tools can be in future mapping and solving 

geoscientific problems. However, the applicability and actual use of the models 

remains a big question. There is a possible need for change in the mindset. Mapping 

processes can benefit by using the potential for effective use of these tools. Further 

studies should address the applicability and actual use of the employed models. 

Questions like, what needs to be done to change the mapping habits of geoscientists? 

and how can we be more open to the computational power of Deep Learning models? 

remain open.  

 

The thesis revealed some possible answers and solutions and opens possibilities for 

future collaboration. One of the still ongoing collaborations is with UC Berkeley. We 

are currently working on the development of a model for delineating lineaments 

(Article VII). This project has been awarded a grant (Peder Sæther grant) for the next 

two years, strengthen even more the collaboration between the Department of 

Geography at NTNU, and the Department of Astronomy and Statistics at UC Berkeley.  

 

Article I supported the idea of creating a solution of bedrock delineation for the entire 

Norway at scale of 1:50.000 and testing chosen areas for higher quality at 1:10.000. 
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There is a future potential use of high-quality predictions in the fieldwork where 

bedrock is hidden under the vegetation. Also, the results of Article I led to a 

collaboration with the Centre for Exploration and Targeting School of Earth Sciences, 

University of Western Australia. This joint study aims to develop lithological 

classification guided by geophysical datasets with a multiple-point statistics 

algorithm. The expected predictions resulting from this project can be used as 

additional application areas in order to assess the method's performance.  

 

Thanks to the ideas, conceptualized in Articles III and IV, we were reached out to by 

The Norwegian Water Resources and Energy Directorate (NVE) to apply DL methods 

to map out the landslides caused by the Hans extreme weather event (7.-9.8.2023 in 

Norway). 

 

The finalization of Article V revealed a clear need for further work with a global 

dataset for developing a monitoring system using only Sentinel-1 predictor layers. 

We need to create a larger dataset with more study areas in order to prove that the 

ensemble model works efficiently when separating the dataset into herbaceous and 

forested areas. The next step is to develop a continuous monitoring system using 

Sentinel-2 predictors. 
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Epilogue 

 

As this thesis journey concludes, it is evident that the exploration of Machine Learning 

techniques within geoscience has opened up new ideas about understanding and 

potential. The collaborative efforts and interdisciplinary approach that connect this 

research have shed light on the pathways of data-driven methodologies in exploring 

geological challenges.  

 

The epilogue of this thesis serves as a reflection on the journey by tracing the 

evolution from the ideas to the summary of findings. Integrating Deep Learning 

methods and their application in geoscience has revealed the promise of improved 

performance and innovative views to the field.  

 

However, it is equally important to acknowledge the limitations that remind us of the 

need for continuous research and development of ML and DL models within 

geoscience. The crossroads between data science and geoscience draw the fictional 

bridge between experts in data science and geoscientists. It is crucial to recognize 

that the compilation of this thesis is not the end of a journey but a milestone that marks 

the transition from academic exploration to broader landscape applications. The 

developed tools serve as viewpoints guiding geologists and researchers toward a 

future where the integration of ML techniques facilitates more efficient and impactful 

work.  

 

In closing, the epilogue invites all those who read this thesis to join in the ongoing 

progress. As technology evolves and new horizons emerge, the journey to fully 

benefit from the use of Machine Learning in geoscience is closer than we can 

imagine. This thesis is a tiny puzzle in the scientific progress, threading dedication, 

collaboration, and belief that interdisciplinarity in Machine Learning and geoscience 

holds the power to see the unseen and shape the bright future of informed decisions 

and enhanced understanding. 
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A B S T R A C T   

The delineating of bedrock from sediment is one of the most important phases in the fundamental process of 
regional bedrock identification and mapping, and it is usually manually performed using high-resolution optical 
remote-sensing images or Light Detection and Ranging (LiDAR) data. This task, although straightforward, is time 
consuming and requires extensive and specialized labor. We contribute to this line of research by proposing an 
automated approach that uses cloud computing, deep learning, fully convolutional neural networks, and a U-Net 
model applied in Google Collaboratory (Colab). Specifically, we tested this method on a site in southwestern 
Norway using both a set of explanatory variables generated from a 10 m resolution digital elevation model 
(DEM) and, for comparison, cloud-based Landsat 8 data. Results show an automatic delineation performance 
measured by an F1 score between 77% and 84% for DEM terrain derivatives against a manually-mapped ground 
truth. Overall, our automated bedrock identification model reveals very promising results within its constraints.   

1. Introduction 

Bedrock exposure identification provides crucial geological and 
geotechnical information which is used in infrastructure project plan-
ning, hazard mapping, and other research fields within Earth Science 
(Nordgulen, 2020). The first geological map of England and Wales, 
dated 1815, is one of the first examples of geological maps created 
through manual mapping. Since then, the mapping process has not un-
dergone significant change; in general, the mapping geologist becomes 
familiar with the field area of interest, performs field work to observe 
and describe the area, and then analyzes and processes collected data 
and observations by manually digitizing, or drawing, the different 
geological features (Lisle et al., 2011). 

Even though Geographic Information Systems (GIS) have made the 
digitization, storage, and aggregation of different datasets relatively 
easy, geological mapping is still a time-consuming and subjective 
(operator or mapper-dependent) practice. Therefore, there is significant 
untapped potential in using automated machine- and deep learning 
techniques to make geological mapping more efficient (Caté et al., 2017; 
Karpatne et al., 2019; Sircar et al., 2021; Xiong et al., 2018). 

Computer-based methods are rapidly emerging as powerful, efficient, 
and viable tools to analyze, extract, and synthesize large data sets (Chen 
and Lin, 2014; Dargan et al., 2020; Zhu et al., 2017). These methods can 
thus reduce costly and time-consuming manual labor, both in the 
preparation for geological fieldwork and afterwards during the post data 
interpretation and digitalization phase. The group of machine-learning 
algorithms called “deep learning”, a subfield of artificial intelligence, 
is rapidly becoming essential in geosciences (Zhang et al., 2016). Deep 
learning techniques are indeed largely used to classify or predict pat-
terns in large datasets (Abiodun et al., 2018; Alavi et al., 2016; Baraniuk 
et al., 2020; Sarker, 2021; Zhou et al., 2019) Deep learning algorithms 
can process and deliver predictions with much less human effort and 
often yield very good performance with the use of multi-dimensional 
data. It has the potential to become a widely used method that in-
creases the efficiency of future mapping of large areas in combination 
with expert revision of predictions (Donahue et al., 2017; Sengupta 
et al., 2020; Shelhamer et al., 2017). Previous studies on automated 
classification in geology focus mostly on digital soil mapping (Drǎguţ 
et al., 2006; Grinand et al., 2008; Kerry and Oliver, 2011; MacMillan 
et al., 2004). However, this literature does not consider any automatic 
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delineation and identification of bedrock from sediment. These studies 
rather show the use of high-quality landcover data or multi-scale 
neighborhood geometry, combined with different terrain derivatives 
(e.g., slope) (Behrens et al., 2018; Drǎgut et al., 2011). Bedrock is usu-
ally characterized by a distinct rough and fractured terrain surface. It is 
therefore easy to detect from visual representations of high-resolution 
Digital Terrain Models (DTM) (e.g., hillshade). Although automatic 
classification using deep learning seems promising, there is a lack of 
stringent tests using this method. Indeed, the majority of the existing 
publications either still employ manual mapping or use statistics-based 
machine learning. Among the available publications, for example, is a 
study that uses image classification based on a Random Forest classifier 
on legacy land use data, using 43 different layers as predictors (such as 
various terrain derivatives, NDVI, ASTER and Landsat 7) (Scarpone 
et al., 2017). Milodowski et al. (2015) tried to identify areas of rock 
exposure from high resolution LiDAR data by using SVM classification, 
based on short-wavelength topographic roughness, by studying the local 
variability of surface normal vectors in Sierra Nevada, California 
(Milodowski et al., 2015). Harris et al. developed a supervised classifi-
cation using an algorithm known as the Robust Classification Method (), 
and applied it to a variety of remotely sensed data, including Landsat 7, 
Landsat 8, Spot 5, Aster imagery and airborne magnetic data, producing 
predictions of bedrock lithology and Quaternary cover in Victoria Is-
land, Canada (Harris et al., 2012, 2014), and also shows the use of two 
satellite-derived data layers (Landsat, ASTER) in a Random Forest 
model, over British Columbia (Canada). 

While multiple studies, including those above and many others, have 
used supervised classification and various classifiers with many pre-
dictors, most pertain only to soil and sediment mapping, and only very 
few have tried to explore automatic delineation of bedrock outcrops. 
DiBiase et al. (2012) for example, identified rock exposures from 
LiDAR-derived slope measurements with the use of high-resolution 
panoramic photographs. However, the main goal of their study is not 
to automatically delineate bedrock from soil, but to define bedrock in 
steep hillslopes in order to check hillslope response to tectonic forcing, 
using slope maps generated from 1m LiDAR DEM. We believe that given 
the absence of deep learning techniques used for automated bedrock 
identification in the pertinent literature, this study proposes a novel and 
interesting model that will be of use in many areas of geological 
research. 

Our study tests whether it is possible to automatically differentiate 
bedrock from sediments, with high precision, using U-Net architecture, 
Fully Convolutional Neural Networks (FCNN), Google Earth Engine 
(GEE) cloud computation, and Google Colab. The selected study area is 
on the coast in southern Norway, where both sediments and bedrock are 
well represented. Although geologists use Landsat 8 images in many 
mapping contexts, it is seldom used for soil and bedrock mapping. 
Previous studies (Harris et al., 2014; Scarpone et al., 2017) have claimed 
that satellite images can be used to improve bedrock delineation, and 
our study therefore seeks to add to the literature on this hypothesis. We 
expect a low-efficiency prediction when based only on Landsat 8 images 
as many of the outcrops in our study area are covered by vegetation. We 
therefore test the same ground truth data against two separate pre-
dictors: freely available cloud-based Landsat 8 images (USGS, 2021a), 
and seven terrain derivatives from a 10 m resolution DEM. Although a 
higher-resolution DEM is freely available for Norway (1 m ground 
sampling distance), as well as LiDAR data, this is not the case for all 
countries. We therefore decided to use a 10 m resolution DEM, to test the 
applicability and reproducibility of our model over other study areas in 
countries with scarcer data availability. Furthermore, we evaluated 
whether the resulting predictions vary according to different properties 
in the training data, such as distribution, amount, size, sampling design, 
and weighing the sampling intensity according to the percentage of 
bedrock in randomly created training rectangles by calculating preci-
sion, recall, F1-score and Matthew’s correlation coefficient (MCC) 
scores. The goals of this study were twofold: first, to show whether deep 

learning can be used for delineating bedrock automatically to improve 
future geological mapping and second, to identify the ideal training 
model, by testing the effect on the automatic delineation performance of 
using Landsat 8 data exclusively versus additional terrain derivatives, 
and by testing the use of different settings of randomized training 
rectangles. 

2. Study area 

The study area encompasses the Farsund-Lista area in the most 
southern part of Norway (Fig. 1). This area is characterized by jointed 
and fractured Meso-to-Neoproterozoic granites and gneisses (Falkum, 
1982). Quaternary sediments are generally restricted to valleys and 
troughs where glacial till, glaciofluvial outwash, and peat are found 
(Fredin et al., 2015). Bare bedrock outcrops dominate higher-lying areas 
with minimal sediment and organic (peat) cover. It is assumed that 
Quaternary glaciations have scoured the landscape to a large extent, 
possibly because of the proximity to the highly erosive Norwegian 
channel ice stream during the late stages of the last glaciation (Sejrup 
et al., 2003). The landscape is characterized by Quaternary fjords and 
valleys which cut into bedrock weakness zones. The mostly bare bedrock 
is characterized by small-to-medium topographic relief (0–500 msl) and 
is dissected by brittle fault structures and lineaments (Fig. 1). An 
exception to this pattern is the southwestern part of the Lista peninsula, 
which is covered by thick (i.e., several tens of meters of) drumlinized 
glacial till and marine sediments. The area was manually mapped during 
the years of 2012–2015 using high-quality LiDAR data (1 m ground 
sampling distance) and orthophotos, in combination with extensive field 
observations. The resulting 1:50 000 map clearly separates bedrock from 
sediments (Fredin et al., 2015). Consequently, we consider the area 
suitable for a study on whether this labor-intensive mapping can be done 
using automated methods, or more specifically, whether deep learning 
methods can be used to differ between bedrock and sediments with high 
levels of accuracy. Additionally, the area shows sufficient variation to 
provide both less-than-ideal and very good data, which is desirable both 
to challenge the model and to test the reliability of Landsat 8 data in 
such a zone. The size of this study area is about 307 km2 counting only 
land area. 

3. Methods – data and computing 

3.1. Data input 

3.1.1. Data and sampling design for generating training and evaluating 
dataset 

A raster dataset (tiff format) that delineates bedrock and sediments 
over the study area was set as ground truth data. It was based on a recent 
quaternary map manually produced by the Geological Survey of Norway 
(NGU) at a scale of 1:50 000 (Fredin et al., 2015). This is the most precise 
manmade and published map of the area depicting bare rock and gives 
us an opportunity to predict bedrock at the same scale (i.e., 1:50 000). 
On the map, sediments are classified according to genesis. Two of the 
classes on the map cover 53% of the study area (shown in Fig. 2) and 
were chosen as reference data for training and validation of our model: 
“bare rock” and “thin organic soil on bedrock”. The “bare rock” sediment 
class consists of exposed bedrock with minimal cover, although a small 
amount of vegetation and organic remains may be present in some cases. 
The bare rock signature, with visible bedrock slabs, joints, and fractures, 
is readily visible in LiDAR data and in the field. The “thin organic soil on 
bedrock” sediment class consists of bare bedrock with 10–30 cm of 
organic cover (plant remains), but no other sediments. Bare bedrock and 
thin organic soil on bedrock have very similar signatures and cannot be 
distinguished from each other using elevation model derivatives. How-
ever, when using aerial photographs or other optical remote sensing 
data, the “thin organic soil on bedrock” class has a signature resembling 
that of other vegetation-covered sediments, but that is beyond the scope 
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of this study. For all practical purposes, bare bedrock and thin organic 
soil on bedrock can be considered as similar categories, and because the 
main attempt here was performed using the elevation model for auto-
mated classification, the two categories “bare bedrock” and “thin 
organic soil on bedrock” were merged. The ground truth dataset was 
converted to a raster dataset and superimposed with sea and water 
layers (Kartverket, 2018) to exclude water bodies from the calculations. 
For further calculations, the quaternary map was reclassified and given 
the value 1 (presence) for the bedrock/bare rock and 0 (absence) for 
sediments. 

Fig. 2 shows two sets of rectangles: 10 evaluating rectangles in red 
and 10 training rectangles in blue. Training rectangles defined the areas 
used by the algorithm to learn how to differentiate between bedrock and 
sediments. Evaluating rectangles are used by the algorithm to check that 
features meet the conditions defined in the learning stage, to improve 
the quality. We generated the rectangles using a python script ensuring 
random location, random size (within a predetermined range), and some 
additional limiting conditions outlined below, to see how different 
sampling approaches influenced the prediction results. In addition, the 
rectangles had a common restricting condition, wherein they should all 
be entirely within the boundaries of the study area. The settings were as 
follows:  

1) 10 training and 10 evaluating rectangles (within a range of 1.5–4 
km2) randomly spread across the study area;  

2) 10 training and 10 evaluating rectangles (within a range of 1.5–4 
km2) randomly spread across the study area where the rectangles 
contain a minimum of 70% bedrock and do not intersect fjords;  

3) 15 smaller training and 15 smaller evaluating rectangles (within a 
range of 0.3–0.8 km2) randomly spread over the study area;  

4) 15 smaller training and 15 smaller evaluating rectangles (within a 
range of 0.3–0.8 km2) randomly spread across the study area where 
the rectangles contain a minimum of 70% bedrock and do not 
intersect fjords. 

For each of these four settings, we repeated the process five times to 
create five different cases (such as depicted in Fig. 2), to be able to 
observe any patterns and to compare variation in the determined setting. 
As illustrated in Fig. 3, this sample design resulted in twenty cases drawn 
from the 4 settings. 

Rectangles of different sizes were used in an attempt to increase the 
automated randomization of the data. The advantage to this method lies 
in its ability to show more reliably how well the predictions perform, 
both in higher terrain and on the coast/in areas of little-to-no bedrock. 
We also wanted to determine if using more rectangles increased the 
quality of the results, and if using smaller rectangles was in fact suffi-
cient. A further goal was to determine whether rectangles with little-to- 
no bedrock data would be less useful to the machine learning than those 
in >70% bedrock areas. 

3.1.2. Predictors - terrain derivatives from DEM and Landsat 8 
We compared two sets of predictors: (1) a cloud-free Landsat 8 

composite scene and (2) derivatives from a DEM. Our first predictor was 
a three-month cloud-free composite cloud-based Landsat 8 dataset 
providing seasonal coverage of the global landmass (Catalog, 2021; 
NASA, 2022). We used both optical and thermal bands in our approach: 
(a) optical bands with 30 m resolution, B1 (Coastal aerosol), B2 (Blue), 
B3 (Green), B4 (Red), B5 (Near Infrared), B6 (SWIR 1), and B7 (SWIR 2) 
and (b) thermal bands with 100 m resolution, B10 (Thermal Infrared 1) 
and B11 (Thermal Infrared 2) (USGS, 2021b). The 100 m resolution 
bands were resampled to 30 m. We tested the relevance and usefulness 
of this predictor in our area on its own, to test the applicability of our 
model using easily accessible cloud-based satellite data. Our second 
predictor, the DEM and its derivatives, had a resolution (grid size) of 10 
× 10 m and an accuracy of ± 2–3 m standard deviation in height 
(Kartverket, 2013). We calculated the terrain derivatives shown in 
Table 1 using QGIS (a free and open-source desktop GIS) and uploaded 
the set of layers to the Google Earth Engine (GEE) for computing. Seven 
different terrain derivatives were created based on the 10 m DEM 

Fig. 1. Bare bedrock and different sediment types superposed on a hillshade in the investigated area (image closely corresponds with study area). Large amounts of 
sediments (till, glaciofluvial) were deposited during the last glaciation. Marine, slope, aeolian deposits and peat were formed in post-glacial time (around the last 
12–14 ka). 
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(Table 1). We tested these separately, but the best results were achieved 
when using a combination of all of them. All training and evaluating 
rectangles, and both sets of predictors, were uploaded, and stored in the 
cloud for further analysis and modeling. 

3.2. Method – cloud computing (sampling, training, prediction, and 
visualization) 

As mentioned, we chose to use a method relatively new in geology, a 
type of machine learning and artificial intelligence called deep learning. 
In contrast to traditional supervised classification in machine learning 
which can use training points as ground truth, in our case, deep learning 
uses image patches (for example, 128 × 128 pixels) as its training basis. 
Each image patch must contain predictor layers (Fig. 3) and a ground 
truth layer (bedrock) which shows how the deep learning algorithm 
should sort each pixel into two classes: presence (bedrock) or absence 
(sediment). Here, we provide a complete field design for collecting data, 
where samples for training were produced (section 3.2.2), and finally 
how predictions were generated (section 3.2.3). The deep learning al-
gorithm itself (U-Net) is written in Python in Google Colab and the 
model is trained in the computing cloud (section 3.2.3). 

3.2.1. Cloud computing and Google Earth Engine (GEE) 
Recently, GEE is commonly used in various research communities 

(Arruda et al., 2021; Liang et al., 2020; Shaharum et al., 2020). Its ability 

to analyze remote sensing data and to provide high-performance 
computing resources for processing large geospatial datasets online, 
without downloading and processing the imagery locally, makes it easy 
to access and use for everybody (Li et al., 2019). The GEE platform 
provides a user-friendly environment and cloud-based processing of free 
and available data using the power of thousands of computers located in 
Google data centers. We used GEE as well as Colab to store, customize, 
and export the ground truth data for cloud-based deep learning 
modeling. Colab allowed us to write and execute Python code through 
the browser connected to GEE. Deep learning is an important element of 
data science, which includes statistics and predictive modeling and 
consists of three steps: training, prediction, and visualization, as illus-
trated in Fig. 4. 

3.2.2. Sampling - training and evaluating 
A general recommendation is to use, on average, at least 1000 

samples per class when training a deep learning algorithm (Theophano, 
2019). In our case, we trained the model to predict one class only, that is, 
bedrock. What was not predicted as bedrock was marked as undefined 
but contained mostly sediments. Therefore, to obtain a reliable and 
representative number of samples with which to train and evaluate our 
model, the algorithm was directed to create a total of 2000 sample image 
patches of bedrock (where bedrock was present) of 128 × 128-pixels for 
every training and evaluating rectangle in each test. All image patches 
contained one layer with the feature to be predicted (i.e., bedrock) 

Fig. 2. Bare rock (and thin organic soil on bedrock) ground truth dataset based on a 1:50 000 quaternary map (Fredin et al., 2015) with training (blue) and 
evaluating (red) rectangles superposed. Example of 1 case (Setting 1). (For interpretation of the references to colour in this figure legend, the reader is referred to the 
Web version of this article.) 
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stacked upon all the other layers in the predictor stack (i.e., the stack 
with DEM derivatives or the Landsat 8 stack). It resulted in a total of 20 
000 samples for settings (1) and (2) and resulting in 30 000 samples for 
settings (3) and (4) (Fig. 3). The image patches from each rectangle were 
merged into a single export file and stored in Google Cloud Storage as 
TFRecord files, which contained patches of pixel values in each record. 

3.2.3. Training the model, prediction, and visualization 
The chosen model is a scaled-down version of a deep learning ar-

chitecture called U-Net with Keras implementation. Keras is open-source 
software that provides a python interface for artificial neural networks 
and for the TensorFlow 2 library1 (Huang and Le, 2021). U-Net is a 
convolutional network architecture with a unique U-shaped 

architecture. The network is based on a fully convolutional neural 
network (Shelhamer et al., 2017). The input image was propagated 
through the entire path of the U-Net architecture, resulting in a classified 
map (Educative Answers Team, n.d.). The goal of a semantic segmen-
tation is to label each pixel of the ground truth image with the class that 
represents a specific object (Bihani et al., 2022; Du et al., 2021; Zhuang 
et al., 2019). U-Net has proven to be very powerful in scenarios with 
limited data, having no restrictions regarding ground truth image size 
(Isensee et al., 2021; Yadav, 2017; Zou et al., 2021; Zunair and Hamza, 
n.d.). Our model was trained with 15 epochs to reach a stable output 
performance and to avoid overfitting (Brownlee, 2022). An epoch in 
machine learning is one complete pass of the training dataset through 
the algorithm and can be compared to a “for-loop” common in pro-
gramming. After 15 iterations, our model was trained and was applied to 
the whole study area (Brownlee, 2022). 

3.2.4. Performance evaluation 
The resulting predictions were evaluated quantitatively, as follows. 

The bedrock vector layer (ground truth) was converted to a binary raster 
to compare it with the automated bedrock predictions. In order to 
evaluate the performance of the proposed model and to compare the 
outcome predictions, based on different parameters and different pre-
dictors (Landsat 8 vs. DEM derived terrain derivatives), a map of 
confusion matrix values was created, showing true positive (TP), false 
positive (FP), false negative (FN) and true negative (TN) values. From 
these, the performance metrics precision, recall, F1-score, accuracy, and 
Matthew’s correlation coefficient (MCC) scores were calculated 
(Table 2). The MCC score is considered to be the most appropriate metric 
for comparing the results which produces a high score only if the pre-
diction obtained good results in all of the four confusion matrix cate-
gories (TP,FP,FN,TN) (Chicco and Jurman, 2020). For a binary model, 
the MCC gave a score between 0 and 1; with 0 indicating a model with 
no correlation (random predictions) and 1 indicating a perfect correla-
tion (all correct predictions). 

Fig. 3. Sampling strategy: four different settings were applied to produce five sets (cases) each of training and evaluating rectangles, combined with one of two 
predictors, creating 2000 image patches of bedrock for further calculation from each rectangle where possible (see 3.2.2 for more details on image patches). 

Table 1 
Terrain derivatives used for digital bedrock extraction; Relative relief in 12-pixel 
neighborhood; TPI3 and TPI9 (Topographic position index in 3- and 9-pixel 
neighborhoods).  

Variable/terrain 
derivative 

Definition 

Slope angle of inclination to the horizontal plane 
Elevation elevation above the sea (geodetic datum) 
Slope_sum sum of slope values in the 12-pixel neighborhood 
Relative relief relative difference in elevation between a 

morphological feature and the features surrounding it 
Valley depth difference between the elevation and an interpolated 

ridge level 
TPI3 (Topographic 

position index) 
difference between a central pixel and the mean of its 
surrounding cells by 3 pixels 

TPI9 difference between a central pixel and the mean of its 
surrounding cells by 9 pixels  

1 TensorFlow 2 is a free and open-source software library developed partic-
ularly for the training of ML algorithms. 
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4. Results 

The performance of the U-Net model applied in a cloud-based envi-
ronment is presented in this section. First, we aimed to evaluate whether 
the inclusion of additional parameters, such as the definition of a min-
imal amount of bedrock in both training and evaluating areas (Setting 1 
and 3), influenced the resulting prediction. We can clearly see that there 
are only minimal differences when applying this parameter. The statis-
tics presented in Table 3 show the performances when applying different 
settings. When comparing the size and amount of training and evalu-
ating rectangles (Settings 1 and 2 vs. Settings 3 and 4), we can observe 
lower performances for both Landsat 8 and DEM predictors when the 
size of the rectangles is decreased, and the number increased (Table 3). 
Setting 1 for Landsat 8 shows an MCC value of 40%, while Setting 2 
shows an MCC value of 27%. When using smaller rectangles, the MCC 
scores only 19% for Setting 3 and 21% for Setting 4. Different 

performances are also clear when looking at the statistics for DEM de-
rivatives that show MCC score differences between Setting 1 and 2 of 74 
vs 71%, while for Setting 3 and 4 MCC scores are equal to 63 and 68% 
respectfully. 

All the 20 predictions (see Fig. 3) using Landsat 8 images showed low 
accuracy performance. Fig. 5 depicts one of the most representative 20 
cases and shows the geographical distribution of the false positive and 
false negative errors. True positive results are shown in green, false 
positive in red and false negatives in blue. The black boxes highlight the 
areas of the poorest predictive performance, namely large parts of the 
coastal areas, and the area around the airport. These areas have been in 
fact erroneously predicted as bedrock. The low predictive performances 
of Landsat 8 are confirmed also by the F1 score values presented in 
Table 3. Setting 4 and 5 show values around 20%. 

Contrary to the poor prediction performances obtained by using 
Landsat 8 data, when using the same ground truth data in combination 
with the terrain derivatives, a spatial match with higher statistical 
values is obtained (see Table 3). In these cases, when different param-
eters have been introduced, the variance in the predictions is not sta-
tistically significant. Both visually and statistically the predictions 
performed similarly for all four settings. For this reason, we decided to 
show only the prediction result with the best result from each setting 
(Table 3), and the confusion map of the best result (based on evaluating 
and training accuracy values) among the 20 predictions (see Fig. 6). The 
errors in all the predictions consist mostly of false positives, represented 
by the red patches in Fig. 6. The accuracy assessment of the predictions 
is performed by comparing our prediction results with ground truth, as 
shown in Tables 3 and in Fig. 6. 

5. Discussion 

This study has presented an automated approach for delineating 
bedrock from sediments as an alternative to traditional methods, based 
on the application of freely available cloud computing, and deep 
learning techniques (Fully Convolutional Neural Networks) using a U- 
Net model applied in Google Collaboratory (Colab). Our approach is 
novel in three ways. First, we tested the potential of cloud computing 
and using the Google Earth Engine (GEE) interface on bedrock. Second, 
we compared the performance of freely available cloud-based Landsat 8 
images versus a set of explanatory variables generated from terrain 
parameters uploaded to the cloud. Third, we applied a deep learning 
approach and U-Net architecture for delineating bedrock outcrops, using 
sediment maps as ground truth data (Fredin et al., 2015). 

When using an automatic method to train a new model, there will 
always be slight variations in the results when compared to a traditional 
manual approach on the exact same ground truth, because of the inner 

Fig. 4. Workflow applied in GEE: (1) sampling, (2) training and evaluating, (3) training the model, resulting in metrics on accuracy, (4) prediction, and (5) 
visualization in GEE. 

Table 2 
Equations for performance evaluation metrics from confusion matrix 
values.  

Metric Formula 

Precision TP
TP + FP 

Recall TP
TP + FN 

F1-score 2TP
2TP + FP + FN 

Accuracy (TP + TN)

(TP + TN + FP + FN)

MCC TP × TN − FP × FN
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

Table 3 
Performance metrics for bedrock detection using four sampling strategies (set-
tings) for Landsat 8 (L8) and DEM terrain derivatives as predictors, showing F1- 
score, MCC, accuracy, prediction, and recall. The Matthews correlation coeffi-
cient (MCC) shows the most reliable statistical rate. It produces a high score only 
if the prediction obtained good results in all of the four confusion matrix cate-
gories (true positives, false negatives, true negatives, and false positives) (Chicco 
and Jurman, 2020).   

Setting 1 Setting 2 Setting 3 Setting 4 

L8 DEM L8 DEM L8 DEM L8 DEM 

F1-score 0,6 0,84 0,39 0,83 0,2 0,81 0,22 0,77 
MCC 0,4 0,74 0,27 0,71 0,19 0,68 0,21 0,63 
accuracy 0,73 0,87 0,67 0,85 0,67 0,85 0,67 0,83 
precision 0,64 0,81 0,71 0,76 0,72 0,81 0,76 0,82 
recall 0,56 0,88 0,26 0,9 0,12 0,81 0,13 0,72  
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nature of deep learning procedures (Swedberg, 2016). It is a well-known 
characteristic that deep learning techniques introduce errors differen-
tiating each new prediction from the previous one, when new training 
samples are introduced to the algorithm. All the prediction outputs are 
evaluated for the accuracy of the model’s performance and guide the 
choice of ideal predictors. We tested, both visually and statistically, how 
changing and combining various settings for training and evaluating 
rectangles increases the quality of the predictions. 

Our results show that there are only small variations in model pre-
dictions when using training rectangles of varying sizes, and with more 
or less bedrock composition, and that by using the 10 m DEM together 
with terrain derivatives we obtain excellent and robust mapping results 
when tested against the manually mapped validation dataset. We were 
expecting that ideal cases would possibly produce more reliable pre-
dictions. However, we observed that no additional parameters were 
required to increase the quality of the final prediction, but rather that 
the model creates enough well-defined samples from the available data 
when mapping bedrock areas in all settings. Final mapping results were 
not, however, satisfactory when using the Landsat 8 dataset alone in 
such variable terrain, despite Landsat 8 showing good potential for 
application in exposed, mountainous areas in other studies. (DiBiase 
et al., 2012; Milodowski et al., 2015). Scarpone et al. (2017) claimed 
that using high-resolution satellite images, such as Landsat 8, could 
improve predictions for isolating exposed bedrock from other sediment. 
We believe the difference in success may relate to two factors; first, the 
method used in Scarpone et al. (2017) is based on a random forest model 
while we are using a deep learning approach, and second, our study area 
is a coastal area with vegetated peaks and small elevation differences, 
while Scarpone et al. (2017) tested a machine-learning approach with 
apparently greater success in the southern part of British Colombia 
where the elevation difference is much greater (up to 2300 m), with 
jagged peaks and ridges dominating the landscape. We conclude then 

that Landsat 8 is not suitable on its own as a predictor in our type of 
landscape with a lot of forest, but we assume that satellite images in 
combination with terrain derivatives can improve prediction results in 
various areas, including those with more mountains. 

Although cloud computing with the use of GEE is time consuming 
because of data preparation and training, the resources needed are small 
compared to those needed for traditional geological mapping of 
bedrock. The predictions of our study, supported by ground truth, found 
clear evidence for the possibility to automatically delineate bedrock 
from sediments for more efficient future production of geological maps. 
Our model creates predictions with a high success rate (precision up to 
82% and recall up to 88% as shown in Table 3). The positive predictions 
therefore exceed the negatives and the limitations of computer-based 
techniques. These predictions give geologists a good foundation map 
of an area, which allows efficient planning of where field work is 
necessary to map areas of uncertainty, instead of mapping entire areas. 
This makes it possible to efficiently map larger areas within the same 
time frame. 

The ground truth dataset we used is a complete map of sediments at a 
scale of 1:50 000. To automate the classification of bedrock, the reso-
lution of the ground truth data determines to what extent it is possible to 
create maps of higher quality, as it is not possible to create predictions 
with a higher resolution than that provided by the ground truth data. 
While higher resolution sediment maps would be ideal, because current 
geological maps are produced at this scale, it is very helpful for geolo-
gists to have predictions adapted to exactly this scale for improving the 
quality and resolution of the mapping of the entire country. For the 
future publication, we have tested our model, as a pre-trained model, 
over other areas of Norway characterized by very similar geophysical 
conditions and have obtained solid and promising outputs. However, 
these preliminary tests have found that our model has some difficulties, 
in its current state, over inland areas with very different terrain, and 

Fig. 5. Landsat 8-based prediction: The map shows the spatial distribution of the modelled prediction of bedrock areas in comparison with the ground truth bedrock 
areas from the geological map (Setting 1, case 4 with 99% training match and 86% evaluating) visualized as true positive (green), false positive (red), false negative 
(blue) and true negative (grey) over the entire study area (left) and with the inset areas (right). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the Web version of this article.) 
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further training on different ground truth data would be advantageous 
to increase the applicability of the model. 

The computational requirements for training the samples and 
running the model with the use of deep learning techniques are not in 
the capacities of every computer. Our aim is to make the delineation of 
bedrock available for anybody, we therefore applied and tested the 
feasibility of using exclusively cloud-based solutions (GEE, Google 
Storage and Colab). Colab provides relatively cheap computing re-
sources and a user-friendly interface (Almeida et al., 2021; Liang et al., 
2020; Prasai et al., 2021). It is known that training time for deep 
learning algorithms takes many hours or even months (Gupta et al., 
2015; Miranda and Von Zuben, 2015). However, with the use of cloud 
solutions and GPUs provided by GEE, all the procedures can be done in a 
reasonably efficient way that is available to everyone. GEE also provides 
support such as the cloud availability of the large datasets and the 
storage needed for the calculations, samples and predictions. This pro-
cess was functional, but we found that deep learning with the usage of 
cloud computing has some limitations. Calculations being able to run 
continuously and the ability to create and export predictions for larger 
areas would be an interesting improvement. Also, the overall usage 
limits, timeout periods, and GPU types vary over time and Google does 
not guarantee unlimited usage of GEE, Google Storage and Colab 
(Google, 2021). The user is therefore limited by the abilities and re-
strictions of these resources. This may have influenced the final pre-
dictions in this study and will be an important consideration in future 
such studies. 

6. Conclusions 

Development in computing, deep learning algorithms and increased 
availability of high-quality and free data have the potential to automate 
many mapping problems in Earth sciences. Although Fully 

Convolutional Neural Networks (FCNN) have recently been used in 
various fields, such asautonomous driving (Aladem and Rawashdeh, 
2021) and medical-image processing (Tajbakhsh et al., 2016), its 
application in geology for delineating bedrock from sediments has not 
yet been investigated thoroughly. The aim of our study was to investi-
gate if the deep learning FCNN model could potentially be a simple and 
efficient method to automatically separate bedrock from sediments for 
the production of geological maps. The proposed framework is based on 
a U-Net architecture and cloud-computing deep learning predictive al-
gorithms. Moreover, the open code and cloud-computation makes our 
framework accessible for anyone who wants to test the predictions of the 
algorithm with the use of their own data over their areas of study. 

Our deep learning approach proved to differentiate bedrock from 
sediments much more quickly than manual mapping and with good 
precision. We observed that variable parameters to produce training and 
evaluating data have little influence on the quality of the final predic-
tion, although Landsat 8 data alone was insufficient for predictions on 
variable terrain (despite its proven utility in exposed mountainous 
areas). We can however create high-value predictions based on a DEM 
and its derivatives with 10 m resolution. Using DEM and its derivatives 
has important implications for cost-effective geological mapping: field-
work would be more efficient because it could be targeted towards the 
areas with uncertain predictions (e. g. those with abundant sediment 
cover), and mapping can potentially be done over larger areas within the 
same resource restrictions. It is also possible that operator or mapper 
bias might be reduced through the use of deep learning mapping. 

Code availability section 

The source code is available for download here: https://github. 
com/alexandra-jarna/EarthEngine/blob/9ea0d173ad32f1ab007b7a 
5c1ac61b33a51f9ea0/u-net_bedrock_sediment_calassification.ipynb 

Fig. 6. Spatial distribution of the DEM terrain derivatives-based prediction. The map shows the modelled prediction of bedrock areas in comparison with the ground 
truth bedrock areas from the geological map (Setting 1, case 5 with 97% training match and 83% evaluating) visualized as true positive (green), false positive (red), 
false negative (blue) and true negative (grey) over the entire study area (left) and with the inset areas (right). (For interpretation of the references to colour in this 
figure legend, the reader is referred to the Web version of this article.) 
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Program language 

Python 

Software required 

Google Earth Engine, Google Colab, data preparation (ArcGIS Pro/ 
QGIS). 
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Abstract: Wetlands are important habitats for biodiversity and provide ecosystem services such
as climate mitigation and carbon storage. The current wetland mapping techniques in Norway
are tedious and costly, and remote sensing provides an opportunity for large-scale mapping and
ecosystem accounting. We aimed to implement a deep learning approach to mapping wetlands with
Sentinel-2 and LiDAR data over southern Norway. Our U-Net model, implemented through Google
Earth Engine and TensorFlow, produced a wetland map with a balanced accuracy rate of 90.9%
when validated against an independent ground-truth sample. This represents an improvement upon
manually digitized land cover maps in Norway, which achieved accuracy rates of 46.8% (1:50,000
map) and 42.4% (1:5000 map). Using our map, we estimated a total wetland coverage area of 12.7%
in southern Norway, which is double the previous benchmark estimates (5.6%). We followed an
iterative model training and evaluation approach, which revealed that increasing the quantity and
coverage of labeled wetlands greatly increases the model performance. We highlight the potential
of satellite-based wetland maps for the ecosystem accounting of changes in wetland extents over
time—something that is not feasible with traditional mapping methods.

Keywords: remote sensing; neural network; deep learning; land cover; wetland; machine learning

1. Introduction

Wetlands are ecosystems that are permanently or periodically saturated or inundated
with water and include habitats in the transition between terrestrial and freshwater or
marine ecosystems. They offer a wide range of ecosystem services, including water purifica-
tion, flood control and carbon sequestration [1,2]. Wetlands hold the highest density of soil
carbon among terrestrial ecosystem types [3]. This makes them efficient and cost-effective
nature-based solutions to climate change, as they sequester atmospheric carbon and are
important in the long-term storage of carbon [4]. Despite this, wetlands are constantly
under pressure from human activities [5–7], and wetland habitat losses due to land-use
change often lead to decreases in local biodiversity and altered hydrological cycles, which
result in carbon emissions.

It has been estimated that about 9% of the mainland of Norway is covered by open
wetlands [8]. Open peatlands, which include open bogs and fens, are the wetland types
with the highest coverage rate in Norway (approximately 8% of land cover; [8]. However,
the coverage of wetlands over Norway remains uncertain, as different data sources yield
different estimates (e.g., 3.8% in 1:5000 maps [9] vs. 6.0% in 1:50,000 [10] and vs. 5.3% in
official statistics [11]. This is partly because previous mapping efforts have been based
on manual in situ mapping procedures, which require substantial financial investment
and adopt differing definitions of wetland habitats. There are, however, several concerns
regarding these map layers, including: (1) the landcover classification system suitable
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for topographic mapping at a scale of 1:50,000 is coarse; (2) small polygons are kept or
removed selectively for cartographic reasons; (3) the main method for the 1:50,000 layer is
aerial photo interpretation without field validation; and (4) the 1:5000 layer is not mapped
in mountainous areas, where many wetlands are excluded from national estimates [8].
Furthermore, employing fieldworkers to digitize habitat types introduces a sampler bias,
which makes the resulting map vulnerable to spatial and temporal inconsistencies [12–15]
Mapping instructions and methods can also change over time, making it difficult to discern
whether changes in wetland cover are real or merely an artifact of changes in mapping
methodology. Apart from the mostly single-timepoint aerial coverage estimates, there
is little active monitoring and surveillance of wetland conditions or changes over time.
However, the active monitoring and annual or biennial mapping of wetlands will become
important given the revised management plan for the restoration of wetlands in 2021 [16].

Due to the importance of wetlands for ecosystem services, and the threats of an-
thropogenic disturbance, monitoring and mapping wetlands is important to aid in their
conservation. The remote sensing of wetlands has seen increased attention in recent years,
with many large-scale studies illustrating the ability to map wetlands from satellite images
using machine learning techniques [17,18]. The current wetland mapping techniques in
Norway are tedious and costly, but satellite and airborne remote sensing methods including
optical sensing, radar sensors, and LiDAR provide an opportunity for large-scale map-
ping and ecosystem accounting. So far, Norway has not supplemented in situ wetland
inventories and mapping with remote sensing data and machine learning classification
workflows, which stands in contrast to countries such as Canada [19]. Perhaps the most
important thing to note is that Norway until recently has lacked access to high-quality
ground truths, which are necessary for training, calibrating, and validating satellite-based
wetland maps [20].

Few studies have applied deep learning models to wetland classification [17], and to
the best of our knowledge only [21] has done so using a fusion of Sentinel-1 and Sentinel-2
data. In a meta-analysis of more than 200 publications, [22] found that the median accuracy
for classifying land use and land cover using deep learning models was 91%, and that there
was no other tree- or kernel-based classifier that achieved a median accuracy over 90%.
Therefore, although less sophisticated models are more efficient in terms of the training
data requirement and inference speeds, deep learning models ultimately achieve higher
accuracies for land cover classification.

In the literature review by [18], which also included the data base from [17], we found
very few examples on the deep learning classification of wetlands by use of Sentinel-1 or
-2. One exemption was [21], who used deep learning for land use and land cover (LULC)
classification based on U-Net based on Sentinel-1 and -2. Another exemption was also [23],
who used deep U-Net convolutional networks and Sentinel-2 imagery for coastal wetland
classification. By comparing deep learning and shallow learning for large-scale wetland
classification in Alberta, Canada, [24] found that the accuracy of the convoluted neural
networks (CNN) product was about 80%. [24] also concluded that CNNs may be better
able to capture natural complexities within wetland classes. In this study, we explored
the potential of using deep learning to map wetlands at a regional scale using U-Net
convolutional networks and cloud computation on Sentinel-2 and LiDAR data.

To distinguish wetlands from other land use and land cover types (LULC), another type
of deep learning method called semantic segmentation is needed. In the process of semantic
segmentation, the purpose is to delineate areas with the desired content, in our approach
wetlands, from all other unwanted information (i.e., the other LULC classes). This type of deep
learning with semantic segmentation often requires the manual digitization of wetlands as
polygons, preferably as a wall-to-wall approach in limited areas where training and validation
image patches can be cut out and made available for a deep learning training process.

Deep learning has recently been proposed as one of the most promising methods
for classifying LULC classes from remote sensed imagery [25]. It has been argued that
deep learning can also solve more difficult classification issues such as wetland delin-
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eation [26]. Despite the potential for deep learning models, the most common machine
learning framework used to generate wetland maps has been decision trees (e.g., Random
Forest), followed by support vector machines (SVM) [17]. However, the type of machine
learning model adopted has so far had no discernible effect on map accuracy [18].

To meet the demand for wall-to-wall, frequently updatable wetland maps in southern
Norway, and to further the international state of wetland remote sensing, our aim was to
generate a deep learning-based map of wetlands in Norway using Sentinel-2 imagery and
LiDAR data. The integration between Google Earth Engine (GEE) [27] and TensorFlow
in the cloud made it possible to apply and train a U-Net model on Sentinel-2 imagery
and LiDAR. In this paper, we describe a pipeline on how to classify a land cover type
(wetland) using Google Colab [28], TensorFlow, and GEE. Further, we discuss the accuracy
and potential of this approach related to other methods.

2. Methods
2.1. Study Area

The study area included the mainland of southern Norway, from 58 to 63◦N and from
5 to 13◦E, from sea level to 2469 m (Figure 1). It spanned a wide range of environmental
gradients relevant to wetland biogeography, including temperature and precipitation
regime, solar radiation, geology, and topography gradients [29,30].

Norway is located on the western border of the Baltic Shield, dominated by Precam-
brian rocks and the Caledonian Mountains with sedimentary, metamorphic bedrock [31]. In
July, the average temperatures vary from 17 °C around the Oslo Fjord to 0 ◦C in the highest
peaks of the Jotunheimen Mountain area (Norwegian Meteorological Institute 2023). The
monthly average temperatures for January range from −15 °C in Jotunheimen to +3 ◦C
in the outer coastal areas in the south and west. The outer and central areas on the west
coast receive the most precipitation, with more than 2000 mm in several areas; however,
the interior parts east of the central mountain range receive as little as 200 to 400 mm of
annual average rainfall.

In Norway, there are estimated to be approximately 20,500 square kilometers of
wetland, i.e., about 5.3% of the total land area [11]. Other major land cover types are
open land areas, which includes mountains (38%), forests (37%), fresh water (5%), and
agricultural land (3%) [32]. The variation in the mire peatland types in Norway is high
and unique, even in a global context [29]. The habitat classification system Nature in
Norway 2.2.0 [33] (NiN, in English EcoSyst) includes 13 main habitat types for the wet-
land ecosystem. These are open fen (V1), bog (V3), mire and swamp forest (V2), tidal
and alluvial swamp forest (V8), wet snowbed and snowbed spring (V4 and V5), spring
(V6), arctic permafrost wetland (V7), semi-natural fen (V9) and semi-natural wet meadow
(V10), peat quarry (V11), drained mire (V12), and artificial wetlands (V13) (see details in
https://www.artsdatabanken.no/Pages/172028/Vaatmarkssystemer, in Norwegian) (ac-
cessed on 5 January 2023). In our study, we did not include the mire and swamp forest
classes (classes V2 and V8). Open peatlands, which constitute bogs and fens, are the
most common wetland types in Norway (accounting for approximately 95% of open
wetland cover; [8].

In the rectangles shown in Figure 1, there is wall-to-wall digitization of wetland
polygons as ground-truth data. Some red and blue rectangles are smaller than others,
mainly because they have a higher density and amount of wetland polygons, meaning
a lot more effort was needed to map wall-to-wall in these areas. The green rectangles
are generally smaller than the red and blue and were created to improve the first deep
learning model.

https://www.artsdatabanken.no/Pages/172028/Vaatmarkssystemer
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Figure 1. Study area and rectangles for collection of image patches for evaluation (red), original
training set (blue), and additional training set (green). The study area is shown in the North-European
map in the lower right corner.

2.2. Preparation of the Predictor Stack

The regional classification of wetlands from Sentinel satellite imagery using deep
learning requires access to a large-capacity platform and infrastructure for storing and
analyzing large amounts of data. TensorFlow is a software library based on open-source
machine learning developed by Google. Pytorch and Keras are examples of other frame-
works and libraries. The GEE was used for storing, customizing, and exporting our input
data for cloud-based deep learning modeling. Customized files in TensorFlow format
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(TFRecord-format) were then exported to Google Cloud Storage and used as an input for a
virtual machine to process the deep learning scripts in Google Colab.

We processed all Sentinel-2 optical scenes over Norway during 1 August to 31 Octo-
ber 2020. The Sentinel-2 data were used to derive spectrotemporal features as predictor
variables [34]. The spectrotemporal features were used to capture both the spectral and
temporal (e.g., phenology including autumn color senescence [35,36]) characteristics of land
cover classes to offer enhanced model prediction accuracy compared to single-timepoint
image classification [37,38].

After trial and error, we selected 3 Sentinel-2 bands and 10 indices, as well as the mean
canopy height model from LiDAR (accessed from hoydedata.no) as a substitute for tree
height, as our explanatory variables. Using the cloud-masked Sentinel-2 imagery [34], we
derived 13 bands or indices (Table 1). For most of these, we used median mosaic values,
except for the normalized difference vegetation index (NDVI), where we used the 25th
percentile mosaics across the three-month time stack of images.

Table 1. List of input variables from Sentinel-2 in the deep learning model showing the names,
abbreviations, equations, and references for equations. See footnotes for the various Sentinel-2 bands
that were used.

Number Name Abbreviation Equation Statistics Reference

1 The green band 3 B3 b3 Median
2 The near infrared band 8 B8 b8 Median
3 The red edge band swir4 band 12 B12 b12 Median
4 The normalized difference vegetation index NDVI ((b8 − b4)/(b8 + b4)) The 25th percentile [39]
5 The normalized burn ratio NBR ((b8 − b12)/(b8 + b12)) Median [40]
6 The normalized difference red/green REDGREEN ((b4 + b3)/(b3 − b4)) Median
7 The plant senescence reflectance index PSRI ((b4 − b2)/b6)) Median [36]
8 The green-red vegetation index GRVI ((b3 − b4)/(b3 + b4)) Median [41]
9 The red-edge ratio vegetation index RERVI b5/b8 Median [42]

10 The enhanced vegetation index EVI (2.5 * ((b8 − b4)/(b8 + 6
* b4 − 7.5 * b2 + 1)) Median [43]

11 The carotenoid reflectance index 1 CRI1 ((1/b2) − (1/b3)) Median [44]

12 The green normalized difference
vegetation index GNDVI ((b8 -b3)/(b8 + 3)) Median [45]

13 The pigment specific simple ratio PSSR b8/b4 Median [46]

* Sentinel-2 bands used: b2 blue (490nm), b3 green (560nm), b4 red (665nm), b5 near infrared 1 (705nm), b6 near
infrared 2 (740nm), b8 near infrared 4 (783nm), b12 short wave near infrared 4 (2190nm).

In Norway, LiDAR data are possible to download free of cost from hoydedata.no
(accessed 23.04.2022). Both terrain and surface models from LiDAR data were uploaded
to GEE. The terrain data can be found on asset “users/vegar/dtm1/dtmcoll”, while the
surface model can be found on asset “users/vegar/dom1/domcoll”. The items can be
visualized using this link: 6b56518b215b373147969757a695b4b6—Earth Engine Code Editor
(google.com). The index we used was the surface model subtracted by terrain. This
index indicates forests, buildings, and other objects that protrude above the terrain. The
hypothesis is that open wetlands do not have high index values here.

2.3. Preparation of the Training Data

As a learning basis for the model, wetland polygons had to be annotated or digitized
throughout the study area to create image chips or patches that could be used in the deep
learning process. The advantage and big difference from using training points as a learning
basis, for example, is that deep learning uses large pixel neighborhoods to decide whether
a given pixel is a wetland area or something else. In theory, a pixel with some spectral
deviation on a huge wetland surface will end up in the wetland class and not create the salt
and pepper classification output that is often seen in other classification algorithms.

To avoid creating many thousands of image patches manually, all wetland polygons
were digitized wall-to-wall within delimited rectangles. We initially made 17 rectangles over
the total study area in southern Norway (see Figure 1). These rectangles were selected based
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on previous knowledge and field work experience in these areas and to cover a cross-section
of different wetland types and regional geographical and climate gradients. As a starting basis
for digitizing the wetlands, two sets of orthophotos and existing wetland polygons from the
1:50,000 and 1:5000 map series were used. All polygons and parts of polygons that contained
forest were removed either by mapping these via intensive fieldwork or by checking them
against new orthophotos or LiDAR data in GIS. Previously unmapped wetland polygons were
added to the map, either via intensive field work, via digitization in GIS from orthophotos, or
preferably both. The levels of generalization both within and between the existing map bases
varied from area to area. The 1:5000 maps also do not have coverage in the mountains. In
addition, these maps have different refresh rates. Because of this, a great deal of work was
required to create a harmonized data basis for models.

The 17 rectangles varied in size from approximately 25 km2 to 600 km2. They were
divided into two, so that there were 17 squares that could be used for training purposes
and 17 for evaluation. Based on these rectangles, image patches were systematically
created through an algorithm made using Google Earth Engine Team (TensorFlow example
workflows, Google Earth Engine, Google Developers, accessed on 24 April 2022) measuring
1280 × 1280 m (128 × 128 pixels for our 10-m resolution predictor stack, where the 20-m
resolution bands in Sentinel-2 were resampled to 10 m), consisting of the 14 layers from
satellite and LIDAR data as well as a rasterized version of the digitized wetlands as a
training and evaluation base.

We generated 2000 samples (image patches/chips) for every training and evaluation
polygon. All image patches contained one layer with the feature to be predicted or seg-
mented (i.e., wetland) stacked upon all the other layers in the predictor stack (i.e., the
14-layer stack). The image patches from each polygon were merged into a single export
and stored in Google Cloud Storage as a TFRecord. The TFRecord file contains patches of
pixel values in each record.

2.4. Computing

GEE was used for storing, customizing, analyzing, and exporting and importing data
for cloud-based deep learning modeling. Customized files in TensorFlow format (TFRecord-
format) were exported to Google Cloud Storage and used as inputs for the virtual machine
to process the deep learning scripts. The model used was a fully convolutional neural
network (FCNN) for semantic classification. The goal of semantic segmentation is to label
each pixel with a probability estimate of the input image with the class that represents a
specific object [47,48].

We used the Keras implementation of the U-Net model [49]. The U-Net model takes
128 × 128-pixel patches as inputs and outputs the per-pixel class probability. The U-Net
model is based on the architecture of a TensorFlow workflow made by the Google Earth
Engine Team and can be inspected online (TensorFlow example workflows, Google Earth
Engine, Google Developers). We used 0.1 as the learning rate, with a batch size of 16,
50 epochs, and 500 steps per epoch. U-Net consists of five encoder and five decoder
convolutional layers, each consisting of 32, 64, 128, 256, and 512 channels, plus one center
layer with 1024 filters.

For the model settings, for the training gain and evaluation accuracy metrics, we
used the ‘Adam’ as the optimizer, ‘Intersection-Over-Union as the loss, and the ‘mean
Intersection-Over-Union’ metric for the accuracy evaluation. The latter meant that 17 sam-
ples from the training dataset were used to estimate the error gradient before the model
weights were updated. The model was trained with 50 epochs to reach stable output
performance. The trained model was then applied to the whole study area by exporting the
predictor layers from this area to the cloud storage, where the calculations were performed.

The first U-Net deep learning model performed better near the training and evaluation
rectangles than in areas far from these. Therefore, we ran an overlay analysis between
our model and existing wetland maps from 1:5000 and 1:50,000 to find areas with major
discrepancies. The main discrepancies could be “bad performance” from the deep learning
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model or that the 1:5000 or 1:50,000 map bases were poorly updated. We found 23 areas
where we wanted to improve the model and made an extra set of training rectangles and
a similar wall-to-wall map of these (see Figure 1). The size of these additional rectangles
was significantly smaller than the original 17 rectangles, and only the conformities were
checked and corrected. This process was much faster than the first. The whole workflow is
shown in Figure 2.
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2.5. Unseen Validation Dataset

The wetland model was evaluated with independent ground truths from the national
monitoring project ANO (area representative for monitoring in Norway). The ANO consists
of 1000 randomly selected 500 × 500 m squares across mainland Norway (Figure 3). The
500 × 500 m squares were randomly drawn from a regular grid across Norway, and the
only criterion was that they should not share a common line or corner point. Each ANO
square contains 18 circles measuring 250 m2 (radius 8.21 m), which are systematically
located within the 500 × 500 m square (Figure 3). In the center of each circle, a 1 × 1 m
vegetation plot was analyzed, where among other things the coverage of all vascular plants
was recorded with the percentage coverage rates.

In both the 250 m2 circles and in the 1 m2 squares, dominant nature types are registered
according to the Nature in Norway (NiN) system developed by [33] Halvorsen et al. (2020).
Wetlands are divided into 13 different classes according to NiN, where the criterium is
mostly related to the species composition. Our wetland model includes all of these NiN
wetland classes, except the mire and swamp forest classes (classes V2 and V8).

For the NiN classes that include wetland edges, we accepted an uncertainty margin of
one Sentinel-2 pixel (10 m) for a correct hit on a wetland edge. This was done by considering
that Sentinel-2 is georeferenced with an inaccuracy rate corresponding to 90% of the pixels
having an inaccuracy rate of less than 10 m [50].

A total of 4966 ANO ground truths were available in our study area at both the 250 m2

scale level and the associated 1 m2 vegetation plot level at the midpoint of the circle. In
the circles at the 250 m2 level, only the dominant nature type is specified, along with what
percentage of the circle this nature type covers. At the 1 m2 level, the dominant habitat
type is also indicated but without a percentage indication, even if several nature types
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are present. Note that nature types at the 250 m2 level and 1 m2 level may be different
from each other, although they represent parts of the same area. As conditions for a valid
wetland ground truth, we used as criteria that a wetland must cover more than 50% at
the 250 m2 level and that it must either be classified as a wetland at the 1m2 level or that
Sphagnum mosses have been registered in the vegetation plot.
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Figure 3. Field design of the unseen validation dataset named as the area representative for monitor-
ing in Norway (ANO), first established in 2019. To the left is an example of a 500 × 500 m square
that contains 18 monitoring circles in a systematically positioned geographical system. To the right is
an example of a 250 m2 monitoring circle with a vegetation sample plot of 1 m2 in the middle. The
main dominating LULC class (percent cover) is allocated to the circle in the field, while both the main
LULC class and species estimates are given to the 1 m2 plot.

3. Results

The first TensorFlow model, based on the 17 original selected training rectangles, was
run over 50 epochs until achieving stable performance as measured by inspecting the train-
ing gain and evaluation accuracy metrics. The best model had a training mIOUaccuracy
rate of 95.6% and validation accuracy rate of 94.9%.

The model output can be inspected here: https://vegar.users.earthengine.app/view/
deeplearningmodel1 (accessed on 19 January 2023).

After the identification of areas of mismatches between the first TensorFlow model and
existing reference data, a completely new deep learning model was trained on additional
annotated data. This model was based on 36 training areas and 17 evaluation areas
(rectangles) (Figure 1) and was trained over 50 epochs for stable performance. The new
model had 98.51% accuracy for the training data and 98.41% accuracy for the evaluation
data. This model corrected most of the weaknesses of the first deep learning model and
was considered a better model.

The results of this model can be inspected here: https://vegar.users.earthengine.app/
view/deeplearningmodel2 (accessed on 19 January 2023).

Of the 4966 independent ground truths, 547 of these satisfied our criteria as wetlands
(Table 2).

https://vegar.users.earthengine.app/view/deeplearningmodel1
https://vegar.users.earthengine.app/view/deeplearningmodel1
https://vegar.users.earthengine.app/view/deeplearningmodel2
https://vegar.users.earthengine.app/view/deeplearningmodel2
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Table 2. Estimated error matrix for the final classification with estimates for the user’s accuracy (UA)
and producer’s accuracy (PA).

Reference

Wetland Non-Wetland Total UA (%)

Prediction

Wetland 491 351 842 58.3
Non-wetland 56 4068 4124 98.6
Total 547 4419 4966
PA (%) 89.8 92.1

Here, we accepted an uncertainty rate of up to 10 m for NiN wetland edge types.
The sensitivity rate of the model was 491/(491 + 56), equaling 89.8%m, and the speci-
ficity rate was 4068/(4068 + 351), equaling 92.1%. The balanced accuracy equation was
(sensitivity + specificity)/2, i.e., (89.8 + 92.1)/2, equaling 90.9% accuracy.

The corresponding accuracy rates with independent ANO ground truths for the
existing reference data for wetlands in Norway were 36.6% for the 1:5000 map basis and
42.2% for the 1:50,000 map. Note that the 1:5000 map does not cover the whole area of
Norway and lacks coverage, especially in mountains. Therefore, after correcting for this
unmapped area, the true positive rate was 46.8% for these areas according to the ANO
ground truths.

We found 351 false positives out of a potential 4419 for our wetland model, which
equated to 7.1% misclassifications of non-wetland ground truths. The most common
misclassified nature types were nutrient-poor forest types and open heathlands, which
are common neighboring nature types to wetlands and often appear together in different
mosaics at different scale levels.

Our model estimated that approximately 12.7% of the land area in southern Norway
is covered by wetlands (except mires and swamp forests). This was higher than previ-
ous estimates (please see the Introduction). The official Norwegian map on a scale of
1:50,000 contains only 5.6% mire areas for all of Norway.

4. Discussion

Our results indicate that as much as 12.7% of the land surface area in southern Norway
is covered by wetlands. This is more than double the area of what is mapped in official
maps for LULC in Norway. In another study using a point-based survey, [8] estimated that
open wetlands in Norway probably cover 8.9% of the total area. Their study was based on
an area frame survey of LULC types in a regular 18 × 18 km network (grid) across Norway,
where an area of 0.9 km2 was mapped at each intersection of the grid. The mapping was,
however, mainly based on the interpretation of aerial photographs [8].

In the area representative for monitoring (ANO) program that we used for independent
ground truths, 11.7% of the area was considered to be wetlands (mire and swamp forest not
included) based on the registrations made in the 250 m2 circles. When we only considered
the registrations made in the center vegetation plot on the circles that are at the 1 m2 scale
level, 13.4% of these were assessed as wetlands.

Moreover, there are clear regional patterns where our model predicts more, but also
less, wetland areas than the existing maps (see Figures 4 and 5). Our model predicts more
wetlands in the mountains and on the west coast of Norway. This agrees with the findings
of [8]. There are also regions in Norway where our model has smaller areas with wetland
than the existing maps. This is particularly the case in southeastern Norway (see both
Figures 4 and 5). This pattern was also observed by [8]. The cause is probably related to the
ditching of bogs in the decades after World War II and a general reduction in wetland areas
due to construction and other development close to heavily populated areas. The ditching
of bogs has led to the bogs being desiccated, planted with trees, and now overgrown by
forests. The official maps, thus, appear to be outdated in these areas.
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1 
 

Figure 4. Visualization of the differences in predicted wetland coverage and existing reference data at
the scale of 1:5000. Note that the 1:5000 maps do not cover mountain areas, and the large discrepancies
in the central part of southern Norway are partly due to this lack of coverage (but see also Figure 5).

It was an extensive process and task to create a satisfactory map of wetlands in
southern Norway. This was largely due to the lack of satisfactory annotated data, and
most of the job involved digitizing wall-to-wall wetland polygons in the rectangles for the
collection of image patches. However, the result and the internal deep learning evaluation
accuracy of the final product (98.41%) must be said to be very good compared to earlier
studies that aimed to classify wetlands by means of remote sensing. Accuracy rates of
70–95% have been reported in literature studies performed by [17,18,26]. However, only
when we introduced an unseen validation dataset for evaluation could a credible confusion
matrix be established. We found using this unseen and independent dataset that our model
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is approximately 90.9% correct for our study area, which is far better than existing reference
map data, which is below 50%.

 

2 

 Figure 5. Visualization of the differences in predicted wetland coverage and existing reference data
at the scale of 1:50,000.

Our model has a balanced accuracy rate of 90.9%, and depending on the further use
of the model, users might explore additional filters and post-processing steps to remove
some obvious misclassifications and unwanted areas. It will be possible to use the slope to
mask out steep areas with a low possibility of being wetlands [51,52]. Additionally, it will
be possible to set a threshold on heights above the nearest drainage network. Agricultural
land is also annually mapped with a high degree of accuracy in Norway. This agricultural
land layer may also be used to mask out misclassified wetlands in these areas.
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Initially, a lot of time was spent looking for either spectral bands or indices that formed
visual patterns that were in accordance with the wetland delineation we wanted to create. It
quickly became clear that single bands or indices alone would not be able to contribute fully
to the wetland delineation along the east–west gradient in Norway, nor to different types
of wetlands. For instance, indices that seemed to work well in continental areas showed a
lower spatial pattern correlation with wetland types in western Norway. It was only when
we began to experiment with autumn colors and limited the search for Sentinel-2 images to
the period of August–October that the patterns became clearer throughout the study area.
The colors yellow, orange, and red, in addition to green, are the most common autumn
colors in Norway. The indices that distinguished these colors from each other visually also
had the clearest patterns that could distinguish wetlands from other habitat types.

The transfer value of our results is limited by the fact that we did not calculate variable
importance scores for the satellite features that informed the deep learning model. Due to
funding and time constraints, we were not able to calculate importance scores for the set of
predictor variables. We identify this as an avenue for further research given that reducing
the feature set can drastically improve the processing and inference times in deep learning
architectures [53].

The process of creating the map was iterative, where the first deep learning model
based on wetland polygons from 17 rectangles gave good results in the surrounding areas
with roughly the same wetland types. However, the models deteriorated when transferred
to areas further away from the training rectangles and became quite unreliable 100–200 km
from the nearest annotated training area. We, therefore, supplemented the training dataset
with new rectangles for wetland types in different regions along altitude, north–south, and
east–west (continental) gradients at regular intervals to achieve comparable results with
existing maps. This resulted in an updated wetland prediction map of southern Norway
that is up to date regarding the input data and now captures new cottage developments and
the large-scale ditching of bogs, for which the existing official maps are not yet updated.

It is possible that the use of less training data can give similarly good results by using
augmentation methods [54]. We did not try this here, but it may be relevant if the model
is to be extended to include northern Norway. However, we felt strongly that the use of
a denser network of training rectangles to capture different and other wetland types was
important, as the model’s performance was significantly poorer with increasing distances
from training (and evaluation) rectangles. It is also possible that different models could
have been made for specific classes of different types of wetlands and for different regions,
such as one model for wetlands in the mountains and one for the lowlands. These are
issues that must be tested in future projects to further improve the models. Wetlands must
also be said to be a difficult nature type (land cover) to classify [55]. Deep learning methods
have also been used to classify other LULC classes with some success [56–58]

In recent times, and especially in the last two or three years, an increasing number
of papers have been published on the use of U-Net and partly Tensor-Flow in semantic
segmentations of imagery. However, these methods are mostly used on very high-resolution
images and in remote sensing in products such as WorldView3 and others with a resolution
of 1 m or even higher [18]. U-Net has hardly been used on remote sensing products other
than RGB and hardly in combinations of Sentinel-1 and Sentinel-2 imagery. One of few
exceptions was reported by [21], who used these methods for LULC classification based on
U-Net on Sentinel-1 and -2 data. They stated the accuracy to be about 76%, which is quite
low. They reported three reasons for this: (1) there were too many details in the classification
system; (2) the spatial resolution was too coarse; (3) there were too few observations in
the training set (annotations). As we attempted to predict only one LULC class, their first
reason did not apply to us. To solve point (reason) 2, we tried to use relevant bands and
indices that had as crisp and sharp boundaries between wetlands and other LULC classes
as possible. To solve the last point, we invested a lot of time and effort into increasing
the amount of annotated data. [21] also stated that the use of a low training basis with
annotated data was an important reason for low accuracy in their results. They also stated
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that they used augmentation to increase the training basis. [59] used BigEarthNet [60]
and achieved accuracy rates ranging from 98% (impervious and agricultural areas) to
75% for wetlands. BigEarthNet is a large-scale Sentinel-2 dataset collected from a total of
125 Sentinel-2 tiles covering areas of 10 countries in Europe, with a total of 590,326 tiles
measuring 120 × 120 pixels, which are annotated with land cover classification labels.

SAR (Sentinel-1) data were also tested as the input data in our initial phase. However,
we ruled out Sentinel-1 bands as predictors as the same wetland (training) polygons often
had very different band values in different internal parts. This gave erroneous results, where
parts of the wetland polygon were not correctly predicted in the finished classification.
U-Net was originally designed to find objects (segments) in very high-resolution images,
especially RGB and other low-spectral products [61]. To us, it seems that the method works
best on Sentinel imagery when the bands or indices form sharp boundaries and that the
polygons’ boundaries are in accordance with the boundaries we initially wanted to draw.

5. Conclusions

In our experience, and based on the evidence presented in this paper, the classification
of ecosystems and land cover classes based on satellite and repeated airborne remote
sensing imagery offers some significant advantages over in situ and manual reference
mapping: (1) it covers large areas and multiple years in a consistent and comparable
manner, in that it is objectively compared to manual mapping, which is performed by
different individuals over different parts of the country; (2) it is scalable to some extent
because one can extrapolate over time and space using the deep learning models; (3) it is
continually updateable and often available in near real-time, thereby allowing for ongoing
monitoring and surveillance (note that LiDAR data are not continuously updated and
updates must not rely on this source); (4) it performed better than the existing approaches
for reference data validated by regional unseen ground truth data. Whether the kind of deep
learning approach presented here or other machine learning methods provide better and
more effective classification results must be explored in future studies. A focus on change
detection using the methods presented here to account for changes in wetland extents over
time would be particularly interesting and critical for effective wetland conservation.
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Abstract: Landslide risk mitigation is limited by data scarcity; however, this could be improved
using continuous landslide detection systems. To investigate which image types and machine
learning models are most useful for landslide detection in a Norwegian setting, we compared the
performance of five different machine learning models, for the Jølster case study (30 July 2019),
in Western Norway. These included three globally pre-trained models; (i) the continuous change
detection and classification (CCDC) algorithm, (ii) a combined k-means clustering and random
forest classification model, and (iii) a convolutional neural network (CNN), and two locally trained
models, including; (iv) classification and regression Trees and (v) a U-net CNN model. Images used
included Sentinel-1, Sentinel-2, as well as digital elevation model (DEM) and slope. The globally
trained models performed poorly in shadowed areas and were all outperformed by the locally trained
models. A maximum Matthew’s correlation coefficient (MCC) score of 89% was achieved with a
CNN U-net deep learning model, using combined Sentinel-1 and -2 images as input. This is one
of the first attempts to apply deep learning to detect landslides with both Sentinel-1 and -2 images.
Using Sentinel-1 images only, the locally-trained deep-learning model significantly outperformed the
conventional machine learning model. These findings contribute to developing a national continuous
monitoring system for landslides.

Keywords: NDVI; SAR; change detection; Norway; Sentinel-1; Sentinel-2; deep learning; U-Net;
CCDC; Google Earth Engine

1. Introduction

Landslides are the most widespread geologic hazard, yet are amongst the least
reported type of disasters. In the period 1998–2017, landslides affected an estimated
4.8 million people globally, resulting in over 18,000 fatalities [1]. Landslides can occur
in soil or rock materials and include a variety of slope failure mechanisms such as falls,
slides, spreads, and flows [2]. They may occur as single events, or multiple events sharing a
common triggering event such as heavy rainfall or an earthquake and occur most frequently
in regions with high hydrogeological or seismic hazard [3].

Accurate knowledge of past landslide events is needed to mitigate risk from future
events. This knowledge is used to develop an understanding of the local hazard conditions,
needed for accurate hazard and susceptibility mapping, spatial planning and landslide
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early warning systems [4,5]. A lack of systematic information on the type, abundance, and
distribution of historic landslides is a major limitation for landslide risk mitigation.

Landslides are generally detected from field observations or remotely sensed imagery [5].
There have been an increasing number of studies investigating automated methods for
landslide detection and mapping using machine learning models and satellite images,
particularly since 2017 [6]. Operational monitoring and alert systems using similar ap-
proaches exist for deforestation [7–9] and are being developed for other types of natural
hazards, including flood [10] and wildfire detection [11,12]. Similar systems for landslide
detection would be extremely valuable for obtaining timely and objective data on landslide
events. This would lead to an improved understanding of the controlling factors and spatial
distribution of past and future landslides and improved reliability of susceptibility and
hazard maps [13].

Many of the same change detection methods and data types used for continuous
monitoring of forest loss are also relevant for landslide detection, given that landslides often
result in the removal of vegetation. Change detection with machine-learning techniques
can be performed using temporal or spatial data from satellite images. Temporal methods
can detect abrupt changes in time-series data due to a change in ground cover properties.
For example, the continuous change detection and classification (CCDC) algorithm [14] can
detect gradual and abrupt changes in land cover types. This involves detecting deviances
from expected values based on patterns of historic seasonal spectral behavior for a given
pixel. The original CCDC model has been run for all existing Landsat data globally, with
results made available on Google Earth Engine [15]. We did not find any examples of
automated landslide detection using similar time-series-based change detection methods.

Spatial methods on the other hand, are popular for both deforestation and landslide
detection. Pixels showing vegetation loss can be identified from post-event, or from sets of
pre- and post-event images, using various machine learning methods. Deep learning, and
particularly, U-net architecture, has proven to be a powerful segmentation tool in scenarios
with limited data, simple structure, and high recognition accuracy. These methods typically
follow a workflow that involves training a model using an existing local landslide inventory.
The pre-trained model is then used to predict landslides in the surrounding regions that
are similar to the training area [16]. Recently U-Net has been widely used in landslide
mapping, e.g., [17–21].

In terms of image types used, optical multispectral and LiDAR (light detection and
ranging) data are common. However, event detection may be delayed by months due to
persistent cloud cover. Hence, there has recently been increasing use of synthetic aperture
radar (SAR) data for landslide detection [22–24] and continuous monitoring systems for
deforestation [7,25,26]. SAR data are also useful for change detection in areas where there
are strong seasonal variations, including snow, seasonal darkness, and lack of vegetative
biomass (e.g., in temperate and cold climates). Using U-net architecture, a combination
of both Sentinel-1 and Sentinel-2 input data, was found to achieve improved accuracy
compared to optical data only, for detecting illegal logging events in both summer and
winter in Ukraine. The input was stacks of optical and radar images in summer and spring,
and radar images only in winter and autumn [27]. However, there are barriers to using
SAR data for landslide detection, due to more complicated pre-processing, and a lack of
understanding of how to interpret landslides in SAR backscatter data [24]. Therefore, most
machine learning models for landslide detection use optical or multispectral images as
input data [6].

However, even if cloud-free optical images are available shortly after a triggering
event, applying U-Net models for rapid landslide mapping in emergencies is often not
feasible. This is the case when there is a lack of historic and local landslide data, represented
as polygon features, available to pre-train the model [3]. In response to this problem, there
have been attempts to produce globally-trained generalized machine learning models
capable of detecting and mapping landslides in previously unseen locations. The first
attempt was by Prakash et al. (2021) with a convolutional neural network (CNN) model
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that was trained on seven locations around the seismically active Pacific Ring, with high
vegetation coverage [28]. Another example was by Tehrani et al. (2021), who developed an
object-based method using k-means clustering to perform semantic segmentation, followed
by random forest classifiers that determine whether the segments represent landslides or
not [29]. This model was trained on data from 29 locations around the world.

In this study, our main goal is to determine which elements of existing automatic
landslide detection and deforestation monitoring approaches could be feasible to include in
a national landslide detection system in Norway. This represents one of the first attempts
to use machine learning to detect and map landslides in Norway. With a glacially sculpted
landscape with steep slopes, and strong seasonal variability, the environment in Norway
is relatively unique, and it is unknown how well the generalized models will perform in
such a setting. We investigate the performance of five different machine learning models
using satellite images from Sentinel-1 and -2, along with elevation and slope rasters. The
well-verified landslide inventory from the Jølster case study (30 July 2019) [30] is used to
test which approaches could be adapted for larger-scale use in the future.

We test the performance of three pre-existing globally-trained models, including (i) the
time-series-based CCDC algorithm, (ii) the object-based model from Tehrani et al., (2021),
and (iii) the pixel-based CNN model from Prakash et al. (2021). Two locally-trained
models were also tested, including: (iv) a classification and regression tree (CART) machine
learning model [31] and (v) a CNN U-net deep learning model.

The following research questions are investigated:

1. How do globally pre-trained machine learning models for landslide detection perform
in a glacial landscape?

2. Which locally-trained model and input data combination gives the best results?
3. Which elements of the investigated models could be implemented in an operational

national landslide detection system?

In the following section, we describe the current situation in Norway in terms of
landslide hazards and introduce the case study. In the results, we show that the globally
trained models generally did not perform well in a glacial landscape, particularly for
landslides on north-facing slopes. The locally trained deep learning model outperformed
the machine learning model with all input data combinations, except for one. The best
performance (MCC score: 89%) was achieved using combined Sentinel-1 and Sentinel-2
data as input. We did not attempt to retrain or modify the existing globally pre-trained
models in this study, although we provide suggestions as to how their performance could
be improved in the discussions.

2. Norwegian Setting and Case Study

Landslides occur almost daily in mountainous regions in Norway and are the natural
hazard responsible for most fatalities [32]. In addition, they cause large economic losses
due to damage to infrastructure and disruption to transportation [33]. In comparison to
other countries in Europe, Norway has a relatively high proportion of land area that is
susceptible to landslides, with over 70% of municipalities affected [34]. This is due to
the geological landscape with high mountains, valleys with steep slopes, and post-glacial
isostatic rebound that has resulted in sensitive clays in valley bottoms in coastal regions [32].

The most frequent types of landslides in Norway include rock fall, rock slides, debris
avalanches, and debris flows [13]. In addition, there are unstable mountains and deep-
seated landslides that can evolve into large rock avalanches and quick clay slides [32].

To mitigate the increasing risk to society due to landslide hazards, there are several
national initiatives coordinated by the Norwegian Water Resources and Energy Directorate
(NVE). These include, among others, the preparation of susceptibility and hazard maps
and close communication with spatial planners at municipalities to protect inhabitants
and key infrastructure already located in hazardous areas. NVE is also working with the
prediction of hydro-meteorologically induced landslide occurrences through a national
early forecasting and warning service [35]. The early warning system allows municipalities
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and individuals to take timely action to reduce risk, including evacuations and closure of
transport routes in areas with high hazards.

These initiatives rely on knowledge of historic landslide occurrence and are lim-
ited by the quality and completeness of historic landslide records [13]. The Norwegian
Mass Movements Database (available from: https://nedlasting.nve.no/gis/, accessed
on 20 December 2022) contained 84,768 reports at the time of writing, from the year 900
to 2022. Yet there are some significant limitations in the existing landslide dataset that
make it unsuitable for spatial analyses; for instance, determining statistical relationships
between landslide occurrence and the topographical, geological, hydrological, vegetation,
or meteorological factors. These include low locational and qualitative (i.e., information on
landslide type, size, and trigger) accuracy of older events that have been extracted from
historic church and municipality records. These reports are generally limited to events that
caused death or destroyed property.

While modern reporting is performed systematically by the road and rail authorities [36],
reporting focuses on events that directly impact transport infrastructure. The given loca-
tions are typically represented by the point where a landslide impacted the road, and the
initiation point is not usually specified. Although these data generally have high spatial
and temporal accuracy, there remain some qualitative inaccuracies. Furthermore, compared
to 11 other national landslide databases, there is a spatially biased distribution, with many
reports located along roads but relatively few events reported in remote areas [37], as
illustrated in Figure 1. NVE use aerial and satellite images to manually map polygons rep-
resenting the landslides and periodically perform quality control of the existing landslide
point data. However, detecting and mapping traces of small landslide events across large
areas remain a tedious and labor-intensive process [35].
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Figure 1. Registered landslide events in Western Norway have an inherent spatial bias towards roads.
The location of the case study area, shown in the following figures, is indicated by the dashed red
lines. Data come from www.skredregistering.no (accessed on 16 December 2022), showing registered
landslide events from 1992 to 2022.

There is a strong need for improved landslide mapping techniques in Norway, which
can provide objective and accurate spatial information, and allow the detection of events
that occur away from populated areas and transport routes. Recent studies have demon-
strated there is great potential to improve the detection of landslides in remote areas using
satellite images [30,38].

https://nedlasting.nve.no/gis/
www.skredregistering.no
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In July 2019, an extremely heavy rainfall event triggered multiple landslides in the
(formerly named) Jølster municipality in Western Norway [38]. The maximum recorded
rainfall was 113 mm in 24 h, exceeding the 200-year event magnitude at the two nearest
precipitation weather stations, Botnen and Haukedalen, in the neighboring municipality of
Førde [39]. The road authority reported 14 landslides on this date, while mapping from
Sentinel-2 images detected 120 events, with only 30% being located within 500 m of a road,
compared to 100% of those registered by the road authority [30].

The study area is shown in Figure 2. The landscape consists of steep glacial valleys,
lakes, and mountains up to 1666 m. The town of Vassenden is located in a tempered
climate zone with relatively mild winters and wet summers due to its proximity to the
coast. The mean annual precipitation over the past five years is 2800 mm/yr at the Botnen
weather station, and temperatures vary from −25 ◦C to 31 ◦C, with an annual mean of
5 ◦C (https://seklima.met.no/, accessed on 27 January 2023). The hydro-meteorologically
induced landslides that pose a risk to these areas are expected to become more frequent
due to an increase in extreme precipitation events [40].
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The bedrock geology is predominantly granitic (banded and augen) orthogneiss and
quartz-monzonite. The geomorphology is shaped by old faults and glacial erosion, with
a quaternary surface cover typically consisting of highly consolidated moraine material
overlying the bedrock, with a looser veneer of colluvium on valley slopes. The surface
cover is thin to non-existent at high altitudes and increases to several meters thick in lower
areas close to the lake. The vegetation ranges from sparse moss and shrubs or light birch

https://seklima.met.no/
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forest at high elevations to spruce forest and agricultural fields lower in the valleys. Roads
and built areas are mainly located in the flatter main valleys. The area is very susceptible to
landslides due to the steep slopes and wet climate, with over 40 historic landslides recorded
in the national database [30].

3. Methods

We compare the performance of five different models: (i–iii) generalized globally
trained predictive models (CCDC, Tehrani, and Prakash), (iv) a locally trained supervised
machine learning model in Google Earth Engine (GEE) (smile.Cart classifier), and (v) a
locally trained pixel-based deep learning model (U-net). For verification of the results, we
used a set of 120 manually mapped landslides [30].

3.1. Generalized Globally-Trained Predictive Models

To run the three generalized globally trained predictive models, the steps in the
methods and accompanying documentation on GitHub were followed, with some mod-
ifications made where necessary. A summary of these methods and any deviations are
described here.

(i) CCDC time-series model [15]: The CCDC model results are available for visual-
ization purposes as an app on GEE. The results have been pre-calculated for the Landsat
bands (not including NDVI). The SWIR1 band was chosen for the change detection analysis,
as this is known to be sensitive to changes in vegetation. The changes within the period
1 July 2019 to 31 August 2019 were displayed for the study area using the app.

(ii) Tehrani machine learning model [29]: Pre-processing of the input data is performed
automatically using a script run in GEE [41]. The script takes a table of landslide coordinates
and dates, and generates sets of Geotiff images for each point, which are then used as
input for the model. Sentinel-2 Level 1C images with low cloud coverage are selected
within three months before and after the landslide event date. If no cloud-free images
are found in that period, a composite image is made using images from one year. The
pre-processing involves the normalization of the images, and the addition of brightness,
NDVI, and GNDVI (green-NDVI) bands, and the output is three images for each landslide
point; pre-event, post-event, and difference (see Figure 3I). Modifications made to this
process included uploading a shapefile to GEE, instead of a Google Fusion table, which has
been discontinued. Further, the 10 m resolution Norwegian DEM was used instead of the
global 30 m resolution ALOS DEM, because the ALOS DEM does not cover Norway.

The outputs are raster images with labeled segments in KEA file format [42] and a list
of the segments that were classified as landslides.

(iii) Prakash CNN deep learning model [16]: The required inputs are three bands (R, G,
B) pre- and post-event images, single-band slope, hillshade, DEM, bounding box, and no-
data mask rasters. In the accompanying article [16], it was not specified if Sentinel-2 Level
1C or Level-2A products were used. Pre-processing the input images involved selecting a
Sentinel-2 image at the landslide location with the lowest cloud cover within one month
of the landslide date, clipping to the area of interest, and then manually creating a mask
of snow and clouds. Again, we used the Norwegian DEM instead of a global DEM, from
which slope and hillshade rasters were created.

Greenest-pixel composite image: One modification to the methodology described in
Prakash et al. [16] was to use a greenest-pixel composite as input, as this method can reduce
noise from clouds and agriculture. These were produced using one month of images from
before and after the landslides, using the S2 cloudless algorithm for cloud filtering and
the SCL (scene classification) band for snow filtering. Using the quality mosaic function, a
composite image was then created based on NDVI, in which for each pixel—the pixel with
the maximum NDVI is taken, along with the corresponding values from the other bands
from the same date. This gives a ‘greenest pixel’ composite that is cloud-free and gives the
least snow cover and shadow within the specified date range.
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Cloud-filtered, greenest-pixel composite produced from Sentinel-2 Level2A images. Images (II–IV) 
were used as inputs in the Prakash model, while the locally trained model based on U-net architec-
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Figure 3. Optical image inputs derived from Sentinel-2 images shown for subset A. Slåtten. The
letters a and b indicate areas of agriculture and shadows respectively, where a difference is observable
between the four types of input images. (I) Difference image with three bands (brightness, red-
over-green, and NDVI derived from Level-2A images) used for the Tehrani model. (II) Sentinel-2
Level 1A Top of Atmosphere (TOA). (III) Sentinel- Level 2A, with atmospheric correction applied
to the Level-1C TOA image. Note that the shadowed areas at point b have been brightened. (IV)
Cloud-filtered, greenest-pixel composite produced from Sentinel-2 Level2A images. Images (II–IV)
were used as inputs in the Prakash model, while the locally trained model based on U-net architecture
used only image (IV), along with Sentinel-1 images.

3.2. Locally-Trained Machine and Deep Learning Models

(iv) smile.CART machine learning model: Landslide predictions were performed in
Google Earth Engine using the ee.Classifier.smileCart algorithm [31], which uses a CART
(Classification and Regression Trees) classifier. This involved the following steps.

First, the images were pre-processed. For Sentinel-2, one month of Level-2A images
from before and after the event were used to create cloud-filtered, greenest-pixel composites.
Cloud filtering was performed using the s2cloudless algorithm to remove cloudy pixels [43].
Greenest-pixel composites were then created from the pre- and post-event image collections,
using the quality mosaic function. All bands from the same image the selected pixel with
the highest NDVI value was taken from are included in the output. For Sentinel-1, again,
one month of images from pre- and post-event were used to create terrain-corrected
median composites. The terrain correction was performed using the volumetric scattering
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model [44]. Then, median composites for VV and VH bands separately were created from
each of the pre- and post-event image collections, using both ascending and descending
orbit geometries. Finally, the Sentinel-1 and -2 bands were combined, along with elevation
and slope, into a single 13-band image.

Secondly, the supervised classification was performed following the tutorial by S.
Levick [45]. This involved selecting training points from which to train the classifier—18
points were manually selected in the landslide class, and 112 points were from seven
different non-landslide classes (water, snow/ice, bare rock, agriculture, forest, alpine scrub,
and urban). Care was taken to sample from diverse slope aspects, elevations, and within
shadow areas. The 13-band image was then sampled at each point, and these values were
used to train the classifier and perform a classification across the whole image. In addition,
classifications were performed using the same points for a 3-band, and 2-band subsets of
the full 13-band image, as shown in Table 1.

Table 1. Input data used in locally trained models for four different settings.

Model Run No. of Bands Bands

S1, S2, and DEM 13

Sentinel-1: pre-VV, post-VV, diff-VV, pre-VH,
post-VH, diff-VH

Sentinel-2: post-R, post-G, post-B, post-NIR, dNDVI

Terrain: elevation, slope

S1 (VV) and S2 3
Sentinel-1: pre-VV, post-VV

Sentinel-2: dNDVI

S1 (VV) only 2 pre-VV, post-VV

S2 only 5 post-R, post-G, post-B, post-NIR, dNDVI

The results were inspected to see if any misclassification was apparent. Then, finally,
a binary image of landslide–non-landslide was produced by combing the non-landslide
classes, and salt-and-pepper noise was reduced using the focal mode function.

(v) U-net CNN deep learning model: The entire algorithm was implemented in a
Jupyter Notebook using ArcPy, Keras, and TensorFlow 2. The chosen model is a scaled-
down version of a deep-learning architecture called U-net, for automatic semantic segmen-
tation [46] with Keras implementation. The U-net is a convolutional network architecture
for fast, effective, and precise segmentation of images with its symmetric U-shape. U-net
has proven to be a powerful segmentation tool in scenarios with limited data, simple
structure, and high recognition accuracy. The network is based on the fully convolutional
neural network (FCNN) for semantic segmentation [47,48].

The same input dataset was used for the GEE smile.CART model is described in
Section 3.2 (Table 1). We exported random samples as classified tiles for all four settings
by generating a minimum of 10,000 samples using an Image Analyst license and ArcGIS
Pro [49]. The most suitable tile size in our case was 128× 128 pixels, and stride (the distance
to move in the x- and y-directions when creating the next image chips) of 64 × 64, to have
50% overlap in each sample tile. The output was a dataset of classified image tiles, the
format primarily used for pixel classification. During the training process, an input image
flows through the CNN network that recognizes it with a set of trainable kernels, resulting
in a group of feature maps [50]. The dataset was divided into training, validation, and test
subsets. The trained model was saved as a ‘Deep Learning Package’ (‘.dlpk’ format), which
is the standard format used to deploy deep learning models on the ArcGIS platform and
can be used further as a pre-trained model.

3.3. Performance Evaluation

The landslide inventory produced from the Sentinel-2 dNDVI [51] image was used for
verifying the results of the other approaches.
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Qualitative and quantitative analyses: The results of the CCDC and Tehrani models are
briefly described in a qualitative manner, as both these methods produced limited landslide
predictions. Additionally, it was not possible to download the CCDC model results from
the GEE app; therefore, it was not possible to do quantitative pixel scale analyses on
these results.

The Prakash and locally trained modelpredictions were evaluated quantitatively, as
follows. The landslide polygons mapped with Sentinel-2 dNDVI were converted to a
binary raster of landslide or non-landslide pixels. This was used to validate the automated
landslide detection model outputs. Following the approach in ref [16], a map of confusion
matrix values was created, showing true positive (TP), false positive (FP), false negative
(FN), and true negative (TN) values. From these, the performance metrics precision, recall,
F1-score, and MCC scores were calculated (see Table 2). Since landslides represent only a
tiny fraction of all the pixels in the study area, the learning problem is highly imbalanced
towards non-landslide pixels. Therefore, the accuracy score can become unreliable due
to the large proportion of true negatives. The MCC score is considered to be the most
appropriate metric for comparing the results [52]. For a binary model, the MCC gives a
score between 0 to 1, with 0 indicating a model with no correlation (random predictions)
and 1 indicating a perfect correlation (all correct predictions).

Table 2. Equations for performance evaluation metrics from confusion matrix values.

Metric Formula

Precision TP
TP+FP

Recall TP
TP+FN

F1-score 2TP
2TP+FP+FN

MCC TP×TN−FP×FN
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

4. Results

The performance of the three globally-trained and two locally-trained machine learn-
ing models in the Jølster case study is presented in this section.

4.1. Globally Trained Models

(i) CCDC time-series model:

The CCDC time-series model detected the large Vassenden landslide quite precisely
(Figure 4), along with one smaller debris flow to the east. The large landslides at Årnes and
Slåtten were not detected, nor were any of the other smaller landslides in the study area.

(ii) Tehrani machine learning model:

Overall, no landslides were detected using this model. The large landslide at Vassenden
was partially segmented (see Figure 4), although the initiation zone was missed, and some
nearby fields were included. The deposits of the landslides at Slåtten were also segmented.
However, no segments were classified as a landslide.

(iii) Prakash CNN deep learning model:

The Prakash model was run with three different variations of Sentinel-2 images shown
in Figure 3 (1) Level 1C, (2) Level 2A, and (3) a cloud-free greenest-pixel composite. The
results are shown as confusion matrix maps in Figure 5. The most striking differences
between the runs were firstly, that many false positives (wrongly predicted as a landslide)
appear in the Level 2A products, and secondly, in the Level 1C product, there are many
false negatives (missed landslides).
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After inspecting the results, it was noticed that the false positives in the Level 2A
results appeared to be related to unnaturally bright areas on the northern slopes. This
turned out to be due to an anomaly resulting from the terrain correction used in processing
the Level 2C products, which results in a blueish appearance in shadowed areas in true
color composite images and inaccurate surface reflectance values [53]. The problem has
been reported to the Sentinel-2 Quality Working Group (December 2021) [54]. An outcome
of their analysis is expected in the near future; changes will be reported in the Sentinel
2A Data Quality Report (https://sentinel.esa.int/web/sentinel/user-guides/sentinel-2-
msi/document-library, accessed on 15 December 2021). Due to the noise introduced by
these artifacts, comparing the performance metrics of the model runs over the entire study
area was not very insightful. Therefore, for a more detailed comparison, the metrics were
calculated for the sub-plots shown in Figure 5. These are shown in Table 3.

For the entire study area, the MCC scores are below 1%. In the subplots, there are false
positives likely caused by the over-correction artifact in the results for A, B, and D, which
are on north-facing slopes. Despite this, the best score was 51% for model Input 2—S2_L2A
in subplot D (Årnes landslide). The second best was 43% for model Input 2—S2_L2A in
subplot C (Vassenden landslides). Subplots B (Svidalen) and A (Slåtten) had poor results
across all runs.

Using Level-1C images, overall, the model failed to detect landslides. Only a small
part of the Vassenden landslide was detected. The large landslides on north-facing slopes
were not detected at all. There were some false positives, mainly related to changes in
agricultural areas. Using Level 2A images (2. single date, and 3. greenest-pixel composite),
the model predicted the Vassenden and Årnes landslides fairly well. The landslides in
subplot A (Slåtten) were partially detected with the Level-2A images. However, most
of the predictions on the steep north-facing slopes are false positives due to noise, while
the deposit of the western-most of the three debris flows seems to have been detected
meaningfully. It is interesting that that particular deposit was detected, and not the other
two, given that from field observations, the deposits of the western-most debris flow were
noticeably different from the others. The western-most deposit was a very thin layer of
soil, with a high concentration of washed-out light-colored boulders and stones, whereas
the other two were much thicker (up to 2 m high) deposits consisting of darker soil and
forest debris (seen https://www.nibio.no/nyheter/skogsdrift-ikke-medvirkende-arsak-
til-jordras-i-jolster, accessed on 22 December 2022)). In subplot B (Svidalen), there is a

https://sentinel.esa.int/web/sentinel/user-guides/sentinel-2-msi/document-library
https://sentinel.esa.int/web/sentinel/user-guides/sentinel-2-msi/document-library
https://www.nibio.no/nyheter/skogsdrift-ikke-medvirkende-arsak-til-jordras-i-jolster
https://www.nibio.no/nyheter/skogsdrift-ikke-medvirkende-arsak-til-jordras-i-jolster
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significant difference in the number of false positives, with much fewer in the greenest-pixel
composite from run 3, compared to run 2. Again, it is not clear if this difference is due to
the artifacts or pre-processing. There appears to be just one pixel that has been correctly
identified in all three runs. However, overall, the model was not able to detect the smaller
landslides. In subplot C (Vassenden), there are more false positives using the greenest-pixel
composite in agricultural areas than the single date image. These results are more likely to
be meaningful because the slope is south-facing and not affected by the over-correction
artifacts. Finally, in subplot D (Årnes), there are slight differences in the number of false
positives between the two input image types; however, it is difficult to say whether the
difference is related to the artifacts or to the difference between the manually masked image
(single date), and the greenest-pixel composite.
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Table 3. Prakash CNN deep learning model (iii) performance metrics. The metrics were calculated
for the entire study area, as well as for the four subplots shown in Figure 5. The model was run with
three different input image types; 1. Level-1C images, 2. Level-2A images, and 3. Level-2A images
as a cloud-free, greenest pixel composite. The MCC score (Matthew’s Correlation Coefficient) is
considered the most representative metric for the imbalanced problem of landslide classification [52].

Location Input Image Precision % Recall % F1-Score % MCC %

Entire area 1—S2_L1C 5 4 4 4
2—S2_L2A 2 45 5 9

3—S2_L2A_gr 2 37 4 7

A. Slåtten 1—S2_L1C 40 0 0 2
2—S2_L2A 19 60 29 20

3—S2_L2A_gr 30 58 40 33

B. Svidalen 1—S2_L1C 86 1 1 8
2—S2_L2A 6 28 9 8

3—S2_L2A_gr 8 6 7 5

C. Vassenden 1—S2_L1C 25 17 21 18
2—S2_L2A 40 51 45 43

3—S2_L2A_gr 35 46 40 37

D. Årnes 1—S2_L1C - 0 0 -
2—S2_L2A 33 96 49 51

3—S2_L2A_gr 35 60 44 41

The mediocre performance in these model runs is mainly due to introduced image
artifacts in shadowed areas, thererfore we find the Prakash CNN deep-learning model
is worth further investigation for use in an operational landslide detection system. With
different adjustments, such as using input images without the over-corrected shadow
areas and including NDVI or Sentinel-1 bands, to make the classification more robust in
shadowed areas, the model performance could likely be improved.

4.2. Locally Trained Models

(iv) smile.CART machine learning model:

The supervised machine learning model in GEE using the ee.smile.Cart classifier was
tested with different layer settings. We observed that some of the input data combinations
yielded promising predictions; particularlywith setting 2 (dNDVI, pre-event S1-VV images,
post-event S1-VV images), which had an MCC score of 73% (Figure 6, Table 4). The poorest
result was obtained by the third combination using only Sentinel-1 VV-polarised SAR
images as input. Although, the landslides were detected equally well as with only Sentinel-
2 data as input (recall 72%), the overall MCC score was only 20%, due to the abundant false
positives from speckle noise.

(v) U-Net CNN Deep learning model

The final approach, the locally trained deep learning model showed the best overall
predictions. The values for the MCC score varied from 51–89%, and the precision results
were between 80–85%. Setting 2: (using dNDVI, pre-event S1-VV images, and post-event
S1-VV images showed the highest values for MCC score (89%), recall (79%), F1 score (81%)
and and the best visual prediction (Table 2, Figure 7). Setting 3 (Sentinel-1 VV-polarised
data only) was second best, with an MCC score of 79%. Although, with the use of only
Sentinel-1 images in Setting 3, in subplot A. Slåtten, the upper part of the landslides is
visibly not predicted. Most of the landslides are predicted correctly however, with some
missing pixels around that were not predicted as a landslide (FN). Including the DEM
(Setting 1, all 13 bands) introduced significant amounts of mostly false negatives (red) with
poor prediction results. None of the small-sized landslides were predicted in this setting.
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Table 4. Performance metrics for landslide detection for the locally trained models using four different
input data combinations.

MODEL Setting 1 Setting 2 Setting 3 Setting 4

S1, S2 & DEM S1 (VV) & S2 S1 (VV) only S2 only

(iv) CART
precision % 62 72 6 59

recall % 73 74 72 72
F1 % 67 73 11 65
MCC 63 73 20 65

(v) U-Net CNN
precision % 80 83 85 84

recall % 33 79 74 73
F1 % 47 81 79 78
MCC 51 89 79 78
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Figure 7. Performance results from the locally trained U-Net CNN deep learning model, as a
confusion image from four different input data combinations. Setting: (1) full version (all 13 bands)
(2) dNDVI, preVV, postVV (3) preVV, postVV (4) post-R, post-G, post-B, post-NIR, and dNDVI.
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5. Discussion
5.1. Performance of Globally Pre-Trained Machine learning Models in a Glacial Landscape

Overall, the generalized models tested did not perform very well. Only the largest
landslides were detected by these models. In most of the tests, the results appeared to be
affected by the slope aspect and over-correction of shadow artifacts on north-facing slopes
in the Sentinel-2 Level-2A products.

The CCDC model (i), despite not being designed specifically for landslide detection,
showed good potential for applying time-series-based change detection methods for contin-
uous landslide monitoring. The large landslide at Vassenden was outlined quite precisely,
within the 30 m resolution of the Landsat data. However, it failed to detect the large land-
slides on north-facing slopes (i.e., in subsets A. Slåtten, and D. Årnes) and only detected one
other landslide clearly. The results were very simple to view using the Google Earth Engine
app [15]. Furthermore, by extending the time period visualized, the app allowed the user to
quickly identify other landslides outside of the study area which occurred within the past
20 years. Although CCDC is designed for monitoring land cover changes generally [14],
some modifications (e.g., running with NDVI, Sentinel-2, and perhaps Sentinel-1 data)
could enable it to be used as part of a continuous landslide monitoring service.

Using the Tehrani model (ii), only the large landslide at Vassenden was visible in the
segmentation results, although it was not classified as a landslide. This method used the
Sentinel-2 Level-1C images as input. From the different runs with the Prakash model, it was
observed that the landslides are detected more frequently when using the atmospherically
corrected Level-2A products compared to Level-1C, especially for landslides on north-
facing slopes. Thus, it can be speculated that the landslide detection on north-facing slopes
may have been improved by using the Level-2C product. However, as seen from the results
of the Prakash model runs with the Level-2C product, the anomalies caused by terrain over-
correction on shadowed areas using the Level-2C product may also have introduced false
positive predictions. The Tehrani model was also trained using landslides that were over
1000 km2, and the minimum size of pixel clusters was 80. Including more small landslides
in the training data set and adjusting the minimum size of pixel clusters may improve the
detection of smaller landslides. Adjusting the number of k-means, or perhaps training with
different indices, may improve the performance of the random forest classification.

The performance of the Prakash model (iii) was strongly affected by the Sentinel-2
product type, with very limited correct landslide detection with Level-1C (high levels
of false negatives), and improved landslide detection with Level-2A, however with the
introduction of significant areas of false positives due to the terrain over-correction anomaly.
Due to these false positives, the difference between using the single image inputs (run 2),
compared to the greenest-pixel cloud composite inputs (run 3), was not clear, even when
examining the image at the resolution of the subsets. The landslide predictions were not
as precise as in the CCDC and Tehrani models. To better understand the performance of
this model using different inputs, it is recommended to wait for the reprocessing of the
Sentinel-2 Level 2 images. This model could potentially be improved by retraining the
classifier with more Norwegian landslide data and by including a greater range of bands
and vegetation indices.

5.2. Comparison of Locally Trained Machine Learning and Deep Learning Models and Input
Data Combinations

The U-net deep learning model-(v) outperformed the CART machine learning model-
(iv) for three out of four input data combinations. These findings are in agreement with
similar machine learning vs. deep learning model comparison studies for landslide
detection [52,53]. The best MCC score achieved for our study area was 89%, using the
three-band combination of pre-VV and post-VV from Sentinel-1 and dNDVI from Sentinel-
2. In both the Sentinel-1-only and Sentinel-2-only input data settings, we found that the
model could not recognize the landslide signature in the initiation zones of the landslides
at Slåtten (subset A). We did not find any other landslide detection studies in the literature
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where both Sentinel-1 and -2 data have been used to train a deep learning model. However,
our results are in agreement with a similar study on illegal logging detection [27].

For S2-only deep learning, the false negatives appear in the shadowed area. The
signature of the landslides is very clear from the dNDVI image only, even where shadows
are present (Figure 8). It is possible that the inclusion of RGB bands reduces the performance
of the classifier in this area.

Remote Sens. 2023, 15, 895 18 of 23 
 

 

the Sentinel-1-only and Sentinel-2-only input data settings, we found that the model could 
not recognize the landslide signature in the initiation zones of the landslides at Slåtten (sub-
set A). We did not find any other landslide detection studies in the literature where both 
Sentinel-1 and -2 data have been used to train a deep learning model. However, our results 
are in agreement with a similar study on illegal logging detection [27]. 

For S2-only deep learning , the false negatives appear in the shadowed area. The sig-
nature of the landslides is very clear from the dNDVI image only, even where shadows 
are present (Figure 8). It is possible that the inclusion of RGB bands reduces the perfor-
mance of the classifier in this area. 

 
Figure 8. Landslides at Slåtten (subset A) in multi-temporal VV-polarized SAR backscatter intensity 
change images (ascending, descending, and mean) change in NDVI (bottom right). Green indicates 
a backscatter intensity increase; purple indicates a decrease. White outlines were mapped from the 
Sentinel-2 dNDVI image. 

We believe, in the case of S1-only, that the false negatives are due to the landslide 
expression (i.e., the pattern of increase and decrease in backscatter intensity) in this loca-
tion being different from other areas. When viewed separately in ascending and descend-
ing images (Figure 8), landslides in forested areas show both decreased backscatter inten-
sity on the side of the landslide nearest to the sensor as well as a wide parallel band of 
increased backscatter intensity on the far side [51]. Averaging the ascending and descend-
ing images tends to produce a final post-event image that shows mainly increased 
backscatter intensity in the area of the landslides. Yet here, the landslides are expressed in 
the input SAR images by strongly decreased backscatter intensity relative to the pre-event 
image, and the decrease was not ‘averaged out’ in this case. It is also possible that geo-
metric distortions in the descending image and DEM distortions also affect the results, as 
they produce gaps in the image. 

We suspect that the performance of the classifier is strongly affected by the combina-
tion of ascending and descending images due to the simplification of the landslide signa-

Figure 8. Landslides at Slåtten (subset A) in multi-temporal VV-polarized SAR backscatter intensity
change images (ascending, descending, and mean) change in NDVI (bottom right). Green indicates a
backscatter intensity increase; purple indicates a decrease. White outlines were mapped from the
Sentinel-2 dNDVI image.

We believe, in the case of S1-only, that the false negatives are due to the landslide
expression (i.e., the pattern of increase and decrease in backscatter intensity) in this location
being different from other areas. When viewed separately in ascending and descending
images (Figure 8), landslides in forested areas show both decreased backscatter intensity on
the side of the landslide nearest to the sensor as well as a wide parallel band of increased
backscatter intensity on the far side [51]. Averaging the ascending and descending images
tends to produce a final post-event image that shows mainly increased backscatter intensity
in the area of the landslides. Yet here, the landslides are expressed in the input SAR images
by strongly decreased backscatter intensity relative to the pre-event image, and the decrease
was not ‘averaged out’ in this case. It is also possible that geometric distortions in the
descending image and DEM distortions also affect the results, as they produce gaps in
the image.

We suspect that the performance of the classifier is strongly affected by the combination
of ascending and descending images due to the simplification of the landslide signature
and averaging out of most areas with decreased backscatter intensity. This is important
to note for others considering following this approach, as local vegetation conditions,
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landslide type, and geometry, as well as slope orientation relative to the sensor, can affect
how landslides are expressed in SAR backscatter intensity data [51]. We did not test the
U-net model using separate ascending and descending images as input; however, this
would be interesting to compare.

The deep learning model had a significant advantage over the machine learning model
for the Sentinel-1 only input data setting, with MCC scores of 73% and 20%, respectively.
The machine learning model could detect the changes due to landslides with only Sentinel-1
data; however, there were many false positives due to speckle noise. Setting 2 (preVV,
postVV, and dNDVI) performed better than Setting 1 (DEM, Sentinel-1, Sentinel-2), possibly
because of overfitting when using all 13 bands or because the resolution of the slope map
does not show the steep slopes on small-scale objects. Landslides have deposits in flat
areas which makes it possible to detect landslides predicted in both flat and steep areas.
In contrast, the deep learning model uses a sliding window approach and is capable of
differentiating speckle noise from landslide signatures. This is because the deep learning
model makes the decision whether each pixel is a landslide by taking into consideration the
pattern of pixels in the patch surrounding the pixel being classified. In this way, whether the
pixel is part of a cluster of pixels or is isolated and therefore, more likely to be random noise
due to speckle. Mondini et al. [23] noted that while, in principle, SAR data are well suited
for identifying landslides, SAR imagery remains underutilized for landslide detection. This
is due in part to the reduced clarity of landslide signatures caused by speckle noise, as
well as the side-looking sensor angle which also makes the images harder to interpret. The
comparison of the conventional machine learning model with the deep learning model in
this study shows how one of the main barriers to using SAR imagery for landslide detection
can be reduced using a deep learning model.

5.3. Recommendations for an Operational Landslide Detection System and Future Research

Landslide detection and mapping are undertaken for different purposes, including
(i) rapid emergency response; and (ii) inventory creation for use in spatial analyses (e.g., for
hazard and susceptibility mapping or deriving local thresholds for early warning) or verifi-
cation and improvement of landslide early warnings. Each of these situations has different
priorities for the timeliness and accuracy of landslide data needed. The recommendations
based on the findings of this study and relevant literature are organized accordingly.

(i) Rapid emergency response: the priority is to detect landslides as quickly as possible,
while accurate delineation and mapping are of lower importance. In this situation, we
recommend the use of SAR-only models, as there is no need to wait for cloud-free conditions
at the time of writing; no globally trained SAR-based landslide detection models are
available. Therefore, a locally trained model is needed. If a local landslide inventory of
polygon data is available, then CNN models such as U-net give much higher performance
than a conventional machine learning model due to their ability to differentiate speckle
noise from landslide signatures. Using the methodology presented in this study, landslide
predictions could be produced within three hours of the SAR image becoming available,
but it requires computational power and a GPU. Where no local landslide inventory is
available, the simple locally trained machine learning approach using Google Earth Engine
performed in this study could be repeated for a new area in around 30 min after the image
is available in GEE. This method requires only internet access and a free GEE account.

(ii) Inventory creation: the priority is for accurate and complete landslide data (including
date, size information), while rapid detection is of lower importance. For automatically
delineating landslides, optical or multispectral images combined with terrain-corrected
multi-temporal SAR data with the best possible resolution are recommended. The locally
trained U-net deep learning approach gave the best performance in a glacial setting. The
globally trained models did not perform well in our study area due to shadows. The
best performance would be achieved using images from a similar season and could be
performed over large areas as an annual systematic survey. For obtaining date information,
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a time-series approach based on SAR data would be useful, as it is possible to back-date
landslide occurrences when the location is known.

A continuous monitoring system for landslide detection requires further research,
particularly in terms of the spatial and temporal signatures of landslides in SAR data and
how these vary in different environmental settings. Compared to deforestation, the problem
of landslide detection is more complex because landslides can occur in a range of different
land cover types, and their expression can also vary depending on seasonal conditions.
Ongoing developments in data availability and pre-processing of images will provide many
more options to explore. These include the NISAR satellites due to be launched in 2023 with
L and X band SAR capabilities [54]. Additionally, improvements to the pre-processing of
the Sentinel-2 images may result in better predictions in the generalized machine learning
models we tested.

In working towards developing a system for continuous detection of landslides over
large areas, the GEE platform is very suitable, as multiple datasets (e.g., optical, SAR,
soil moisture, precipitation, slope, and land cover type) can be combined and analyzed
performed quickly over large areas. Furthermore, there is a possibility to incorporate an
external cloud-based TensorFlow model, as used by Prakash et al., within the workflow.
The CCDC model is designed for continuous monitoring. Modifying the CCDC model
(e.g., using Sentinel data and masking to show only vegetation loss) would be a good
start. Training data should also include examples with areas likely to cause false negatives,
e.g., with forestry or agricultural activity resulting in vegetation loss.

6. Conclusions

The locally trained models outperformed the globally trained models at detecting land-
slides in a glacial setting. The best result was achieved using the deep-learning approach
with a U-net architecture and input data, including a difference in NDVI (normalized differ-
ence vegetation index) from Sentinel-2 and pre- and post-event SAR data (terrain-corrected,
mean of multi-temporal ascending descending images in VV polarization) from Sentinel-1.

The generalized globally trained machine-learning-based models did not perform
very well for landslide detection in a glacial landscape. The model from Prakash showed
good potential to be applied in Norway; however, it would require retraining and further
development to perform well in the local conditions. The model performance could be
improved by retaining the NIR band, which is more robust in shadow areas.

High rates of false negatives (missed landslides) were the main source of error for the
CCDC, Tehrani, and the Prakash model run using Sentinel-2 Level-1C images. In contrast,
the Prakash model runs using Sentinel-2 Level 2A images resulted in high rates of false
positives, mainly due to over-brightened artifacts on north-facing slopes introduced by
a terrain over-correction. The results likely could be improved by (a) rerunning the tests
when the reprocessed data are released by Copernicus, (b) including Norwegian training
data, and (c) further development of the methods.

For the development of an operational landslide detection system, a SAR-only-based
approach using a deep-learning model is recommended for rapid detection as part of an
emergency response due to the capability to observe landslides despite the cloud cover. In
contrast, for detailed mapping and back-dating of landslides, a combination of SAR and
optical data can give improved performance over optical data alone, and the time-series
approaches can be used for continuous monitoring or to back-date landslides.
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Abstract: During disaster response, clouds or darkness can prevent the use of optical images for 

detecting consequences of natural disasters, including landslides. In these situations, radar images can 

be used to detect changes more rapidly. However, Synthetic Aperture Radar (SAR) backscatter 

intensity images are underutilized for landslide detection. Unfortunately, there remains a lack of 

understanding about how to interpret landslide signatures in SAR imagery. In this study, we 

investigate how the morphometric features and material properties of landslides, and preexisting land 

cover, control their expression in SAR backscatter intensity change images. Trends in the spatial and 

temporal signatures of over 1000 landslides in 30 diverse case studies are investigated, using multi-

temporal composites and dense time-series of Sentinel-1 C-band SAR backscatter intensity data. The 

results show that the orientation of landslide surfaces relative to the sensor, pre-existing land cover, 

and the roughness of the landslide surface, determine whether landslides will produce an increase or 

decrease in backscatter intensity values. In certain cases, we can identify morphometric features of 

landslides (e.g. scarps, transit zone, deposits, ponding) and material properties. Generally, we see that 

landslides appear most clearly with a strong increase in intensity when they occur in herbaceous 

vegetation or non-vegetated ground surfaces, due to an increase in surface roughness. While in forested 

or densely vegetated areas, landslides produce a more complex signature with both decreases due to 

radar shadow and vegetation removal, and an adjacent edge of increased intensity due to double 

bounce and direct return from vertical tree trunks and convex edges. In most cases, rough deposits 

produce an increase in intensity, while smooth deposits (e.g. from mudslides) exhibit specular 

reflection, and thus show decreased values. Landslides are less visible in cases with pre-event very 

rough ground, or mixed vegetation conditions. The conceptual model developed can aid interpretation 

of landslides in SAR imagery, and provide domain knowledge needed to train models for automatic 

landslide detection.  

Keywords: change detection; time-series; landslide detection; land cover; Sentinel-1; backscatter; 

Google Earth Engine;  
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1. Introduction

Landslides pose an increasing risk to the human population due to urban expansion into unstable areas, 

and an increasing frequency of extreme precipitation events (Froude and Petley, 2018; Gariano and 

Guzzetti, 2016; Hanssen-Bauer et al., 2009). Landslides frequently occur in conjunction with other types 

of natural hazards including earthquakes, floods, volcanic eruptions and tsunamis, particularly in areas 

with high hydrological or seismic risk (Casagli et al., 2017). Consequences may include loss of life, 

damages to infrastructure and property, blocked transport routes and dammed rivers which create 

further risk of flash flooding to downstream areas (Kjekstad and Highland, 2009).  

Satellite-based emergency mapping can provide highly beneficial information to the humanitarian 

response community on the location, size and density of landslides. If performed within hours to days 

after an event, this information can improve situational awareness for responders, particularly if 

conducted as part of a coordinated mapping effort (Kedia et al., 2022; Williams et al., 2018). The 

increasing availability of medium to high resolution satellite images, combined with cloud-based high 

performance computing capabilities and automatic image detection methods have facilitated recent 

development of automated landslide detection models (Ghorbanzadeh et al., 2019; Prakash et al., 2021). 

Preliminary studies have yielded promising results at a local scale particularly with deep-learning 

methods. However, further development is needed to achieve automatic landslide detection models 

that perform well in diverse environments (Ganerød et al., 2023). Eventually, operational real-time 

monitoring and alert systems, such as presently exist for detection of illegal deforestation (Reiche et al., 

2021), could be developed for landslides.  

The majority of the existing landslide detection models rely on optical images and vegetation indices 

(Guzzetti et al., 2012). However, such analyses require cloud-free images and sufficient light conditions. 

In tropical and high latitude regions of the earth, persistent cloud cover, or seasonal darkness, can lead 

to delays of months before changes to the ground surface are observable in optical satellite images 

(Lacroix et al., 2018; Sudmanns et al., 2020). This is especially problematic for rapid detection of rainfall-

triggered landslides, which typically occur under cloudy conditions (Williams et al., 2018).  

Synthetic Aperture Radar (SAR) is cloud penetrating, therefore ground surface reflectance properties 

can be measured irrespective of cloud cover or illumination from the sun (ASF, 2022). However, 

compared to optical imagery, SAR data are more difficult to process and interpretation is less intuitive. 

This is due to a complex backscatter signal, speckle noise, phase wrapping and geometric distortions 

(Meyer, 2019). This presents an obstacle for geoscientists and other operators in using SAR backscatter 

images for rapid landslide detection (Handwerger et al., 2022; Mondini et al., 2019). Although there is 

a well-established community using In-SAR for monitoring slow-moving deep-seated landslides 

(Cigna et al., 2014; Mondini et al., 2021; van Natijne et al., 2022), the same methods are not frequently 

applied for detecting rapid landslides due to a lack of coherence in the phase component of the 

returning radar signal in vegetated areas (Mondini et al., 2019).  

(Guzzetti et al., 2012) asserted that the real part (amplitude, or backscatter intensity) of the SAR signal 

should be exploited in order to detect ground changes caused by landslides. A review of 54 journal 

articles about landslide failure detection using SAR imagery, published between 1995 and 2020 

(Mondini et al., 2021), found that literature on the exploitation of SAR for landslide event detection 

remains limited. They conclude that in principle, the available SAR amplitude images are well suited 
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for landslide detection and mapping as the wavelength of the microwave SAR sensors is comparable 

to the length scales of morphometric elements typical of landslides. However, there remains a lack of 

understanding of the physical basis of backscatter response.   

Recently, an increasing number of studies have begun to investigate the potential for using SAR-

backscatter intensity change images for landslide detection and mapping using Sentinel-1 C-band SAR 

backscatter images. (Mondini et al., 2019) investigated the potential for detecting landslides in Sentinel-

1 backscatter change images for 32 case studies. (Santangelo et al., 2022) explored how accurately two 

large single landslide events could be mapped using such images. Others, have used multi-temporal 

composites to improve landslide visibility in change images (Lindsay et al., 2022) and create heat maps 

of landslide density (Handwerger et al., 2022). (Burrows et al., 2022) used Sentinel-1 time-series to 

backdate monsoon-triggered landslides and explored the performance of different bands. There have 

also been a few attempts to automate this process using locally-trained deep-learning models (Ganerød 

et al., 2023; Nava et al., 2022).  

While most of these studies test multiple band combinations (VV and VH) and orbit geometries 

(ascending or descending), interpretation of the spatial and temporal expression of landslides is still 

somewhat limited in detail. The majority of these studies focus on whether it is possible to detect, map 

and back-date landslides using SAR imagery. They do not systematically quantify the change in 

backscatter intensity, or relate it to the landslide type, morphometric elements, or environmental 

conditions. Most investigate landslides in densely forested areas, while areas with herbaceous or little 

to no vegetation, especially polar regions, are poorly represented (Mondini et al., 2021). Landslides are 

observed to produce both increases and decreases in backscatter intensity; however, a physically based 

explanation for these observations in relation to the ground properties is lacking.  

In this study, we investigate the spatial and temporal signatures of different types of rapid landslides 

in diverse physiographical environments in 30 locations, using C-band SAR backscatter change images 

and time-series data. In doing so, we aim to improve understanding of how the physical changes to the 

ground surface relate to the change in backscatter intensity and scattering mechanisms, that determine 

the expression (pattern of increase or decrease) of landslides in SAR imagery. We consider the reflective 

properties of the pre-event ground surface, and the post-event landslide surface. In addition to 

identifying individual landslides, in some cases we are also able to distinguish separate morphometric 

features of landslides (i.e. scarps, sliding surfaces, deposits, and ponds) based on their specific 

expressions in the SAR change images. Based on these trends and new empirical data, we present a 

conceptual model that can be used to aid interpretation. The findings contribute towards developing 

standards for interpreting landslides in SAR backscatter change images. In addition, a diverse global 

dataset that can be used for training automatic landslide detection models was created. 

The research questions are as follows: 

1. What patterns and trends in the spatial and temporal expression of landslides in SAR

backscatter intensity data can be identified from the 30 case studies?

2. Which factors control the visibility and expression of landslides in SAR data?

To answer these questions, we first consider how SAR theory can be related to landslide detection to 

identify the possible controlling factors. Then we examine the spatial and temporal signatures of 
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landslides, from 30 case studies with diverse landslide types and environmental conditions, and 

perform statistical analyses of the controlling factors. Based on the identified trends, and results from 

the statistical analyses, a physically-based conceptual model is presented to aid interpretation of 

landslides in SAR change images. 

2. SAR backscatter theory applied to landslides

Changes to the ground surface caused by landslide erosion and deposition may change the surface 

roughness and dielectric properties of the ground surface and thus the intensity of backscatter. This 

information can be used to detect and map landslides. Several factors that can affect the visibility and 

expression of landslides in SAR backscatter intensity data are illustrated and described in this section. 

These include radar properties (wavelength (λ), polarisation and incidence angle), and surface 

properties (terrain elevation and geometric distortions, local incidence angle (LIA), roughness (relative 

to λ),  and land cover type,) (Fung et al., 1992). Seasonal variations in vegetation or snow cover, and 

changes in moisture content, can also affect the backscatter intensity.  

In Figure 1 (A), it is shown how the position of a landslide in the terrain relative to the sensor, determines 

whether the landslide signal will be affected by geometric distortions (including layover, shadow and 

foreshortening). It is seen that Landslide-I would be visible to the sensor, however distorted due to 

layover. While Landslide-II, would not be visible to the sensor as it is in the shadow zone. The distortion 

of Landslide-I can be corrected with a terrain correction, while the Landslide-II can be detected if 

images from both ascending and descending orbits are available.  

In Figure 1 (B) the effect of the orientation of the landslide surface, relative to the sensor line of sight 

(LOS) is considered. Here, it is shown that the local incidence angle (LIA) affects the strength of the 

received backscatter signal, with surfaces with lower LIA generally returning stronger intensity signals 

than those with high LIA. The strength of the returned signal also depends on the ground surface 

properties, as will be shown in Figure 2, with surface scatters being more sensitive to the LIA than 

volumetric scatters. Figure 1 (C) illustrates how the wavelength of the sensor determines the height of 

irregularities (h [cm]) that the signal will be sensitive to, as well as the degree of penetration of 

vegetation and the elements of vegetation that the signal will interact with. Shorter wavelength signals 

(i.e. X- and C-band) are more sensitive to smaller changes in surface roughness (< 5cm), and are mainly 

reflected from the canopy. Longer wavelengths (i.e. L-band) are sensitive to larger scale changes in 

roughness (>10 cm), and penetrate leaves, thus are reflected from woody structures and the ground. 
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Figure 1 Factors affecting the expression of landslides in SAR data that remain static over time. These include the 

position of the landslide within the terrain relative to (A) terrain features, and (B) the sensor line of sight (LOS), 

and (C) the wavelength of the SAR signal (λ). Modified from (A) (Tempfli et al., 2009), (B) (Lindsay et al., 2022), 

(C) (Kellndorfer et al., 2019). The roughness is relative to the wavelength, h is the height of surface irregularities. 

In Figure 2 (D), different ground-cover types and their associated scattering mechanisms are shown. 

Here we see that the intensity of the received backscatter increases with increasing surface roughness, 

with flat surfaces (e.g. still water, or snow) with oblique LIAs, reflecting the signal specularly in 

accordance with Snell’s law (Ulaby et al., 2019). As surface roughness increases, diffusivity increases 

and more of the signal is reflected in all directions, including back towards the sensor. Co-polarised 

bands (e.g. VV) are more sensitive to variation in surface roughness. For volumetric scattering as occurs 

in vegetation, in C-band, the canopy provides a strongly reflective surface, with most of the energy 

received reflected volumetrically within the upper few cm of the canopy. Cross-polarised bands (e.g. 

VH) are more sensitive to variation in vegetation (volume scattering). For areas with mixed types of 

scatters, i.e. herbaceous vegetation, agriculture, or areas with both herbaceous and woody vegetation, 

the strength of the received signal depends on (i) the degree to which the signal penetrates the 

vegetation, and (ii) the roughness of the underlying soil surface. For thin herbaceous vegetation (e.g. 

grass, peat, or low bio-mass crops) the underlying surface roughness determines the intensity of the 

backscatter received, while for ground with predominantly volumetric scatters (e.g. dense leafy crops, 

small bushes) the biomass of the vegetation will have a stronger effect on the intensity. Finally, double 

bounce scatterers (near-vertically inclined surfaces, e.g. cliffs, or exposed tree trunks) produce the 

highest received backscatter intensity, and as surfaces, these features are most strongly observed in co-

polarised bands.  
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Figure 2 Factors affecting the expression of landslides in SAR data that may vary over time. These include (D) the 

type of ground cover and associated scattering mechanisms, (E) seasonal variations in ground cover, including 

vegetation changes and snow cover, and (F) water content  

It is the change between the different types of ground cover types that determines the change in the 

observed intensity. For instance a change from a volumetric scatter (e.g. forest canopy) to a surface 

scatterer (e.g. soil surface) will result in a decrease in intensity and the edges of the remaining forest 

may also produce radar shadow (Bouvet et al., 2018). While for surfaces, an increase in roughness 

caused by deposition or erosion of the weathered soil surface, will produce an increase in intensity.  

In Figure 2 (E) we see for a given ground cover type, the intensity can vary significantly if there are 

strong seasonal variations. For instance, intensity is highest when the leafy canopy reflects the SAR 

signal volumetrically, and is lower in autumn and spring when leaves are small or dry.  Smooth snow 

reflects the signal away specularly, resulting in lower intensity. Finally in Figure 2 (F), we see that 

increased water content (of soil, snow, or vegetation) produces higher intensity than dry ground covers, 

due to increased conductivity, decreased penetration of the wave into the ground surface, and thereby 

increased reflectivity. The magnitude of intensity change that a landslide produces, will increase or 

decrease depending on seasonal variations of the preexisting ground cover.  

By understanding how terrain, ground-cover, wavelength and polarisation produce backscatter signals 

of varying intensities, we can apply these ideas to predict how landslides may be expressed in change 

images and time-series data. Here we assume that landslides produce a change in ground surface cover, 

across an area of a size that is detectable within the resolution of the sensor. The types of ground-cover 
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observed within a landslide area can be related to the morphometric features of landslides, landslide 

material, as well as failure mechanisms, and LIA.  

As illustrated above, several factors can affect the expression of landslides in change images. The 

roughness of the landslide surface can vary depending on the type of material (soil or rock), soil particle 

coarseness (silt to gravel, and presence of rocks, boulders or other debris), and whether material was 

completely or partially eroded from the surface, and the deposition mechanism. The strength of the 

received backscatter for a smooth scarp or eroded surface (height of irregularities, h < 0.2 cm, for C-

band) is strongly affected by the LIA. Scarps facing away from the LOS, that dip more steeply than the 

incidence angle, will be in a radar shadow zone and show very low intensity. The height of the scarp 

can be estimated based on the width of the shadow zone and the sensor incidence angle (Arnold et al., 

2018). Smooth scarps with a high LIA (approximately parallel to LOS will either reflect the signal away 

from the sensor, resulting in a low intensity, while rough surfaces (h > 3 cm, for C-band) will scatter the 

signal diffusely and are less sensitive to the LIA. Scarps with a low LIA (approximately normal to LOS) 

will reflect more signal back towards the sensor. Landslide deposits are typically extremely rough 

surfaces consisting of transported material including rock and soil, water, and eroded vegetation. An 

exception are earth flows (mudflows), which consist of very fine particles and can form very smooth 

deposits. Where the topographic change is less significant, the specific change in surface properties will 

determine whether landslides are expressed by an increase or decrease in intensity. Landslides may 

dam rivers or streams, resulting in upstream swamps, ponds, or lakes. These areas will show strongly 

decreased intensity.  

3 Case studies 

A selection of 30 case studies from different locations, with varying terrain types, orientation and size, 

ground cover, climate zones, geological materials and failure mechanisms were systematically analysed 

in this study. The case studies were mostly identified from reports in ‘The Landslide Blog’ 

(https://blogs.agu.org/landslideblog/)  (Dave Petley, 2022), or from news reports, or journal articles 

found by internet search. The location and dates of the investigated landslide events are shown in 

Figure 3, while the properties of the landslides and local environment are shown in Table 1.  

The data used to describe the landslide properties was retrieved from the following sources: 

• Location and date: literature (various sources, see appendix 1)

• Landslide type and trigger: from the reports describing the article, or classified from the 

descriptions and images according to (Hungr et al., 2014). 

• Landslide size and aspect: the outline of the largest landslide in the study area was measured.
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Figure 3 Map of case study locations and event dates. Base map: Landslide Hazard Map (GFDRR, 2023) 

For each set of coordinates in Figure 3, values from the following maps were extracted using Google 

Earth Engine or ArcMap:  

• Geology: Generalised Geology of the World, WMS V 1.3.0 (Chorlton, 2007),

• Climate zone: World Map of the Köppen-Geiger climate classification (Kottek et al., 2006)

• Mean annual rainfall: WorldClim BIO Variables V1 (Hijmans et al., 2005)

• Land cover classification: CORINE (EEA/Copernicus, 2012) and Copernicus Global Land

Cover (Copernicus, 2019)
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Table 1: Properties of the investigated landslides and their local environment. The visibility of the landslides are 

also presented according to their assigned set. Set 1: not visible, set 2: partially visibly, recognisable only knowing 

a priori the location, and set 3: clearly visible. 

Landslide  Environment Set 

Location Type T Size L x 

W [km] 

Aspect Geology K.G. 

Climate 

Rainfall 

[mm/yr] 

Land cover  

Gl / EU 

1 No  

2 Part. 

3 Yes 

1. Iceland DS R 0.8 x 0.1 E V Cfc 672 Herb./ Moor 3 

2. Ireland PF R 0.58 x 0.7 NW S Cfb 1358 Herb. / Peat 3 

3.-N. Zealand DS R 0.13 x 0.05 W S Cfb 1508 Herbaceous 2 

4. Ecuador EF R 1.5 x 1.5 W-NW S-V Cfb 918 F|Unknown 3 

5. Norway DF, DA R 0.11 x 0.03 mixed M Dfc 2285 Herbaceous 3 

6. Sth. Africa DF R 0.5 x 0.2 W M Cfa 940 Herbaceous 1 

7. Vanuatu DS-DF R 0.8 x 0.2 S V Af 3440 F|Broadleaf 2 

8. Brazil DF R 1.6 x 0.02 NE S Cfa 1547 F|Broadleaf 2 

9. China DS-DF R 1.34 x 0.92 S S Cwb 1297 F|Broadleaf 3 

10. Philippines MS R 2.1 x 0.7 SW S Af 2915 F|Broadleaf 3 

11. Japan DS, DF  ER 0.22 x 0.13 mixed S-V Dfb 1131 F|Broad. dec. 3 

12. USA DA R 1.7 x 0.18 N P Dsb 1282 F|Needle 3 

13. China DS R 1.2 x 0.3 S S Cfa 1409 F|Unknown 3 

14. N. Zealand RA R 1.8 x 0.28 SE S ET 4222 Snow 3 

15. Iceland RA R 2.4 x 1.7 SE V Cfc 829 Herb. / Grass  3 

16. India RF R 0.68 x 0.15 SW M Cwb 824 Herbaceous 1 

17. India DS R 0.34 x 0.2 SE S Cwa 2183 F|Unknown 2 

18. Norway SF S 1.35 x 0.95 E V Dfc 974 Herb. / Rock 1 

19. India DF R 1.2 x 0.12 S P Am 2848 F|Needle 3 

20. Peru EF U 0.6 x 1 NE S-V Dsb 506 Herbaceous 3 

21. Kygysztan CCS-EF RS 5 x 0.6 NE S ET 394 Herbaceous 2 

22. Italy DF R 0.35 x 0.07 SE S Dfc 886 Agriculture. 2 

23. Indonesia DF E 6 x 0.3 NE V Af 2775 F|Broadleaf 2 

24. Brazil DS R 0.06 x 0.03 SE S Am 1678 Urban 1 

25. Canada DF R 0.85 x 0.32 SE S-V Cfb 1712 F|Needle 3 

26. USA RF U 0.09 x 0.06 W P Csb 1560 Shrub 1 

27. Burundi DS, DF R 0.4 xx 0.3 mixed M Aw 1519 F|Unknown 2 

28. Australia DS, DF R 0.8 x 0.04 S S Cfa 2031 Agriculture 2-3 

29. Indonesia SLS E 2.1 x 1.1 W P Af 1534 Urban 2 

30. Turkey RS U 0.5 x 0.3 SE S-V Cfb 626 Agriculture  3 

Acronyms: Type (according to Hungr et al., 2014): RF. Rock fall, RS. Rock rotational slide, DS. Gravel/sand/debris 

slide, CCS. Clay/silt compound slide, SLS. Sand/silt liquefaction spread, RA. Rock avalanche, DF. Debris flow, MF. 

Mud flow, DA. Debris avalanche, EF. Earthflow, PF. Peat flow, SF. Slush flow. Trigger (T): R – rainfall, E- 

earthquake, S – snowmelt, U - unknown. Geology: S - mainly sedimentary terrane, P - plutonic terrane, M – 

metamorphic, S-V - mixed sedimentary-volcanic terrane, V - mainly volcanic terrane. K.G. Climate zone: A 

(Tropical) + f (Rainforest), m (Monsoon) w (Savanna, Dry winter) s (Savanna, Dry summer); C (Temperate) + w 

(Dry winter), f (No dry season), s (Dry summer) ||a (Hot summer), b (Warm summer), c (Cold summer); D 

(Continental) + w (Dry winter), f (No dry season) s (Dry summer) ||a (Hot summer) b (Warm summer) c (Cold 

summer) d (Very cold winter); E (Polar) + T (Tundra), F (Eternal frost (ice cap)). Land Cover: Gl (Copernicus 

Global Land Cover): F - Forest | dec. – deciduous, broadleaf. Land cover: EU (CORINE Land Cover): Grass - 

Natural grassland, Moor - Moors and heathland, Rock - Bare rocks, Peat - Peat bogs.  

As shown in Table 1, of the 30 events included in this report, the most common types were debris slides 

and debris flows, with eight in each category. Half of the events had rapid flow type failure 

mechanisms. The next most frequent failure mechanism was sliding, including 10 events. Nearly all the 

landslides were rainfall triggered (25/30), with the remaining being earthquake triggered or unknown. 
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In terms of size, 10 were less than 0.1 km3, and 12 were between 0.1 and 1 km3. The remaining eight 

events were between 1-5 km3. 12 different climate classes were included, with seven case studies in 

tropical climates (A), 15 in temperate climates (C), six in continental climates, and two in polar climates 

(E). For geology, 13 cases were located in sedimentary bedrock, five in volcanic, and four cases each 

had metamorphic, plutonic or mixed sedimentary-volcanic terrane bedrock. The mean annual rainfalls 

varied from 394 mm/yr in Kyrgyzstan (#21), to 4222 mm/yr in New Zealand (#14). The land cover types 

using the Copernicus Global Land Cover map included 15 cases in forest, 12 in herbaceous, cropland 

or shrubs, two in urban areas, and one in snow/ice. 

4 Methods 

The input data, pre-processing, visualisation and interpretation methods are described in the following 

section. The Sentinel-1 SAR change images and time-series were made for each case study using Google 

Earth Engine, (GEE), (Gorelick et al., 2017). Date ranges for the pre- and post-event image collections, 

and coordinates of the approximate event location were used as filter conditions, to produce pre- and 

post-event image stacks of both Sentinel-1 GRD product (Ground Range Detected) and Sentinel-2 

(Level 2A) images. Time-periods of one, two, or 12 months either side of the event date were used, 

depending on the local image acquisition frequency, and seasonality. The date ranges and coordinate 

locations used for each case study (along with the change images produced) are provided in the 

electronic supplement. Pre- and post-event image composites were produced from the image stacks, 

for a 4 km2 area about the defined point.  

The Sentinel-1 images, available on GEE are available pre-processed (calibrated and ortho-corrected) 

in 10 m resolution. Image stacks were produced by filtering for ascending or descending obit pass, VV 

or VH receiver polarisation, and Interferometric Wide (IW) instrument swath mode. A terrain 

correction (Vollrath et al., 2020) was applied to each image in the stack using either a volumetric or a 

surface model, depending on the land cover type. For most cases, the 30 m resolution Shuttle Radar 

Topography Mission (SRTM) digital elevation model (DEM) available within GEE was used. However, 

local DEMs were needed for the Icelandic case (link: https://gee-community-

catalog.org/projects/iceland_dem/, accessed: 11 December 2022) and Norwegian cases 

(https://hoydedata.no/LaserInnsyn2/, accessed: 11 December 2022). The Sentinel-1 composites were 

created by taking the median of the terrain-corrected image collections, and change images (post- 

minus pre-event image composite) produced from these.  

For Sentinel-2, a Normalised Difference Vegetation Index (NDVI) band was added to each image in the 

pre- and post-event stacks, then a greenest-pixel composite was created (maximum NDVI), using the 

quality-mosaic tool. An NDVI change image (dNDVI) was then produced by subtracting the pre- from 

the post-event composite. These are shown in Figure 4. The dNDVI images were used for verification 

purposes and digitising outlines of the landslides.  
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Figure 4 Data preparation for statistical analyses, showing case study 25. Ruby Creek landslide, British Columbia, 

Canada (14 November 2021). Input images including: A) Sentinel-2 Pre-event least cloudy image. B) Sentinel-2 

Post-event greenest-pixel composite. C) Pre-event land cover produced using machine learning classifier, with pre-

event Sentinel-1, -2 and DEM as input. D) Change in Normalised Difference Vegetation Index (dNDVI). E) Sentinel-

1 Change in backscatter intensity (ascending VH). F) Sentinel-1 Change in backscatter intensity (ascending VV). 

From the Sentinel-1 change images, it was determined firstly, whether the investigated landslides were 

visible. The case studies were assigned a set-number, following the approach by (Mondini et al., 2019): 

Set 1: not visible, set 2: partially visibly, recognisable only knowing a priori the location, and set 3: 

clearly visible. If visible (set 2 or 3), time-series plots were produced. This involved selecting a point 

within the landslide, and point adjacent to the landslide with similar but undisturbed vegetation. From 

these points, 30 m2 square polygons were generated, and five years of terrain corrected S1 time-series 

data, with median backscatter intensity [dB] for ascending-VV and –VH, and descending-VV and -VH, 

were exported.  

Next, in order to investigate the factors that influence the expression of landslides in the change images, 

plots of LIA, land cover class and backscatter intensity values were made. This involved manually 

mapping the landslide polygons for each case study, exporting the Shapefiles along with Geotiff raster 

images for each case study, and finally extracting and plotting the pixel values from within the 

polygons. The LIA was already calculated as part of the terrain correction algorithm, so the original set 

of outputs (VV, VH and angle) was modified to also include the LIA. Where possible, landslides were 

mapped according to morphometric feature class (scarp, transit or deposit zone). Additional ground-

based or drone images of the landslides (internet search, journal articles) showing the shape of the 

landslide were used to identify these separate features, although there remained uncertainty in the 

exact boundaries. If no additional information was available to identify the morphometric features, 

then the entire landslide body was mapped in the transit zone class as the default, as this includes both 

erosion and deposition.  

For the land cover class, existing land cover maps (Copernicus Global Land Cover, CORINE, Dynamic 

World) were first examined. These were deemed to be not of high enough accuracy at the pixel level 
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for statistical analyses. Therefore, we produced our own locally-trained land cover maps. For each case 

study a machine-learning based land cover classification was performed using the ee.smile.CART 

algorithm (Classification and Regression Tree) in GEE (Breiman et al., 2017). These were trained using 

a Sentinel-2 image with minimal cloud cover from before the event, along with the DEM, and pre-event 

Sentinel-1 composite images (VV and VH polarisation). The classifier was trained by manually selecting 

points within the following classes; Urban, artificial; Forest, trees, Scrub, herbaceous; Pasture, grass; 

Sparsely vegetated; Water body, sea; Wetland; Bare rocks; and Glacier, snow. A minimum of 10 points 

were selected in each of the classes present. Then the images were sampled at the selected points, the 

classifier was trained. The classification was thereafter performed over the entire area of interest and 

results viewed. If the classification was not satisfactory (judged by visual comparison of the results with 

the higher resolution base satellite images) then additional training points were added, or input data 

modified. The process was repeated until a satisfactory land cover map was achieved.  

Finally, for each case study the following data was exported: 1) landslide polygons, (2) geotiff raster 

images including the pre-processed Sentinel-1 bands from ascending and descending mode where 

available (preVV, postVV, dVV, preVH, postVH, dVH, LIA) along a band of the land cover class. The 

pixel values within each of the landslide polygons were extracted to produce a dataset consisting of 

approximately 300,000 pixels. Using Seaborne (version 0.12.2) violin plots and 2-dimensional histogram 

plots were produced to display the distribution of the data. The default settings were used, except for 

the histograms where the argument stat=“percent” was used instead of “count” (Waksom, 2022a, 

2022b).  

5 Results: 

Over 1000 landslides were digitized from the 30 case studies. During this process we identified 

predictable patterns in the expression of landslides in SAR backscatter change images related to the 

different morphometric features of the landslides (scarp, transit zone and deposit zone) and land cover 

type, and performed statistical analyses of the pixel values from the landslides.  Here, we present an 

overview of the trends that were identified, and present evidence from individual cases and the 

statistical analyses that show how different factors, including land cover and landslide orientation 

relative to the sensor, control this expression.  

5.1 Trends identified in the expression of landslides in SAR data 

Some examples of the trends identified are shown with contextual photos in Figure 5, SAR difference 

images in Figure 6 with five-year time-series plots in Figure 7. These trends are summarised as follows: 

(A) Scarp: The expression of scarps varied depending on the look direction, with scarps angled

away from the sensor look direction producing an abrupt decrease in backscatter intensity in

both dVV and dVH images, while scarps facing towards the sensor produced slightly to

moderately increased backscatter intensity. The time-series plots in Figure 7 show that the

decrease was most clear in VV polarised data, with a magnitude of 7 to 12 [dB]. In some cases

(seen quite clearly in case 20 in Peru), an edge of increased back scatter intensity was also

observed slightly behind the scarp on the far side of the landslide from the sensor. Rock fall

scarps were not clearly distinguishable in the cases we examined.

(B) Transit zone in herbaceous vegetation: the most easily distinguishable landslides were those

that occurred in herbaceous vegetation (e.g. tundra, peat, grass, cultivated land). These
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produced strong increases in backscatter intensity shown in time-series (Figure 7), most clearly 

seen in VV polarised data, in the order of 7 to 10 dB in the time-series data.   

(C) Transit zone in forested area: a more complex, but quite distinct, pattern of backscatter

intensity change was observed in most of the landslides that occurred in forested areas, seen

most clearly in VH polarisation. As with the scarps, the pattern depends on the look direction

of the sensor. For the cases shown in Figure 6 (including cases 5, 9, 10, 12, 23, and 25) it can be

seen that moving away from the sensor - there is a sequence with first decreased backscatter

intensity along the edge of the landslide closest to the sensor, and increased backscatter

intensity on the far edge of the landslide. For wider landslides there may be a zone with

moderately increased or decreased backscatter intensity in the centre of the transit zone. The

decreases shown in the time-series plots are around 4 to 8 db.

(D) Deposits: in most of the cases we observed, deposits were observable by a moderately to

strongly increased backscatter intensity (in VV polarisation) as seen in cases 2 and 14. Although

in some specific cases the deposits were observable by areas of decreased backscatter intensity,

as seen in cases 10 and 25. From the contextual photos in Figure 5, it appears that the deposits

with decreased backscatter intensity relate to cases where fine sediments settled from still water

caused by drainage blockage. Whereas, those showing increased backscatter intensity appear

to relate to deposits consisting of coarser materials inferred to be deposited more rapidly from

the turbulent landslide flow.
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Figure 5 Context images corresponding to the landslides shown in Figure 7 and Figure 8, showing a variety 

of landslide types and environmental settings.  
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Figure 6 Collection of backscatter intensity change images showing a selection of landslides, demonstrating the 

trends identified during systematic mapping of landslides in all 30 case studies shown in Figure 3. The change 

images are produced from pre- and post-event median composite (from stacks consisting of 1 to 12 months of 

images, see appendix for details) of terrain-corrected Sentinel-1 SAR images. Center coordinates and dates of the 

landslides are provided in Figure 3.   
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Figure 7  Five-year time-series plots of mean backscatter intensity (B.I.) in VV and VH polarisation, sampled from 

a 30 x 30 m patch within the landslide body. The location of the sample patches are shown in Figure 7. Landslides 

can be observed by an abrupt change in the seasonal cycle of backscatter intensity. The black dashed lines show 

when the landslide occurred. Event dates for each case are provided in Figure 3.  

5.2 Factors controlling the expression of landslides in SAR data 

The factors identified in the theory section as being relevant to the visibility and expression of landslides 

in SAR backscatter intensity change images included: terrain elevation and geometric distortions, local 

incidence angle (LIA), wavelength, land cover types, seasonal variations and water content. With the 

exception of wavelength, which was fixed in this study (C-band), the role of each of the factors is 
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considered based on the results of systematic mapping of the landslides along with pixel-based 

statistical analyses. 

5.2.1 Large scale terrain features and geometric distortions 

Geometric distortions were considered to have been a major limitation to landslide visibility in six of 

the cases (including 7. Vanuatu, 8. Brazil, 14. New Zealand, 26. USA, 27. Burundi, and 28. Australia). 

This was particularly problematic if only one orbit pass was available. In the Burundi case, although 

two orbit passes were available, a significant area was affected by foreshortening in both the ascending 

and descending images (see Figure 8), which appears as stretched pixels when corrected and distorts 

the landslide signatures significantly. This is problematic for areas with steep narrow valleys. Shadow 

zones were not as problematic as expected for large scale terrain features (e.g. the 4000 m high 

mountains in Case 14 from New Zealand, see Figure 7. Most of the shadow zones were related to the 

presence of medium scale topographic features, such as cliffs.  

5.2.2 Local incidence angle 

The local incidence angle can have a strong impact on the expression of landslides in SAR data, as 

illustrated in Figure 6. In particular, this is observed for landslides with significant scarps and those 

that occur in forested areas where the appearance of the landslide varies significantly depending on the 

sensor direction. Some of the landslides triggered by the earthquake in Hokkaido, Japan, shown in 

Figure 9, show how strongly the expression of landslides can vary depending on the orientation of the 

landslide surface.  

Figure 8 Landslide visibility was reduced in the Burundi case due to geometric distortions, as well as 

unfavorable mixed vegetation conditions. Black areas show shadow distortion, while the stretched pixels are 

presumably affected by foreshortening. Outlines were drawn based on the Sentinel-2 dNDVI image. 
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 Figure 9 Landslides in forested area from Hokkaido, Japan (case 11) showing strong variation in expression in 

backscatter intensity change images depending on the orientation of the landslide surface. Outlines were drawn 

based on the Sentinel-2 dNDVI image.  

The landslide scarps to the west of the central valley are mainly sloping down towards the east, in a 

similar direction to the look angle of the sensor on the ascending path (high LIA). In both the dVV and 

dVH ascending images, these western landslides show decreased backscatter intensity at the location 

of the back scarps. While the landslides to the east of the central valley facing approximately normal to 

the sensor (low LIA) show a strong increase in the dVV image at the location of the back scarp and a 

moderate increase in the mid slope. By contrast, in ascending dVH these eastern landslides show 

moderately decreased backscatter intensity in both the mid slope and towards the back scarps. A 

similar, but reversed pattern can be observed in the descending images. The local incidence angle 

appeared to be less relevant for landslides that occurred in herbaceous vegetation and for deposit zones. 

In Figure 9, the deposit zone in the centre of the valley shows an increase in all of the change images.  

The 2D-histograms in Figure 10 show the spread of pixel values from within the mapped landslides 

depending on the LIA, and separated according to land cover type, landslide morphometric feature 

and polarisation. Although, there were relatively few data points in the scarp category, some strongly 

increased backscatter intensity values are observed at low LIA within forested examples, both for VV 

and VH polarisations. This fits with the observations from the Japanese case study shown in Figure 9. 

In the non-vegetated transit zone, and herbaceous deposits plots, there appears to be a weak trend of 

increasing dVV and dVH values with increasing LIA for the middle LIA values. However, there are a 

lack of points sampled at low and high LIAs in these categories. For the remaining plots there does not 

appear to be any clear relationships between the change in backscatter intensity values and the LIA.  

5.2.3 Changes between ground cover types 

The change in ground cover and associated scattering mechanisms depends both on the pre-event land 

cover, as well as the post-event texture of the ground produced by the landslide. From the 2D-
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histograms in Figure 10, it can clearly be seen that deposits tend to produce increased back scatter 

intensity in all land cover classes, although the difference is greater in herbaceous and non-vegetated 

classes. While from the transit plots in forested areas, that landslides generally produce a decrease in 

backscatter intensity.  

Figure 10 2D Histograms of data points sampled from within the landslides polygons (columns). Separated 

according to land cover class, and polarisation. Shows the distribution of the pixel values LIA vs change in 

backscatter intensity. In the herbaceous category, land cover classes including sparse vegetation, pasture, grass, 

wetland, scrub and herbaceous were combined. For non-vegetated urban, artificial water bodies, bare rocks, and 
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glacier and snow were combined. C: indicates the pixel count. Note that the LIA is calculated from the pre-event 

DEM. 

Figure 11 shows increasing backscatter intensity of deposits from four cases. Post-event deposits show 

variation depending on the material, variation between the medians of 4 dB. The backscatter intensity 

increases with increasing material size (10. mainly fines, 5. mixed fine and coarse, 9. mixed with 

vegetation debris, to 11. rock and boulders). Note that the deposits in cases 5, 10, and 11, occurred on 

mainly flat or shallowly sloping areas, while those in 14 are from a slope with a lower incidence angle, 

therefore the values may be slightly higher due to this.  

Figure 11 Different deposit material types, and the distribution of the pixel values from the four different case 

studies shown. These include: Smooth, flat deposits from mudflow near Baybay City, Philippines (10) (source: 

Philippines Coast Guard, AP). A mixture of soil and rocks in debris flow deposit in Vassenden, Norway (5). Rock 

avalanche deposits at Mt Tasman, New Zealand (14) (© Matariki Project/MRC/University of 

Otago/GNS/PGO/PLEIADES © CNES (2022), distribution Airbus DS.). (11) Forest debris from landslides in 

Hokkaido, Japan (© Maxar (2018)). Bottom left: Violin plots of post-event backscatter intensity distribution from 

the different deposit material types. The upper and lower quartiles and the median are indicated by the black box 

plot with a central white dot. 
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Figure 12 Distribution of sampled pixel values within mapped landslides from the pre-event and difference 

images, shown as violin plots with box-plots and kernel distribution. The upper and lower quartiles and the 

median are indicated by the black box plot with a central white dot. These are separated according to pre-event 

land cover types and polarisation.  

Figure 12 shows the distribution of pixel values within the mapped landslide polygons according to 

land cover class, for pre-event and the change in backscatter intensity. The pre-event backscatter 

intensity values have a combined median of -9.9 and -17.6 dB for VV and VH respectively. Urban and 

forest land cover classes have slightly higher initial values relative to the median in VV and VH 

polarisations, while wetland and water bodies have slightly lower values in both. In VH non-vegetated 

land cover types including bare rocks and snow also show values lower than the median.  

The differences in backscatter intensity are mostly positive, except for pixels within the forest class 

which show a mean decrease of -2 dB in both VV and VH polarisation. The strongest increases are 

observed for landslides that occurred in wetland and snow with average difference values of ~4 dB. 

Slightly negative changes are also seen for scrub and urban land cover classes in VH polarisation.  

5.2.4 Seasonal variations and water content 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 February 2023 doi:10.20944/preprints202302.0390.v1

https://doi.org/10.20944/preprints202302.0390.v1


22 

The time-series plots in Figure 7 show variation in the seasonal cycles of backscatter intensity, in which 

reflect the local climate and vegetation conditions. In general, for vegetated areas the backscatter 

intensity is higher in summer, and lower in winter. While in tropical areas, the backscatter intensity is 

relatively constant through the year, and in sub-polar or alpine regions winter snowfalls produce strong 

decreases (in the order of 10 to 20 dB) in intensity. In most cases, the change due to landslides appears 

unambiguously and a clear difference in the seasonal cycle is observable. However, in cases with 

seasonal snow cover (e.g. 5B. Norway, 1B. Iceland and 14D. New Zealand) the changes due to 

landslides are of a lower magnitude than the change due to snow cover change, and therefore less clear. 

Most of the inter-annual variability in the pre- and post-event seasonal cycles is likely caused by 

fluctuations in moisture content. Although we don’t not have access to soil moisture measurements, 

some trends can be inferred. The effect of moisture content is seen most clearly in case 14 from a high 

alpine environment in New Zealand (Mt Tasman, approx. 2,500 m a.s.l.). Here, in spring at the onset of 

snow-melt, the backscatter intensity drops abruptly, with a magnitude of approximately 15 dB. In 

several cases, in the transit and deposit zones, it is seen that the following the initial change in 

backscatter intensity, there is a period over several weeks where the backscatter intensity decreases 

slightly. This is seen in cases 4, 2, and 5 in the herbaceous transit zone, and in 23 in the forested transit 

zone. We did not have access to soil moisture data, but it is possible that this pattern is due to decreasing 

moisture content after the rainfall triggered landslides. In contrast, the values increase in the deposit 

zone in case 15 in Iceland. 

6. Discussion

The results showed that landslides produce predictable patterns in SAR backscatter change images 

related to morphology, land cover, and sensor and ground surface orientation. The trends identified 

have not previously been documented in relation to landslides. Here, we consider the physical basis 

for the identified trends in relation to the change in scattering mechanism, compare these with similar 

trends described in literature from other phenomena, and discuss limitations of the approach and 

possible future research directions. 

6.1 Trends 

In order to improve understanding of the physical-basis for the identified trends, we present the 

generalised conceptual model shown in Figure 13, relating the change in scattering behaviors to the 

observed change in backscatter intensity. This is described as follows, referring to the numbers 

illustrated:  
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Figure 13 Conceptual model of a landslide and the relative changes in backscatter intensity (B.I.), depending 

on landslide morphology, and the change in ground-cover types and their associated scattering mechanisms. 

A. SCARP

The sudden change in topography, usually expressed by a steep surface, results in a strongly decreased 

intensity for scarps facing away from the sensor (1). This is attributed to radar shadow, which occurs 

when the slope angle is steeper than the radar incident angle. The base of the scarp beyond the shadow 

zone, may show increased intensity due to an increase in surface roughness (2) as in the conceptual 

model. However, this will vary depending on the specific pre-event land cover and post-event surface 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 February 2023 doi:10.20944/preprints202302.0390.v1

https://doi.org/10.20944/preprints202302.0390.v1


24 

roughness and orientation. For scarps facing towards the sensor (3), if the LIA is decreased more energy 

will be reflected back towards the sensor, resulting in increased intensity. In addition, the concave top 

edge of the scarp will also give strongly increased reflectivity relative to a flat pre-event surface, 

producing strongly increased values on the outer edge of the scarp. These patterns are seen most clearly 

in VV, due to the greater sensitivity to changes in surface roughness. Similar changes have been 

documented in relation to changes in topography of a volcanic crater following an explosive eruption 

(Arnold et al., 2018).  

B. TRANSIT (herbaceous)

The trend of predominantly increased backscatter intensity in these areas, is due to an increase in 

surface roughness of the landslide surface compared to a weathered pre-event surface (2). This results 

in increased diffusivity, and stronger reflection back towards the sensor. Minor scarps and concave 

features within transit zones of larger landslide are identifiable based on the same principles as 

described for the main scarp. There are numerous examples of agricultural studies relating increasing 

roughness of non-vegetated surfaces to increasing backscatter intensity (Baghdadi et al., 2018; Beaudoin 

et al., 1990)(Baghdadi et al., 2018; Beaudoin et al., 1990; Tempfli et al., 2009).  

C. TRANSIT (forested)

The pattern illustrated for landslide transit zones in forest is very similar to the pattern described by 

(Hoekman et al., 2020) from drainage canals that are constructed within rainforests prior to 

deforestation. The changes relate to (1) radar shadow on the near edge, (5) change from forest to bare 

soil which produces a decrease in VH due to reduction of volumetric scattering, and possibly slight 

increase in VV, depending on the roughness of the surface, and (6) increased backscatter intensity on 

the far edge, due to a change from forest to a new near-vertical surface of the scarp and tree-trunks, 

which produce direct and double bounce scattering, increasing the energy returned to the sensor.  

D. DEPOSITS (with ponding)

The example illustrated shows firstly a strong decrease caused by a new pond, related to a change from 

grass to water (7) which has a very low intensity due to specular reflection. From the case studies, we 

observed that new lakes or ponds caused by landslide dams, showed stronger signals than the 

landslides themselves and are very easy to detect in the change imagery. Although, they can be difficult 

to distinguish from scarps without contextual information, as can be seen in the Ecuador case, where 

there first seemed to be three large scarps, however one of them was actually a lake. Detecting newly 

formed lakes is important in disaster response, as these may occur in unpopulated areas, however can 

pose serious threats to people downstream if the landslide-dam bursts suddenly (Dellow et al., 2017). 

The signal is the same as can be used to detect flooding (Shen et al., 2019). Conversely, changes from 

ground to water result in strongly increased backscatter intensity which was observable in cases 10, 15 

and 20 from the Philippines, Iceland and Peru.  

The landslide deposits themselves were most frequently observed in change images by increased 

backscatter intensity (8) as is illustrated in the conceptual mode. This is due to increased surface 

roughness, and possibly also the presence of concave structures for landslides with a large volume, 

both of which produce increased diffusivity. However, as shown in Figure 6, 7 and 10, cases that 
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appeared to have smooth deposits formed by fine materials (mud or silt) produce lower backscatter 

intensity post-event, and this may result in decreased backscatter intensity in VH change images. Such 

deposits can indicate that the sediments were deposited by still or slow-moving water, related to 

blocked drainage.  

6.2 Controlling factors 

Factors that were expected to control the visibility and expression of landslides in backscatter intensity 

change images included; geometric distortions, LIA, ground cover, seasonal variations and water 

content. Wavelength is also considered relevant, however was not investigated in this study. Overall, 

we saw significantly stronger trends in the time-series data from individual cases, than from the means 

of the pixels within the mapped polygons. This is due to the selection of points within the change 

images for extracting the time-series data that showed strong changes. While, the sample pixel values 

within the mapped polygons show more variation due to irregular surface texture and topography and 

speckle noise.  

The overall detection rate was 87% (n. test cases = 26/30) in this study. This is similar to that reported 

by Mondini et. al (2019) of 83% (n. test cases = 27/32), yet differs significantly from the rate reported by 

Lindsay et al., (2022) of less than 10% (n. test cases = 9/120). The difference between these reported rates 

lies in the method of case study selection. In the two former, the examples selected came mostly from 

news reports and are biased towards larger, more catastrophic events, whereas in Lindsay et. al., (2022), 

the reported rate was in comparison to a set of previously mapped landslides from a single case study 

and included mainly smaller landslides.  

The influence of the LIA was clearly observable when looking at the differences in the landslide 

expression between individual cases. This was particularly important in the case where landslides 

produced an abrupt change in surface height, whether due to removal of materials in the scarp area, or 

removal of trees in the transit or deposition zones. The pattern of shadows from steep or vertical 

surfaces facing away from the sensor, and bright edges facing towards the sensor is highly dependent 

on the sensor look direction (ascending or descending orbit path). The trends were not clear in the 2D 

histogram plots in this study, however the LIA has been shown to affect the backscatter intensity to 

different degrees, in experimental data from other fields where the sampled areas were more 

homogenous. Using post-event DEMs to estimate the LIA, would probably give clearer trends 

especially for the scarp. However, this data is not readily available in most cases (Dabiri et al., 2020).  

The change in the ground cover type and associated scattering mechanisms was very important in 

determining the expression of the landslides. In the change images, time-series data, and statistical 

analyses, it was clear that landslides in forest tend to produce an overall decrease in backscatter 

intensity, while those in herbaceous and non-vegetated areas tend to produce an increase. In addition, 

changes to water bodies were very clear in the change images. Differences in the post-event backscatter 

intensity sampled within deposit zones, were also observed depending on the material size (fine, or 

coarse).  

Changes due to landslides in time-series data were clearer for cases with tropical and temperate 

climates where the vegetation showed limited seasonal variation. Cases with changes in snow cover 

showed abrupt changes in backscatter intensity values that were not related to landslides. It was 

observable that the timing of landslides in relation to the underlying seasonal cycle, either enhanced 
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(i.e. 14. New Zealand), or reduced (i.e. 5. Norway) the change in backscatter intensity. These variations 

in seasonal conditions are important to be aware of if designing an operational landslide detection 

system based on time-series data. The effect of changes in water content were not clear.  

6.3 Limitations and future research directions 

The cases that were undetectable in this study (Table 1, set 1) included two rock fall events, one slush 

flow, and one case with mixed vegetation type. In the rock fall events, it was determined that the change 

to the ground surface texture was not significant, or in the case where deposition occurred on a road, 

not permanent. The slush flow was not detectable due to changes to the surrounding area due to snow-

melt. While for the mixed vegetation case where deposition occurred without removing the pre-existing 

trees, the change produced by the landslide did not significantly alter the backscatter response, which 

included both diffuse and volumetric scatterers, before and after the event. In the cases where 

landslides were only partially visible or detectable only with a-priori knowledge (set 2), the main 

limiting factors included; small or narrow landslide geometry, geometric distortions that obscured or 

warped the landslide signatures, snow- melt in the surrounding area, deposition in an urban area, and 

only single orbit pass available. Large scale topography, in particular high mountains, was not as 

problematic as expected.  

The dataset produced in this study provides a diverse training dataset that can be used for developing 

generalised automatic detection models. Previous studies have shown that locally-trained deep-

learning models such as U-Net can detect landslides with good accuracy from Sentinel-1 images due to 

their ability to differentiate random speckle noise from clusters of pixels related to changes to the 

ground surface (Ganerød et al., 2023). The results of this study can be used to improve the design of 

deep-learning models through understanding how to ensure representative training cases and relevant 

input data are included. A challenge for such models, will be to differentiate signals of non-landslide 

related vegetation loss from landslides, as is an ongoing problem for landslide detection using optical 

data (Prakash et al., 2021). More investigations could also be done using this dataset for improving 

understanding of how land cover affects the generation of post-event DEMs (Dabiri et al., 2020). Then 

automated estimation of the volume of material would also be possible. This would enable disaster 

responders to estimate the magnitude of the problem, and send appropriate resources.  

Experience from testing these methods on recent events, including landslides triggered by floods and 

cyclones in New Zealand (10 January 2023, 27 January 2023), and the Turkey earthquakes (6 February 

2023), has shown that large landslides and landslide dams can be detected from single post-event 

images.  However. the greatest limitation for applying these methods in disaster situations is the lack 

of daily images freely available (revisit frequency in Europe is 1-3 days, in equatorial regions it can be 

up to 12 days). Commercial high resolution SAR data is currently available at a daily frequency. In 

order to be prepared to respond quickly, one should have agreements set up in advance to access to 

satellite images from as many sources as possible, including commercial providers (e.g. ALOS, ICEYE, 

Spacety which may provide data for research and non-commercial activities), and have code prepared 

to quickly process the images. Research should be conducted into combining imagery from multiple 

sensors with varying wavelengths, view angles and resolutions, to be prepared to use whatever 

information is available.  
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The frequency of freely available SAR images will double with the launch of the NISAR (NASA-ISRO 

SAR) satellites in 2024. However, it will take some time to build up a new set of landslides observations 

in the X- and L-band. Furthermore, it is likely that Sentinel-1 coherence data will be added to the GEE 

catalogue (Gorelick. N. (2022). pers comm.). This will facilitate global studies of how coherence data and 

backscatter data can be used together to improve landslide detection. Automatic detection and 

consequence analyses (for instance highlighting the intersection of automatically detected landslides 

with buildings, or infrastructure) could also be useful for improving situational awareness during 

disaster response.  

7. Conclusions

When cloud-cover inhibits the use of optical imagery during disaster response, SAR satellite imagery 

could be used to provide crucial information on the location, and timing of landslides. Through 

systematic and quantitative analysis of over 1000 landslides from 30 diverse global case studies, we 

found that landslides produce predictable patterns of increased and decreased backscatter intensity. 

The change in intensity relates to morphology, and changes in topography, land cover, and surface 

roughness and their associated scattering properties. The findings were summarised in a physically, 

and empirically based conceptual model which can facilitate interpretation of landslides in SAR 

backscatter change images. These patterns have not been documented in relation to landslides 

previously, however have similarities to signals produced by features related to volcanic eruptions, 

agriculture, deforestation, canal building and floods. Using freely available Sentinel-1 images and 

Google Earth Engine, the radar change images can be rapidly produced for a new location, when new 

satellite images become available online. The trends observed in this study may improve utilisation of 

satellite radar images for rapid detection of landslides and other natural hazards, and facilitate 

development of multi-sensor automatic detection models and continuous monitoring systems. This can 

improve situational awareness in disaster response and potentially improve outcomes for the affected 

populations.   
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Appendix 1: Links for landslide case study reports Accessed: 11-Dec-2022. 

Location Link 

1. Iceland https://blogs.agu.org/landslideblog/2021/10/08/multiple-landslides-in-thingeyjarsveit-and-in-kinnarfjoll-in-iceland/ 

2. Ireland https://blogs.agu.org/landslideblog/2021/07/23/benbrack-1/ 

3.-New Zealand https://blogs.agu.org/landslideblog/2022/04/21/wairoa-1-2/ 

4. Ecuador https://blogs.agu.org/landslideblog/2021/02/16/chunchi-a/ 

5. Norway https://blogs.agu.org/landslideblog/2019/08/01/sogn-og-fjordane-1/ 

6. Sth. Africa https://blogs.agu.org/landslideblog/2022/04/22/durban-1/ 

7. Vanuatu https://hazmapper.org/2020/05/20/cyclone-harold-defoliation-and-mass-wasting-in-vanuatu/ 

8. Brazil https://blogs.agu.org/landslideblog/2021/05/17/the-17-18-december-2020-landslide-disaster-in-presidente-getulio-

southern-brazil/ 

9. China https://blogs.agu.org/landslideblog/2021/10/28/the-21-july-2020-shaziba-landslide-at-mazhe-village-in-enshi-china/ 

10. Philippines https://blogs.agu.org/landslideblog/2022/04/14/three-very-large-landslides-triggered-by-tropical-storm-megi-agaton/ 

11. Japan https://link.springer.com/article/10.1007/s10346-019-01206-7 

12. USA https://blogs.agu.org/landslideblog/2022/08/03/haines/ 

13. China https://blogs.agu.org/landslideblog/2021/10/26/the-5-april-2021-tiejiangwan-landslide-in-sichuan-province-china/ 

14. N. Zealand https://www.otago.ac.nz/surveying/potree/pub/mrc/projects/matariki/changing-landscape 

15. Iceland https://blogs.agu.org/landslideblog/2018/07/26/fagraskogarfjall-landslide/ 

16. India https://link.springer.com/article/10.1007/s10346-021-01802-6 

17. India https://link.springer.com/article/10.1007/s10346-021-01802-6 

18. Norway https://www.regobs.no/Registration/193067 

19. India https://link.springer.com/article/10.1007/s10346-020-01598-x 

20. Peru https://blogs.agu.org/landslideblog/2020/06/30/achoma-landslide-1/ 

21. Kygysztan https://earthobservatory.nasa.gov/images/90255/landslide-in-southern-kyrgyzstan 

22. Italy https://blogs.agu.org/landslideblog/2019/11/25/savona-landslide-1/ 

23. Indonesia https://blogs.agu.org/landslideblog/2022/03/29/mount-talakmau-1/ 

24. Brazil https://blogs.agu.org/landslideblog/2022/05/31/recife-1/ 

25. Canada https://blogs.agu.org/landslideblog/2021/11/16/bc-1/ 

26. USA https://twitter.com/bclemms/status/1452333926949822468?lang=en 

27. Burundi https://hazmapper.org/2020/04/27/mass-wasting-in-burundi-december-2019/ 

28. Australia https://blogs.agu.org/landslideblog/2022/03/11/main-arm-1/ 

29. Indonesia https://link.springer.com/article/10.1007/s10346-021-01700-x 

30. Turkey https://blogs.agu.org/landslideblog/2019/05/17/ordu-1/ 
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Highlights: 

• Building a heterogeneous ensemble of models substantially improves the prediction performance. 

• Ensemble learning methods reduced the uncertainty of the single models’ results. 

• The best result is achieved with using S1 & S2 only data (F1 = 0,66) 

• Biggest improvement Setting 2 only S2 bands ensemble model increase from 0.52 to 0.61.  

• Possibility of creating a monitoring system based only on Setting 2 (dNDVI & land cover classification) – notice of possible change in the area. 

 

ABSTRACT 

With changing climatic conditions, we are already seeing an increase in extreme weather events and their secondary consequences, including landslides. Landslides threaten 

infrastructure, including roads, railways, buildings, and human life. Hazard-based spatial planning and early warning systems are cost-effective strategies to reduce the risk to 

society from landslides. However, these both rely on data from previous landslide events, which is often scarce. Many deep learning (DL) models have recently been applied 

for landside mapping using medium- to high-resolution satellite images as input. However, they often suffer from sensitivity problems, overfitting, and low mapping 

accuracy. This study addresses some of these limitations by using a diverse global landslide dataset, using different segmentation models, such as Unet, Linknet, PSP-Net, 

PAN, and DeepLab and based on their performances, building an ensemble model. The ensemble model achieved the highest F1-score (0.69) when combining both Sentinel-

1 and Sentinel-2 bands, with the highest average improvement of 6.87 % when the ensemble size was 20. On the other hand, Sentinel-2 bands only performed very well, with 

an F1 score of 0.61 when the ensemble size is 20 with an improvement of 14.59 % when the ensemble size is 20. This result shows considerable potential in building a robust 

and reliable monitoring system based on changes in vegetation index dNDVI only.  

 

Introduction 

 

Landslides occur daily around the world and can cause significant damage to infrastructure and property. Human life and health can also be at stake. In recent years, their 

occurrence and associated costs have increased, given the increase in extreme precipitation events and unregulated urban expansion in landslide-prone areas (Froude and 

Petley, 2018; Gariano and Guzzetti, 2016; Hanssen-Bauer et al., 2009). However, landslides are frequently underrepresented in global natural catastrophe databases due to a 

lack of reporting or because insurance claims due to landslide damages may be categorised under the primary triggering event, such as earthquakes or extreme weather events 

such as hurricanes or floods (Kirschbaum et al., 2010). 

The scarcity of data on previous landslide events is a major limiting factor in developing mitigating strategies for future risks posed by landslides (Guzzetti et al., 2012). Two 

cost-effective methods for mitigating landslide risk to society include hazard-based spatial planning of new developments and early warning systems (Piciullo et al., 2018; 

Shano et al., 2020). However, these both rely on data from previous landslide events. Recent technological developments offer great potential to improve landslide detection 

through automatic landslide monitoring systems using satellite imagery and deep learning-based image classification algorithms (Mondini et al., 2021; Tehrani et al., 2021). 

Since 2017, there has been a significant increase in research into this topic (Mondini et al., 2021).  

Two types of satellite images are mainly used for automatic landslide detection. These are optical images, from which vegetation indices (commonly, the normalised 

difference vegetation index, NDVI) can be derived, and synthetic aperture radar (SAR) images. Change detection methods are often used, either from single pre- and post-

event images or composites produced from multitemporal image stacks, that help reduce noise from seasonal changes in vegetation or snow, clouds, or speckle (Lindsay et 

al., 2022). Landslides are most clearly visible in optical change images; however, SAR imagery has the advantage of being cloud penetrating and, therefore, can detect 

landslides more rapidly in case of scarcity of cloud-free images. With optical images, it is common to see landslides based on a loss of vegetation, which produces a negative 

NDVI value (Lin et al., 2005). For the changes in ground surface texture and the associated scattering behaviour that is detected by using cross- or co-polarised backscatter 

intensity images, we are using SAR images (Lindsay et al., 2022). A detailed explanation of the physical mechanisms that control landslide expression in SAR backscatter 

change images is available (Lindsay et al., 2022). Geographical Information Systems (GIS) have helped with data preparation, but manual mapping remains a time-

consuming and subjective practice. Therefore, there is considerable potential in using automated machine- and deep-learning techniques to increase data collection and make 

landslide mapping practice more efficient (Bai et al., 2022; Ganerød et al., 2023; Ghorbanzadeh et al., 2019; Nava et al., 2022; Prakash et al., 2021).  
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Computer-based methods are rapidly emerging as powerful, efficient, and viable tools able to work with high-dimensional datasets (Chen and Lin, 2014; Dargan et al., 2020; 

Zhu et al., 2017). These methods can thus reduce costly and time-consuming manual labour both in the field and during post-digital interpretation. Applying computer-based 

methods to the landslide susceptibility maps can play a crucial role in determining the most vulnerable and prone areas for landslides (Shano et al., 2020; Tehrani et al., 2022; 

Wei et al., 2022; Youssef and Pourghasemi, 2021). The well-mapped landslides are the primary key to further developing a reliable monitoring system. And since landslide 

hazard mapping relies on knowledge gained from previous events (Band et al., 2020; Mondini et al., 2021; Prakash et al., 2021), the availability of high-quality data can help 

in developing strategies that aim to reduce landslide hazards and consequently, the risk to society.   

 

The literature shows that qualitative and quantitative methods can be applied to detect landslides (Saadatkhah et al., 2014). Data-driven machine-learning techniques are 

widely used nowadays, but they still present some weaknesses that affect the predictive performances of single models (Lv et al., 2022). The scarcity of training data gives 

typical weaknesses. Most DL models require a large amount of diverse training data. This issue can cause the possibility of missing the best-fit function during the training 

process (Blum, A., Wang, 2011; Thomas G. Dietterich, 1997; Wang et al., 2011). However, considering ensemble learning in landslide applications, the majority of the 

studies are conducted for landslide susceptibility mapping (Bai et al., 2022; Hong et al., 2020; Lin et al., 2022; Liu et al., 2021; Lv et al., 2022; Merghadi et al., 2020; Saha et 

al., 2021; Setargie et al., 2023; Tong et al., 2023; Wei et al., 2022) rather than landslide detection or prediction. 

 

With this study, we compare different segmentation models using PyTorch, in combination with two different learning rates (0,001 and 0,01) and five loss functions to test 

how the prediction and statistics change using different settings and Fully Convolutional Neural Networks (FCNN). Out of 30 well-mapped study areas, (Lindsay et al., 2023) 

presented as potential case studies, 21 representing the descending orbit were selected for our study. Limitations are connected to the landslides on east-facing slopes that are 

more likely to be detectable in descending SAR data due to increased sampling density on slopes facing towards the sensor and geometric distortions. In contrast, the total 

number of case studies with descending obit was higher. Furthermore, we evaluate whether the resulting predictions vary according to the different settings: (1) only Sentinel-

1, (2) only Sentinel-2, (3) combinations of Sentinel-1 and Sentinel-2 and lastly, (4) all the bands by calculating precision, recall, F1-score on the test dataset. Based on all 

combinations, the different ensemble learning settings are assessed to calculate the performance of each ensemble model based on the 10, 20 and 40 best-performing single 

models on validation data. The goal of this study is threefold: first, to find the setting with the best performance and least data amount. Second, to create an ensemble model, 

compare its performance and evaluate its average improvement to the single models. Third, assess the resulting performances and discuss their potential use. 

 

Case studies 

 
This study uses the global landslide datasets created by Lindsay et al. (2023b), where landslides have been manually mapped mainly through dNDVI images derived from 

Sentinel-2. This dataset included 30 case studies worldwide, characterised by varying terrain types, orientation and size, ground cover, climate zones, geological materials, 

and failure mechanisms. These 30 sites have been mainly identified thanks to the reports titled ‘The Landslide Blog’ (https://blogs.agu.org/landslideblog/), news reports, or 

journal articles found through an extensive online search. The locations and dates of these mapped landslide events are shown in Figure 1. In contrast, the specific properties 

of each event, together with the local environmental conditions, are shown in Table 1 (Lindsay et al., 2023).  

https://blogs.agu.org/landslideblog/


   

 

short author name: Preprint submitted to Elsevier   3 

 

Figure 1. Lindsay et al., 2023 case study locations and event dates (Lindsay et al., 2023). The case studies where landslides were not visible or did not have 

descending data have been removed—base map: Landslide Hazard Map (GFDRR, 2023). 

Table 1. Lindsay et al., 2023: 21 used case studies. Type refers to the different types of landslides, specifically: 1. Rockfall, 14. Clay/silt compound slide, 22. Debris flow, 

23. Mudflow, 25. Debris avalanche, 26. Earthflow, 27. T refers to the trigger: R – rainfall, E- earthquake, S – snowmelt, U - unknown.  Size presents length and width in 

kilometres, Rainfall in millimetres per year and occurrence date. 

Location  Type  T  Size L x W [km]  Rainfall 

[mm/yr]

  

Date  

1. Iceland*  22  R  0.8 x 0.1  672  06.10.2021 

2. Ireland  27  R  0.58 x 0.7  1358  04.07.2021 

3.-N. Zealand  13  R  0.13 x 0.05  1508  27.03.2022 

4. Ecuador  26  R  1.5 x 1.5  918  12.02.2021 

5. Norway*  22 25  R  0.11 x 0.03  2285  30.07.2019 

8. Brazil  22  R  1.6 x 0.02  1547  06.04.2020 

9. China  13-22  R  1.34 x 0.92  1297  05.04.2021 

10. Philippines  23  R  2.1 x 0.7  2915  10.04.2022 

12. USA  25  R  1.7 x 0.18  1282  02.12.2019 

14. N. Zealand  18  R  1.8 x 0.28  4222  27.03.2022 

15. Iceland  18-25  R  2.4 x 1.7  829  02.02.2022 

19. India  22  R  1.2 x 0.12  2848  06.08.2020 

20. Peru  26  U  0.6 x 1  506  16.06.2020 

21. Kyrgyzstan   14-26  RS  5 x 0.6  394  30.04.2017 

22. Italy  22  R  0.35 x 0.07  886  02.11.2018 

23. Indonesia  22  E  6 x 0.3  2775  25.02.2022 

24. Brazil  13  R  0.06 x 0.03  1678  26.05.2022 

25. Canada  18  R  0.85 x 0.32  1712  14.11.2021 

26. USA  1  U  0.09 x 0.06  1560  24.09.2021 

28. Australia  22  R  0.8 x 0.04  2031  28.02.2022 

29. Indonesia  16  E  2.1 x 1.1  1534  28.09.2018 

  

In this study, we included only the case studies with Sentinel-1 – 1 descending orbit images to have the highest amount of use cases with the same parameters 

(21 cases). Only the visible landslides in both Sentinel-1 and Sentinel-2 bands (Figure 2) have been included for the final evaluation of each single model. We 
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classified them as follows: The Norway case (#5) was reserved as a test and used to evaluate the area. In contrast, the remaining 20 cases have been randomly 

split into 16 locations for model training and 4 locations for model validation. This split was performed only once and has been used for all the experiments 

(fixed random seed). Figure 2 shows the landslides mapped in this area's Norwegian (#5) evaluation set. 

 

Figure 2: Norwegian case study area #5. Norway is the test area, showing four subsets with ground truth landslide outlines in white. However, only red-

defined regions have been used for test evaluation because they are visible in both Sentinel-1 and Sentinel-2 layers. 

 

Looking at the size of the case study areas, eight case studies show less than 0.1 km2, and five were between 0.1 and 1 km2. The remaining eight events are 

between 1 and 5 km2 (Table 1). The mean annual rainfall varied from 394 mm/yr in Kyrgyzstan (#21) to 4.222 mm/yr in New Zealand (#14). The land cover 

types, identified using the Copernicus Global Land Cover classification map, included 7 cases of forest and 6 of herbaceous, cropland, or shrubs. For most of 

our case studies, the main trigger events that initiated the landslide are rainfall (16 events), earthquakes (2 events), a combination of rainfall and snowmelt (1 

event only), and in 2 cases, the triggers are unknown (see Table 1). 

 

Methods – data and computing 

3.1 Input data – bands 

 

This section describes the input data and the pre-processing, visualisation, and interpretation methods, summarised by Lindsay et al. (2023). The Sentinel-1 

SAR change images and time series were prepared for each case study using Google Earth Engine (GEE) (Gorelick et al., 2017). The date of occurrence is 

crucial because it defines the correct ranges for the pre-and post-event image collections. The coordinates of the approximate event location have been used as 

filter conditions to produce pre- and post-event image stacks of both Sentinel-1 GRD (Ground Range Detected) products and Sentinel-2 (Level 2A) images. 

Periods of one, two, or 12 months before or after the event date were used, ensuring comparison between temporally homogenous periods, depending on the 

local image acquisition frequency and seasonality. The date ranges and coordinate locations for each case study are shown in Figure 1. Pre- and post-event 

image composites were produced from the image stacks for a 4 km2 area about the defined point for all the cases. The Sentinel-1 images, retrieved from GEE, 

are available pre-processed (calibrated and ortho-corrected) at 10 m resolution. A terrain correction (Vollrath et al., 2020) was applied to each image in the 

stack using either a volumetric or a surface model, depending on the land cover type. The terrain correction projects the side-looking images onto the terrain 

while masking out pixels with shadow, and layover corrects over- and under-brightening. The 30 m resolution Shuttle Radar Topography Mission (SRTM) 

Digital Elevation Model (DEM), available within GEE, was used for this. However, local 10 m DEMs were utilised for the Icelandic case (link: ÍslandsDEM 

v1.0 10m - awesome-gee-community-catalog, accessed: 11 December 2022) and for Norwegian patients (https://hoydedata.no/LaserInnsyn2/, accessed: 11 

December 2022).  

https://gee-community-catalog.org/projects/iceland_dem/
https://gee-community-catalog.org/projects/iceland_dem/
https://hoydedata.no/LaserInnsyn2/
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Furthermore, Sentinel-1 composites were created by taking the median of the terrain-corrected image collections and changing images (post minus pre-event 

image composite). For Sentinel-2, an NDVI band was added to each image in the pre-and post-event stacks; then, a greenest-pixel composite was created 

(maximum NDVI) using the quality-mosaic tool. We produced an NDVI change image (dNDVI) as a final product by subtracting the pre- from the post-event 

composite. The dNDVI images are the only Sentinel-2-band included in the dataset (Figure 3). 

 

 

Figure 3: Example of the landslide showing case study #5 (test case study as a subset) in (a) multi-temporal VV-polarized SAR backscatter descending intensity change 

images (green indicates a backscatter intensity increase; purple indicates a decrease); (b) Differenced Normalised Difference Vegetation Index (dNDVI); (c) Sentinel- Level 

2A, with atmospheric correction applied to the Level-1C TOA image. (d) cloud-filtered, greenest-pixel composite produced from Sentinel-2 Level2A images (white outlines 

were mapped from the Sentinel-2 dNDVI image). 

 

Table 2 Bands description. Acronyms: pre- pre-event, post – post-event image. V – vertical polarisation, H – horizontal polarisation; Digital Elevation Model (DEM) 

Band   
Resolution 
[m] Origin  Description   

0 preVV  10 
Sentinel-1 

+ DEM  Pre-event VV polarised backscatter intensity.   

    VV is good for showing the difference in surface roughness.   

1 postVV  10 
Sentinel-1 

+ DEM  Post-event VV polarised backscatter intensity.   

2 dVV  10 
Sentinel-1 

+ DEM  PostVV minus PreVV  

3 preVH  10 
Sentinel-1 

+ DEM  

Pre-event VH polarised backscatter intensity. 

VH is more sensitive to changes in biomass.   

4 postVH  10 
Sentinel-1 

+ DEM  

Post-event VH polarised backscatter intensity. 

VH is more sensitive to changes in biomass.   

5 dVH  10 
Sentinel-1 

+ DEM  PostVH minus PreVH  

6 Layover  10 
Sentinel-1 

+ DEM  

Mask of layover distortion areas, calculated from (Vollrath et al., 2020) terrain correction.  

It should match the NoData areas in the VV and VH bands.   

7 Shadow  10 
Sentinel-1 

+ DEM 

Mask of shadow distortion areas, calculated from the Vollrath et al. (2020) terrain correction. 

It should match the NoData areas in the VV and VH bands.   

8 liaDeg  10 
Sentinel-1 

+ DEM  

The local incidence angle (LIA) is in degrees. The angle describes the orientation of the ground surface relative to 

the sensor's line of sight (Lindsay et al., 2023).  

9 Elevation  30 DEM  

The SRTM global 30 m resolution DEM was used for case studies below 60 deg latitude.  

Above 60 deg, other local DEMs were used – Icelandic 10 m and Norway 10 m resolution.   

10 Slope  30 DEM  Derived from elevation 

11 KG_climate     Köppen-Geiger climate map with a spatial resolution of 5 arc minutes for 1986-2010.   

    http://koeppen-geiger.vu-wien.ac.at/   

12 

Popatpv_tree

height  30 LiDar  

A 30-m spatial resolution global forest canopy height map - through the integration of the Global Ecosystem 

Dynamics Investigation (GEDI) LIDAR forest structure measurements and Landsat analysis-ready data time 

series (Landsat ARD) (Potapov et al., 2021). 

13 

CART_LC_cl

assified  10 

Sentinel-1 

and 

Sentinel-2  

Land cover classification.  

This was prepared for each case study individually, based on Sentinel-1 and -2 images from pre-event, using a 

CART machine-learning algorithm in Google Earth Engine.   

14 dNDVI  10 Sentinel-2  Change in Normalised Difference Vegetation Index (NDVI)   

 

The Local Incidence Angle (LIA) (liaDeg in Table 2) was included to investigate the factors that influence the expression of landslides in the change images. 

The LIA is particularly important when there has been a height change due to erosion of soil or rock material or the removal of trees (O’Grady et al., 2013). 

http://koeppen-geiger.vu-wien.ac.at/
https://www.mdpi.com/2072-4292/14/10/2301
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Here, we used the manually mapped landslide polygons for each case study, exporting the shapefiles along with the Geotiff raster images for each case study, 

and finally extracting and plotting the pixel values from within the polygons.  

 

For land cover classification (CART_LC_classified), locally trained land cover maps were produced. A machine-learning-based land cover classification was 

performed for each case study using the ee. smile.CART algorithm (Classification and Regression Tree) in GEE (Breiman et al., 2017). These were trained 

using a Sentinel-2 image with minimal cloud cover from before the event and the DEM and pre-event Sentinel-1 composite images (VV and VH polarisation) 

(Lindsay et al., 2023). The classifier was trained by manually selecting points within the following classes: urban, artificial; forest, trees, scrub, herbaceous; 

pasture, grass; sparsely vegetated; water body, sea; wetland; bare rocks; and glacier and snow (Lindsay et al., 2023). 

 

Finally, for each case study, the following were exported: 1) landslide polygons (reclassified as a binary geotiff), (2) geotiff raster images, including the pre-

processed Sentinel-1 bands from only descending mode, were used for training. The pixel values within each of the landslide polygons were extracted to 

produce a dataset consisting of approximately 300,000 pixels. As a result, from the initial 30 case studies, only 21 have been included in this study.  

 

3.2 Proposed settings  

 

All the presented bands are in logical content and calculated with the use of DEM, Sentinel-1, or Sentinel-2 data. Here we decided to apply our combination of 

segmentation models, loss functions, and learning rate (Section 3.3) as follows (Table 3): Setting 1 is proposed to use nine bands created with the use of only 

Sentinel-1 data, while Setting 2 presents two bands of multi-temporal dataset containing only Sentinel-2 data. Setting 3 combines both Sentinel-1 and Sentinel-

2 bands and Setting 4 includes all 15 multi-temporal bands.  

 

Table 3. Proposed and tested settings 1-4 in this study.  

Setting Bands 

1 only Sentinel-1 0,1,2,3,4,5,6,7,8 

2 only Sentinel-2 13,14 

3 Sentinel-1 and 

Sentinel-2 

0,1,2,3,4,5,6,7,8,13,14 

4 all bands 0,1,2,3….14 

 

 

3.3 Segmentation models and loss functions  

 

Image segmentation is a crucial task in computer vision and image processing. It has various applications, including scene understanding, medical image 

analysis, robotic perception, video surveillance, augmented reality, and image compression (Blaschke, 2010; Blaschke et al., 2014). The widespread success 

of deep learning (DL) has led to the development of image segmentation approaches that utilise DL models (Al-Obeidat et al., 2016; Minaee et al., 2022) in 

many fields of application. In our study, we build upon these foundations. Specifically, we relied on the models provided by the open-source library 

segmentation models PyTorch (SMP - https://smp.readthedocs.io/), which implements nine different segmentation models (many of which have shown state-

of-the-art results when presented). The aim was to evaluate them both in single model configuration and ensemble settings to analyse the performances for the 

geospatial dimension in landslide mapping with high imbalance in the dataset (Table 4). 

 

Loss functions guided deep learning model training to optimise model parameters (weights). The loss function compared the ground truth and predicted 

output values, and the model weights were optimised to minimise the loss values between the predicted and target outputs. In our work, we trained all nine 

models on five different loss functions among all losses provided by the SMP library: BCE, Dice, Focal, Jacckard, and Lovasz Loss (Table 5). The loss 

functions were chosen as these are known to be a good fit for semantic segmentation problems (Jadon, 2020). 

 

The last configuration we explore for model training is the learning rate parameter, where we test both 0.01 and 0.001 as possible values. To recap, we trained 

nine deep learning model architectures (Table 4) in combination with five loss functions (Table 5): BCELoss, DiceLoss, FocalLoss, JaccardLoss, LovaszLoss, 

and two learning rates of 0.01 and 0.001, which in total resulted in 9x5x2 = 90 combinations (training sessions) for each Settings 1-4 (Table 3). The best-

performing models on the validation set among these 90 were further used to form the multi-model ensembles. 

 

 

 

 

 

https://smp.readthedocs.io/
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Table 4. Segmentation models. All the models are Fully Convolutional Neural Networks (FCNN) with the same supported metadata: classified tiles and task: pixel 

classification. 

Segmentation 

Models 

Stands for Categories  (Minaee et al., 2022) Specialty Source 

Unet U shape Encoder-decoder (3) works with fewer training images  (Ronneberger et al., 2015) 

Unet++ U shape ++ Nested encoder-decoder (3)  more complex decoder 

 

(Zhou et al., 2018) 

MA-Net Multi-scale 

Attention Net 

Multiscale and Pyramid Network-Based 

Model (4) 

Two blocks: position-wise and multi-scale fusion 

attention block 

(Fan et al., 2020) 

Linknet LinkNet Encoder-decoder (3) uses sum for fusing decoder blocks (Chaurasia and Culurciello, 

2018) 

FPN Feature 

Pyramid 

Network 

Multiscale and Pyramid Network-Based 

Model (4) 

without the need to compute image pyramids 

- suitable for small objects 

(Li et al., 2019) 

PSP-Net Pyramid Scene 

Parsing 

Network 

Multiscale and Pyramid Network-Based 

Model (4) 

not suitable for small objects-based context aggregation. (Zhao et al., 2017) 

PAN Pyramid 

Attention 

Network 

The Regional CNN (R-CNN) (5) data-to-text generation (Jiang et al., 2020) 

DeepLabV3 DeepLab 

version 3 

Dilated Convolutional Model (6) uses dilated convolutions (Chen et al., 2018a) 

DeepLabV3+ DeepLab 

version 3+ 

Dilated Convolutional Model (6)  adds a simple yet effective decoder module (Chen et al., 2018b) 

 

Table 5. Loss functions used in this study all support binary, multiclass, and multilabel. Here, we describe their specifics. 

Loss function Specifics 

BCELoss creates a criterion that measures the Binary Cross Entropy between the target and the input probabilities. 

DiceLoss a standard metric for pixel segmentation that can also be modified to act as a loss function 

FocalLoss applies a modulating term to the cross-entropy loss in order to focus learning on complex misclassified examples. It is a 

dynamically scaled cross-entropy loss, where the scaling factor decays to zero as confidence in the correct class increases. 

JaccardLoss similar to the Dice metric and is calculated as the ratio between the overlap of the positive instances between two sets and 

their mutual combined values 

LovaszLoss  It is designed to optimise the Intersection over Union score for semantic segmentation, particularly for multi-class 

instances. 

 

3.4 Training, validation and model selection 

 

Data augmentation (Ghasemi et al., 2022) is a technique for artificially increasing the training set by creating modified copies of a dataset from the same 

training data. Given the relatively small size of our training set (16 images of different sizes), we employ multiple augmentation options to increase the data 

diversity as much as possible. Among many augmentation techniques, in our experiment, we choose to employ both “smart” random cropping with a 

resolution of 256x256 pixels and random 90-degree rotation. The “smart” random cropping selects a random area of the image to contain at least one positive 

pixel (a pixel marked as a landslide); this is done to reduce the data imbalance and guarantee that every input image always contains both labels. 

 

We employ an early stopping technique for all training sessions to avoid overfitting. Specifically, we train the model for a fixed number of steps (1000 

iterations with batch size 4, forming 1 training epoch). Then, we evaluate the classification performance on the validation set (4 images) by computing the F1 

score metric (see section 3.5 for the F1 score definition). When the F1 score no longer improves for 50 epochs, we stop training and keep the models’ weights 

with the best F1 score on the validation set as the final model for testing. 

 

3.5 Evaluation and ensemble model 

 

Model evaluation was performed quantitatively by computing the confusion matrix between the label and the model’s classification on the Norwegian test set 

(Figure 2). Table 6 shows the equations for the performance metrics (precision, recall, and F1-score, all ranging from 0 to 1) computed from confusion, 

starting from true positive (TP), false positive (FP), false negative (FN), and true negative (TN) values. We used the F1 score as the main performance metric 

given its suitability in highlighting classification performance differences on datasets with unbalanced classes (with 0 indicating a model with no skill and 1 

indicating a perfect skill). 

 

Table 6. Equations for performance evaluation metrics from confusion matrix values. 

Metric Formula 

Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-score 
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
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All metrics are summarised in the performance diagram (Roebber, 2009) and presented in Figure 5, which shows precision, recall, F1 score and frequency bias 

in a single plot, highlighting both the overall performance and if the model or ensemble is overpredicting or underpredicting respect to the ground truth.  

 

As introduced in section 3.3, we trained nine segmentation architectures with five loss functions and two learning rates on four different settings, creating a 

total of 360 models (9x5x2x4) with other statistical proprieties. In statistics and machine learning, ensemble methods are commonly used to combine multiple 

model outputs to obtain better predictive performance than could be obtained from any of the constituent learning algorithms on their own (Band et al., 2020; 

Yang et al., 2022). We built and tested ensembles of different sizes for all four settings by averaging the best-performing models' classification results on the 

validation set (Table 7). Figure 4 graphically summarises the ensemble prediction process: 

• The K best models (2 <= K <= 90) with the highest score on the validation set are collected to form the ensemble. 

• Input data is processed individually by each model in the ensemble, generating K output classification maps. 

• The pixel average of the K classification maps is computed as the final classification output. 

 

 

Figure 4: Workflow of compiling the final prediction using ensemble techniques. The best-performing models’ output is averaged to obtain the final prediction. 

 

4. Results  

In this section, we analyse the outcomes of all the four settings, both on a single model perspective and with ensembles of different sizes focused on the 

automated detection of landslides using an ensemble global deep-learning approach.  

 

 4.1 Single model performance 

 

Table 7 summarises the characteristics (model architecture, loss function, learning rate) of the ten best-performing combinations of each Setting 1-4. On 

average, lower scores on the validation translate into lower performances on the test set, indicating a positive correlation between training/validation and test 

performance. Thus, the models were correctly trained to generalise without overfitting. The worst performing setting is Sentinel 1 (S1), where the best 

validation F1 scores range between 0.428 and 0.488, with a corresponding range in test performance between 0.216 and 0.582, with 5 out of 10 models with a 

test score below 0.4. Sentinel 2 (S2) shows substantially improved validation scores, from 0.637 to 0.694 and consistently more stable test performances, from 

0.42 to 0.56. The best performances overall are given by the settings using both Sentinel 1 and Sentinel 2 bands (S1+S2) with a very consistent high 

validation scores (0.741 to 0.751) and test performance (from 0.581 to 0.695). Counterintuitively, the additions of other bands on top of S1 and S2 in the last 

setting (all) result in a slight degradation in performance in validation (0.706 to 0.727) and mixed results in test (0.591 to 0.687), hinting that the additional 

bands may be of limited or detrimental utility for landslide identification. 

 

Interestingly, in the best-performing setting, S1+S2, 7 out of 10 models use the Unet++ architecture. All the other locations instead show a varied mix of 

model, loss and learning rate combination in the top 10, highlighting that most architectures were able to deliver good performances given the proper 

configuration. 
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Table 7: Ten best-performing segmentation models for each setting based on validation F1 score and their corresponding performance metrics on the test set. In bold, the best 

performance on the test set underlined the worst performance. 

 

Setting 
F1 

validation 
Loss function 

Learning 

Rate 
Architecture 

Precision 

(test) 

Recall 

(test) 

F1 

(test) 

S1 0.488 BCELoss 0.001 PAN 0.865 0.172 0.287 

S1 0.479 JaccardLoss 0.001 FPN 0.148 0.399 0.216 

S1 0.474 BCELoss 0.01 Unet++ 0.685 0.175 0.278 

S1 0.455 DiceLoss 0.001 Unet 0.703 0.496 0.582 

S1 0.453 DiceLoss 0.001 DeepLabV3 0.734 0.273 0.398 

S1 0.449 DiceLoss 0.01 Linknet 0.664 0.316 0.428 

S1 0.443 BCELoss 0.01 MAnet 0.718 0.383 0.500 

S1 0.438 FocalLoss 0.01 Linknet 0.690 0.324 0.441 

S1 0.436 JaccardLoss 0.001 PAN 0.635 0.241 0.350 

S1 0.428 JaccardLoss 0.001 Unet 0.759 0.351 0.480 

S2 0.694 FocalLoss 0.01 Linknet 0.516 0.534 0.525 

S2 0.691 BCELoss 0.01 Unet++ 0.322 0.673 0.435 

S2 0.687 JaccardLoss 0.001 PAN 0.553 0.510 0.531 

S2 0.682 BCELoss 0.01 Linknet 0.355 0.514 0.420 

S2 0.668 DiceLoss 0.01 Unet++ 0.297 0.747 0.425 

S2 0.645 JaccardLoss 0.01 DeepLabV3 0.516 0.490 0.503 

S2 0.643 LovaszLoss 0.001 DeepLabV3+ 0.495 0.646 0.560 

S2 0.641 JaccardLoss 0.001 Unet 0.342 0.679 0.455 

S2 0.640 FocalLoss 0.01 MAnet 0.375 0.730 0.496 

S2 0.637 BCELoss 0.01 Unet 0.352 0.690 0.467 

S1+S2 0.751 FocalLoss 0.01 Unet++ 0.708 0.589 0.643 

S1+S2 0.750 FocalLoss 0.001 Unet++ 0.647 0.598 0.621 

S1+S2 0.748 JaccardLoss 0.01 Unet++ 0.791 0.620 0.695 

S1+S2 0.747 DiceLoss 0.001 Linknet 0.806 0.589 0.681 

S1+S2 0.746 JaccardLoss 0.001 FPN 0.709 0.492 0.581 

S1+S2 0.746 DiceLoss 0.001 Unet++ 0.636 0.616 0.626 

S1+S2 0.745 JaccardLoss 0.001 Unet++ 0.678 0.624 0.650 

S1+S2 0.744 BCELoss 0.01 Unet++ 0.716 0.546 0.619 

S1+S2 0.742 DiceLoss 0.01 Unet++ 0.648 0.661 0.655 

S1+S2 0.741 BCELoss 0.01 Unet 0.584 0.612 0.597 

all 0.727 DiceLoss 0.001 Unet 0.710 0.599 0.650 

all 0.725 DiceLoss 0.001 Unet++ 0.742 0.639 0.687 

all 0.720 JaccardLoss 0.001 PAN 0.657 0.575 0.613 

all 0.719 JaccardLoss 0.01 FPN 0.684 0.620 0.650 

all 0.719 JaccardLoss 0.001 Unet 0.847 0.550 0.667 

all 0.715 JaccardLoss 0.001 Linknet 0.812 0.556 0.660 

all 0.713 DiceLoss 0.001 FPN 0.629 0.556 0.591 

all 0.712 DiceLoss 0.01 Unet 0.788 0.568 0.660 

all 0.708 FocalLoss 0.001 Unet 0.731 0.582 0.648 

all 0.706 JaccardLoss 0.01 Unet++ 0.770 0.565 0.652 

 

4.2 Ensemble Performance 

 

Figure 5 and Table 8 summarise the performance improvement on the test set of building an ensemble of different sizes by averaging the predictions of the 

best-performing validation models. All four settings showed a sensible improvement in F1 skill when compared to the single best validation model. The skill 

improvement was more pronounced for the sets that performed lower in the single model configurations and shows a consistent pattern where most of the 

skill improvement was reached when considering ensemble sizes of up to 20 ensemble members. With the exclusion of the S1 setting, the use of ensemble 

sizes larger than 20 members determines a shift toward underestimation. 
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Figure 5: Performance diagram showing performance scores for all four settings on the test set. The model with the best validation score is compared with the 

ensemble average of the top 10, 20 and 40 models. Horizontal and vertical axes show precision and recall, respectively, while the curved lines represent the 

isoline of the F1 score. Dashed lines represent the frequency bias: if the marker is on the middle diagonal, the model outputs the same number of landslide 

pixels as the ground truth, if above the model is overestimating, if below, the model is underestimating. The closer the marker is to the top right corner, the 

better the classification performance (higher F1 score). 

 

Table 8: Summarizing the ensemble performance diagram showing the F1 score for single model performance and performances of best 10 (F1 ens (10)), 20 

(F1 ens (20)), and 40 (F1 ens (40)). The best-performing configuration is shown in bold, underlined with the second best, while in parenthesis, the % of 

improvement of the ensemble is compared to the single best model. 

 Performance on test set (Improvement %) 

Setting F1 single F1 ens (10) F1 ens (20) F1 ens (40) 

1) S1 0.29 0.44 (+34%) 0.40 (+29%) 0.43 (+34%) 

2) S2 0.52 0.57 (+8%) 0.61 (+15%) 0.60 (+13 %) 

3) S1+S2 0.64 0.68 (+5%) 0.69 (+7%) 0.69 (+6 %) 

4) all 0.65 0.66 (+2%) 0.66 (+2%) 0.68 (+4 %) 

 

 

Among the diverse configurations, our findings confirm that in ensemble settings, the most promising outcome was achieved by utilising both Sentinel-1 and 

Sentinel-2 bands (Figure 5 and Table 8). The statistics showed mostly differences in the overall performance using the different data settings when using only 

Sentinel-1 bands, where the overall F1 model performance based on the validation dataset shows the best score to be 0.44 for an ensemble model size of 10. 

On the other hand, Setting 2 with only two bands, achieved a high performance of 0.61 and an improvement of the ensemble model of 14.59% when the size 

is 20 models. For the combination of bands based on Sentinel-1 and Sentinel-2, the highest score achieved is equal to 0.69 for both ensemble sizes of 20 and 

40. These observations are shown in Figure 6. The highest score was 0.68 for ensemble size 40 when using all the bands. This can also be observed when 

comparing the predictions to the reference datasets (Tables 8 and 9). 

 

4.3 Performance Enhancement through Ensemble Models and Optimal Ensemble Size 

 

Notably, the ensemble model employing only Sentinel 2 bands displayed the highest increase in performance using ensemble size 20. This means the viability 

of developing a monitoring system primarily based on Sentinel 2 bands, enabling the quick identification of potential changes in susceptible regions. Our 

analysis indicates that the most favourable results were attained when employing an ensemble size between 10 and 20 best-performing single models for 

Setting 2 and 4 (only S2 and all bands). However, we achieved the best performance for Settings 1 and 3 (only S1 and a combination of S1 and S2) when the 

ensemble size was between 5 and 10 single models. Beyond this threshold, a discernible shift toward underestimation became evident, suggesting a potential 

trade-off between ensemble size and accuracy. Figure 6 synthesises our findings, showing that after a certain size, adding more members does not improve, or 

is detrimental to, the overall skill due to the poor performance of the newly added models. As such, we suggest considering multi-model ensembles formed 

with up to 20 members. 
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Figure 6: Plot showing the performance of all four settings when using an increasing number of models to build the ensemble one. 

 

Lastly, we present the results as a set of four maps, presenting all four Settings. We created those maps based on the predictions generated through the use of 

the ensemble size 20 for all Settings. The respective performance information shown in Figure 7A with the colour cyan, where the prediction of a single 

model is missed. Still, the ensemble model of size 20 predicted the landslide correctly, and white colour represents the areas where both prediction and 

ensemble model predicted the landslide correctly. For Setting 1 (S1), we can see that only one of the large landslides was mapped correctly (represented in 

white on the map).  

 

 

However, when applying Setting 2 (S2) (see Figure 7B), we can clearly see that most of the large landslides were detected by both the single and the 

ensemble model. The important and interesting fact in this case is that when we are looking at the test area (#5) shown in the Figure 2, many of the landslides 

represented in red and magenta correspond to the existing landslides. However, these were not used to evaluate the test scores because of the lack of visibility 

of these landslides within the Sentinel-1 bands. There are also false positives in the water, which do not correspond to landslides (red colour). Viewing the 

original dNDVI map, one can see that there can be areas of water that have a similar signature to landslides (negative NDVI), and the models here were not 
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able to capture the difference. Map B confirmed that these landslides are only visible in Sentinel-2 bands, and in fact this setting was able to predict them. 

Also, the improvement of ensemble models – highlighted with in cyan, can be clearly seen in this figure both on the overview map and close-ups.  

  

Setting 3 (S3) (Figure 7C) confirms that the best performance is achieved with the combination of the Sentinel-1 and Sentinel-2 bands, where both prediction 

of the single model and ensemble model predicted correctly many more the landslides. 

 

A similar phenomenon as in S2 can be seen in the map presenting Setting 4 (S4). The Sentinel-2 bands were present in training for S3 and S4 (Figure 7C, D). 

However, much less of red and pink was predicted compared to S2, where Sentinel-2 data stand-alone without any disturbance of other bands.   
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Figure 7: Test area showing the entire test area and two close ups to the landslide areas. For all Settings, the ensemble model is based on the size of 20 ensemble models. A) 

Setting 1 (Sentinel-1 only); B) Setting 2 (Sentinel-2 only); C) Setting 3 (combination of Sentinel-1 and Sentinel-2) and D) all the bands. (Colours meanings:  red = false alarm 

prediction, green = both prediction and ensemble missed, blue = false alarm ensemble, yellow = prediction correct ensemble missed, magenta = both prediction and ensemble 

false alarm, cyan = prediction missed, ensemble correct, white = both prediction and ensemble correct)  

 

 

5. Discussion  

This study presents an automated approach for a globally trained deep-learning model for detecting landslides and testing the performance of four different 

settings based on Sentinel-1, Sentinel-2 and terrain data. The overarching objective of this study is to investigate the functionalities of varying segmentation 

models and evaluate which are the most suitable for automatic landslide detection. The results could potentially be used to develop a landslide monitoring 

system able to detect landslide and mitigate their hazards and risks to society. A lack of landslide data is a crucial limitation for the development of mitigation 

measures, including hazard mapping and early warning systems. The landslide spatial distribution and the local hazard conditions can be easily identified by 

using an automating detection system based on freely available images. Using a globally trained ensemble model approach helps overcome the lack of 

available training data. The one used in this study utilises a dataset that was originally designed to include an environmentally diverse range of case studies. 

The objective is to develop a model that could be used to predict landslides occurrences in a diverse range of environmental conditions. The case studies used 

for this project belong to a complete collection of different type of landslides occurred across the world over a period that goes from September 2018 to May 

2022. 

The performances of 10, 20 and 40 ensemble models were compared and presented. All the models’ predictions performances  were evaluated for recall, 

precision and F1 score, that set the choice of the ideal predictors (Ganerød et al., 2023; Ji et al., 2020; Liu et al., 2022).  

The computational requirements for training the samples and running the model using deep learning techniques are not in the capacity of every computer. We 

tested the possibilities of a local machine with a highly powerful GPU (Nvidia RTX 4090 GPU (24GB VRAM)) running all the 360 single models and all the 

ensemble models. In total, four days (corresponding to 96 hours) were necessary to run the 360 models, averaging 16 minutes to train one single model. The 

training settings and the correct data loading enabled the GPU to its fully capabilities. Afterwards, the interference time to produce the prediction for the 

ensemble model the size 10, 20 and 40 on the test area was almost instantaneous. Therefore, a powerful GPU on the locally based computer proved to be 

working efficiently for this study. Furthermore, our study has unveiled novel insights into the effective detection and classification of landslides, significantly 

contributing to enhance the geohazard management research field. This discussion section presents our findings, the broader context of our research, and the 

potentials for further directions and work.  

 

5.1 Combining SAR and optical data for a continuous monitoring system 

 

The primary objective of our research was to advance the capabilities of landslide detection through the implementation of ensemble global deep-learning 

models. Our results indicate that the integration of diverse datasets, particularly the combination of Sentinel-1 and Sentinel-2 bands, achieved the highest 
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values of F1 and reliability scores in landslide prediction. These results support the findings of a similar study that focuses on illegal logging detection (Luigi 

and Guzzetti, 2016). The highest performance, achieved by combining Sentinel-1 and Sentinel-2 data, was presented previously, where Sentinel-1 data 

improved overall landslide prediction. The locally trained deep learning models, such as the Unet, can accurately detect landslides from Sentinel-1 images. 

This is because these models can distinguish random speckle noise from clusters of pixels that indicate changes in the ground surface (Ganerød et al., 2023). 

This finding has significant implications into the rapid automatic detection field and can potentially be used as a part of a continuous monitoring system. 

When used in combination with Sentinel-2, the Sentinel-1 data helps to reduce false positives related to water bodies that occur when using Sentinel-2 data 

only. Using only Sentinel-2 data returns an overall higher detection rate. However, the key limitation in using it for a monitoring system is the necessary 

availability of cloud-free images, which can take several months in the worst cases. Another challenge that these models will face is related to the ability of 

distinguishing between signals of vegetation loss unrelated to landslides and those caused by landslides (Lindsay et al., 2023). This issue has persisted in 

landslide detection using optical data, as mentioned by Prakash et al. (2021). For a continuous monitoring system, we recommend to further develop a SAR-

based detection model, which can be updated when cloud-free optical images become available.  

 

5.2 Sentinel-2 for Landslide Inventory Production  

 

One of the objectives of this study was to find the minimal amount of band with the highest performance. Therefore, we further evaluated combination of 

only Sentinel-2 bands in Setting-2  of the pre- from the post-event composite images. This approach can potentially be used for continuous landslide 

monitoring or as a tool for producing landslide inventories after a known rain event in the affected area (Lindsay et al., 2020). We believe that the dNDVI 

method is helpful in collecting more information about the size and location of landslides. However, it is not advised to use it in areas that covered by snow 

due to the lack of vegetation and changes in snow cover, which can lead to wrong predictions. There is a need for more investigation in differentiating 

landslides from changes in the snow. This suggests that inventories of landslides could be improved, which is important for defining thresholds and analysing 

the risks associated with them. (Ghorbanzadeh et al., 2019; Lindsay et al., 2020) 

 

5.3 Optimal Ensemble Size  

 

The testing of ensemble size's impact on performance revealed an intricate trade-off between the performance and the computational efficiency. While larger 

ensemble sizes demonstrated improved performance up to a certain point, a noticeable shift towards underestimation occurred as the ensemble size exceeded 

20 models. These findings highlight the significance of carefully optimising ensemble size to strike a balance between precision and resource consumption. 

 

5.4 Implications for Geohazard Management and Future Directions  

 

Building on the current study, several future research can emerge. Exploring the integration of other remote sensing data sources and fine-tuning ensemble 

parameters could lead to even more accurate prediction models. Additionally, investigating the scalability and applicability of our findings to different 

geographic regions could further validate the robustness of the proposed approach. Based on our overall findings, we can recommend the implementation of a 

single setting and model architecture combination. Specifically, we suggest training the Unet++ with S1+S2 bands, given its consistent performance and 

robustness concerning parameter changes (loss function, learning rate). 

 

6. Conclusions  

 

Developments in computing, deep learning algorithms, and the increased availability of high-quality and free satellite data can potentially automate many 

mapping problems in Earth sciences. Choosing the most efficient machine learning algorithm is necessary to reduce inconsistencies in landslide detection. 

Usually, the main objective is to identify the optimal model based on its predictive capabilities. The primary aim of this study was to estimate the optimal 

model with maximum predictive ability, considering the limited availability of historical landslide data. We applied four different settings, all based on either 

Sentinel-1, Sentinel-2 and terrain model bands and their combinations, with nine segmentation models, two learning rates and five loss functions. In total, we 

generated 360 prediction models. The proposed framework is based on Python and uses PyTorch utilities. We used 21 case studies globally spread around the 

world. Our deep learning approach proved to delineate landslides with high performance in all the mentioned cases. However, the best-performing setting was 

based on a combination of Sentinel-1 and Sentinel-2 bands with the F1 score equal to 0.69. We achieved a promising performance of 0.6 when using Sentinel-

2 bands only and applying the change in vegetation index (pre-and post-images) with the size of ensemble model 20. We observed that the Sentinel-2 only 

based ensemble model could delineate many more landslides and pick up those impossible to map using Sentinel-1 bands only. However, the main drawbacks 

of this approach were that in the test case results, it wrongly predicted landslides in the water, and it is necessary to wait for cloud-free images, which can 

limit the use for rapid detection. These findings help to inform the development of continuous monitoring systems and approaches for producing precise 

landslide inventories after widespread triggering events. 

 

To summarise, our study underscores the potential of ensemble global deep-learning models in automating landslide detection. The integration of various data 

sources and the identification of context-specific applicability presents the potential for innovative geohazard management strategies.  The outcomes also 
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emphasise the significance of ensemble size, with an optimal range of 10 to 20 models providing the best compromise between calculated scores and 

computational efficiency for Settings 2 and 4 (only Sentinel-2 and all bands). However, we achieved the best performance for Settings 1 and 3 (only Sentinel-

1 and a combination of Ssentinel-1 and Sentinel-2) when the ensemble size was between 5 and 10 single models. The insights are working towards developing 

robust early warning systems to minimise landslide hazards and their impact on society. 

 

Code availability section 

The source code is available for download here: GitHub 

Program language: Python 

Software required: data preparation (ArcGIS Pro/QGIS) 
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Abstract

Gullies and ravines are common landforms in raised marine fine-grained deposits in Norway. Gullies in marine clay are significant
landforms indicative of soil erosion, natural hazards and are of high conservation value. As a result of the substantial impact of
human intervention over the past century, marine clay gullies are now red-listed. To monitor the condition of these landforms
we need to improve our understanding of their spatial extent, complexity, and morphology. We explore the applicability of
automated approaches that uses a methodology of combining deep learning (DL), fully convolutional neural networks (FCNN),
and a U-Net model with ArcPy libraries and ground truth data to derive a high-resolution map of gullies in raised marine
fine-grained deposits. Predictors used comprise solely terrain derivatives to broaden the usage of the pre-trained model to
other regions. Our best model achieved a precision score of 0.82 and a recall of 0.75. We find that our pre-trained model can
successfully predict gullies in blind-test areas. The model performs better in regions with similar geological settings, scoring
a length-weighted overlap of >72% with reference datasets. We also find that the model’s applicability increases when we
post-process the predictions by eliminating noise, especially by using the predictions derived from ensembled models. We,
therefore, conclude that the pre-trained models can effectively be used to supplement the geomorphological mapping of marine
clay gullies in Norway. The outcome of this research contributes towards mapping the spatial extent and condition of red-listed
landforms in Norway, as well as the development of monitoring systems for future landscape change.

Keywords: gullies, ravines, landforms, marine clay, deep learning, U-net

1. INTRODUCTION

During and after the rapid deglaciation of the Scandinavian ice sheet, the retreating outlet glaciers fed fjords
and sea inlets with large quantities of fine-grained glaciomarine and marine sediments. As a result of the
ongoing post-glacial isostatic rebound after deglaciation, these marine deposits, commonly consisting of clay
stratified with silt and sand, gradually emerged above sea level (Reite et al. ,1999 ; Hansen et al. , 2007
). During regression, these emerging flats of marine deposits tend to develop into a characteristic landscape
called marine clay landscapes (Erikstad,1992 ) or gully landscapes (Bergqvist, 1990 ; Hamreet al. , 2021
). The gully landscapes in Norway have a rough topography mainly controlled by gully erosion, incision by
rivers, and landsliding in quick clay.

Characteristics of marine clay landscapes are gullies and ravines. These narrow, often v- or u-shaped land-
forms have steep sides and head scarps incised into unconsolidated material (Higgins and Coates,1990 ).
Erosion along these gullies involves the removal of sediment due to concentrated flow converging towards
lower points of the watershed and is often associated with groundwater seepage and shallow sliding (Bridge,
2003 ). With the narrow channels’ increasing size, depth, and branching, gullies gradually transition into
ravines. In this paper, we do not differentiate between gullies and ravines. We use both terms interchange-
ably. Gullies and ravines may have permanent or intermittent flowing streams which control the local
drainage network and influence the direction of groundwater flow.
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Gullies in marine fine-grained deposits are of high conservation value due to the marine clay’s high nutrient
content and moisture-holding capacity (Erikstad, 1992 ; Hamre et al. , 2021 ). Networks of the gully and
ravine systems are essential wildlife corridors (Blindheim and Abel, 2002 ) and facilitate large diversity of
habitat types (Jansson, U. & Høitomt, 2013 ; Blindheim et al. , 2018 ). Agricultural policies of levelling
and ploughing, along with urban development, caused the gully landscape to be subjected to substantial
landscape change over the past century (Erikstad, 1992 ; Hamre et al. , 2021 ), which resulted in the
red-listing of the landform marine clay gully (Erikstad et al. , 2018 ).

As part of developing a nationwide conservation plan for preserving the gully landscape, there is a need to
map and monitor the change and condition of marine clay gullies. Moreover, since many quick-clay landslides
are initiated in ravines, an overview of marine clay gullies’ spatial extent and development contributes
to improving hazard assessment. The establishment of monitoring systems with repeated mapping and
comparison of time series, areas of comprehensive vertical erosion and migration of ravines may attract
attention to hazard mitigation (Ryan et al. , 2022 ) and soil erosion (Kværnøet al. , 2020 ; Barneveld et al.
, 2022 ).

Earlier studies on the delineation and condition of marine clay gullies in Norway have relied on manual
mapping of aerial images (Hamre et al. , 2021 ) or high-resolution terrain models and surficial geological
maps (Christoffersen et al. , 2021 ; van Boeckel et al. , 2022 ). Approaches to automated delineations of
gullies outside of Norway have also developed rapidly but have mostly focused on gully erosion susceptibility
and comparison of different machine-learning algorithms (Gayen et al. ,2019 ; Arabameri et al. , 2020 ,
2022 ; Band et al. , 2020 ; Chen et al. , 2021 ; Mohebzadeh et al. , 2022 ; Chuma et al. ,2023 ; Setargie
et al. , 2023 ). Setargie et al. (2023 ) used a Random Forest-based approach in Ethiopia, combining 74
manually mapped gullies with 20 predictors. The predictors used in this study included: elevation, slope,
Topographic Positioning Index (TPI), Topographic Ruggedness Index (TRI), profile curvature, convergence
index, soil type, and distance from streams. Band et al. (2020 ) applied a deep learning approach using 132
gully erosion locations with 13 independent variables, comprising: lithology, rainfall, Stream Power Index
(SPI), and Topographic Wetness Index (TWI) and terrain derivatives, similar to the study from Setargie
et al. (2023 ). Liu et al. (2022 ) also tested the applicability of automated approaches in new blind-test
areas by applying U-net for image segmentation using satellite (QuickBird-2, Pleiades: worldView-03) with
obtained UAV image data (worldView2 and PHANTOM 4 RTK). Here, the authors successfully used vector
lines of gullies as ground truth data but provided limited information on the accuracy of delineation of the
depressions. On the other hand, Arabameriet al. (2021 ) and Roy & Saha (2022 ) applied ensemble models
with conventional machine learning algorithms. They used topographical and hydrological gully erosion
conditioning factors such as rainfall, distance from the river, surface runoff, length of overland flow, and
topographical wetness index. Although the studies mentioned above succeeded in identifying and delineating
the gullies, little is known about automatic differentiations of gullies impacted by human interventions,
such as agricultural levelling, and how these predictions can further be used for geomorphological mapping
routines.

In this study, we address these issues by (1) exploring automated differentiation of intact and impacted
ravines and gullies, (2) choosing the minimal amount and best suitable predictors for delineating ravines
and gullies, (3) testing the applicability of pre-trained models to blind-test areas on similar and different
geological settings, and (4) discussing the usage of deep learning models for geomorphological mapping. We do
so by assessing the automatic differentiation of gullies with high precision, using U-net architecture and Fully
Convolutional Neural Networks (FCNN). The selected study areas are in Romerike and in Trøndelag (Figure
1 and 2), where intact and impacted ravine systems are found in different geological and geomorphological
settings. We evaluate the predictions statistically by (a) calculating precision, recall, and F1-score with
ground truth data and (b) by comparing the predictions to a reference dataset comprising vector lines
(Christoffersen et al. , 2021 ; van Boeckel et al. , 2022 ).
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2. STUDY AREAS

The study areas represent different marine clay landscapes in two regions: in Romerike, South-East Norway,
divided into Romerike North and Romerike South (Figure 1b), and in Mid-Norway, comprising of Byneset,
Orkdal, and Stadsbygd (Figure 2). All study areas are located below the marine limit, representing a modelled
elevation of the highest relative sea level after deglaciation (Høgaas et al. , 2022 ). The marine limit varies
throughout the country; in South-East Norway, the marine limit reaches up to 220 m a.s.l., and in Mid-
Norway, up to 190 m a.s.l. (NGU, 2023 ). The vast majority of the raised marine fine-grained deposits,
hosting the marine clay gullies, are found below this limit.

All the study areas comprise large raised marine clay deposits, reflecting a near horizontal surface of the
old seabed before the inception of gully and river erosion. This near horizontal surface can be regarded as a
reference surface for estimating erosion depth in gullies and differs in elevation above sea level for each study
area. The base level of erosion along gullies is therefore located at different elevations, but is also controlled
by bedrock, rivers, or the sea.

Romerike and Byneset are characterized by bedrock hills protruding through large flats of fine-grained marine
deposits (Figures 1b and 2a). These deposits have widely been incised by large, often dendritic networks of
ravines or substantial quick-clay landsliding. The extensive networks of ravines vary in length from nearly a
kilometre up to 10 km and depths between a few meters up to 40 meters.

Romerike has two large rivers, Glomma and Vorma. Along these river systems, adjacent to the fluvial bars
and plains, the ravines are relatively parallel and straight, oriented perpendicular to the main river, with
less dendritic branching. Romerike also has four other smaller river systems, and large ravine networks are
connected to three of them.

Orkdal is a relatively narrow fjord valley with steep bedrock sides. Along the valley runs a large meandering
river, Orkla, with fluvial plains and terraces in the valley bottom. The marine clay deposits are exposed at
higher elevations in the valley sides but lies stratigraphically beneath the fluvial deposits (Figure 2b). The
gullies in Orkdal are steep, closely spaced, and oriented perpendicular to the main river. Here, the gullies
are relatively short, with only a few branched into networks and longer than one kilometer.

Stadsbygd has one mainstream in relatively flat-lying marine deposits confined by bedrock and with an
outlet in the sea. The stream has only a few attached short and shallow gullies with depths of less than 10
m (Figure 2b).

3



P
os

te
d

on
25

A
u
g

20
23

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

gh
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
69

23
05

64
.4

12
79

47
9/

v
2

—
T

h
is

a
p
re

p
ri

n
t

an
d

h
as

n
ot

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

at
a

m
ay

b
e

p
re

li
m

in
ar

y.

4



P
os

te
d

on
25

A
u
g

20
23

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

gh
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
69

23
05

64
.4

12
79

47
9/

v
2

—
T

h
is

a
p
re

p
ri

n
t

an
d

h
as

n
ot

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

at
a

m
ay

b
e

p
re

li
m

in
ar

y.

Figure 1. (a) Overview of the two study areas south of Norway: Trøndelag and Romerike. (b) Elevation
below the marine limit in Romerike, in shaded relief, using a slope map from Kartverket. (c) Surficial geology
map of Romerike (NGU, 2023 ). The blue line marks the marine limit, and the thick black line marks the
division between Romerike North and Romerike South. The marine clay gullies are mapped as vector lines
by van Boeckel et al. (2022 ).
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Figure 2. Study areas in Trøndelag: (a) Byneset, (b) Orkdal, and (c) Stadsbygd. The panels to the left show
the elevation in shaded relief using a slope map from Kartverket. The blue line indicates the marine limit.
The panels to the right show surficial geology maps (NGU,2023 ) and the references dataset of marine clay
gullies as black lines (NGU 2023; Chistoffersen et al., 2021).

3. METHODS

We aimed to train our models to identify and delineate gullies using a minimum number of predictors
variables, comprising solely terrain derivatives, and ground truth data from Romerike S. We then assessed
the performance of our models to sampled ground truth data for evaluation and compared our predictions
to reference datasets, see Figure 3 and Table 1.
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Figure 3. The terrain derivatives: Slope, Topographic positioning index (TPI), and Terrain Roughness (TR),
are derived from a clipped DEM to the marine limit and stacked into a composite band. The predictor raster
stack was then sampled with ground truth data from both RS 1 and RS 2 (Setting 1) and ground truth data
from only RS 1 (Setting 2) to train and evaluate the models Setting 1 and Setting 2 (Figure 1), respectively.
The model’s product was then post-processed to better match manually mapped ravines and to remove noise.

Table 1. Input data used in this study comprising terrain derivates, ground truth and reference data.

3.1. Data input and preparation

3.1.1. Predictor variables – terrain derivatives from DEM

7
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We calculated the terrain derivatives from a high-resolution Digital Elevation Model (DEM), derived from
Light Detection And Ranging (LiDAR), accessed January 2023 at https://hoydedata.no. The DEM is clipped
to the area below the marine limit (Høgaas et al. , 2022 ) and has a spatial resolution of the DEM 1 m with
a vertical accuracy of ˜0.1 m (Terratec, 2022 ). The terrain derivatives comprised of Slope, Topographic
Positioning Index (TPI), and Terrain Roughness (TR) were stacked into one composite band; accordingly, see
Figure 3. We used a moving window of 100 m for calculating TPI with the tool “DiffFromMeanElev” using
WhiteboxTools (Lindsay, 2014 ) and a moving window of 5 m for calculating the TR using the standard
deviation of the surrounding the topography (Grohmann et al. , 2009 ).

Initial test runs also included additional categorical data, such as land-use maps (AR5) (Ahlstrøm et al.,
2019 ), surficial deposit maps in 1:50 000 (NGU, 2023 ), and continuous elevation data. Due to unsuccessful
predictions of gullies of the pre-trained model for the blind-test areas, and because the scope of this study
was to apply the pre-trained model to other regions, we decided to drop these predictor variables for further
analysis and will not be presented in our results section.

3.1.2. Data preparation - training and evaluation

Marine clay gullies, used for training the model, were digitized manually from LiDAR data (Light Detection
and Ranging) and orthophotos provided by Kartverket (the Norwegian Mapping Authority), field surveys,
and existing Quaternary geological maps (NGU, 2023 ). The landforms were mapped on a scale of 1: 20
000 or better, with a minimum size of 2 500 m2. The shape of many individual gullies, or sections of more
extensive ravine networks, are often partly impacted by human activity, often as a result of agricultural
levelling and ploughing, and filling of construction material (Erikstad,1992 ; van Boeckel et al. , 2022 ).
Since the morphology of impacted, often smoothened, ravines differ to such an extent from the unimpacted,
steep, and V-shaped ravines, we divided the ground truth dataset into two categories: sharp and smoothened
ravines. Because the morphology of ravines also differs from near parallel ravines to dendritic ravine systems,
we depicted subsets of training data that covered both types of ravine networks in the regions RS 1 and RS 2
in Romerike South (Figures 3 and 4). In order to test the amount of training data needed to predict ravines,
we used two different settings: Setting 1, which included training data of whole Romerike South, including
ground truth data from RS 1 and RS 2, and Setting 2, which only used training data from RS 1 (Figure 3
and 4). In total, 186 smooth and 147 sharp (Table 3) ravines randomly spread with different sizes were used
for training.

Figure 4. (a) Overview of ground truth data used for training the model, where the thick black line indicates
the division between the RS 1 and RS 2 used for sampling the training data. Due to their morphological
differences, ravines depicted for training are classified as smooth (orange) and sharp (black). (b-e) Detailed
areas of composite bands (RGB = TR, Slope, TPI) with ground truth data of both RS 1 and RS 2. (b and
c) Subsets of dendritic ravine systems. (d and e) Subsets of near-parallel ravines perpendicular to the incised
river systems.
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3.2. Method and evaluation

3.2.1. Semi-automated mapping

We used Convolutional Neural Network (CNN) to recognize ravines using training data consisting of predictor
variables (slope, TPI, and TR) and ground truth data. Models based on CNN can distinguish patterns by
applying a series of mathematical operations and perform exceptionally well in applications that deal with
image data (Chen et al. ,2019 ; Zaidi et al. , 2022 ). Convolutions are matrix calculations based on a
moving window, usually using 3x3 cells, to compile geospatial information into classified tiles (Albawi et al. ,
2018 ). The spatial dimension of the classified tiles is crucial; therefore, we apply U-net (Ronneberger et al.
,2015 ) and CNN architecture for semantic segmentation and pixel-based classification (Zhang et al. , 2016
; Prakashet al. , 2021 ). U-Net is known for being fast, effective, and precise in segmentation, recognizing
objects based on local information in the ground truth (Leng et al. , 2019 ). This approach requires two
types of data sources for training: ground truth data, with vector-based manually mapped features aimed
to be predicted, and predictor layers used for recognizing these features (Nodjoumi et al. , 2023 ). To train
robust models (Shelhamer et al. , 2017 ; Ye et al. ,2017 ), we used training datasets for Setting 1 and
Setting 2 containing both a raster stack of predictor variables (composite bands) and vector-based classified
ground truth for the corresponding areas, see also Figure 3. After testing the training data with different
numbers of classified tiles, we found that 20 000 randomly generated samples, exported as classified tiles,
performed the best to train the model. The randomly generated samples were exported as classified tiles
using an Image Analyst license (‘Export Training Data for Deep Learning’) from ArcGIS Pro (ArcGIS Pro,
2022 ). The most suitable classified tile size in our case was 256x256 pixels, and in order to have 50 %
overlap in each sample tile when creating the following image chips, the stride, which describes the distance of
movement in the x- and y-direction, was set to be 128x128 pixels. The entire process of training, evaluating,
and exporting the model was conducted using Jupyter Notebook and ArcPy libraries. During the training
process, an input image in the form of classified tiles flows through the CNN network that recognizes it with
a set of trainable kernels, resulting in a group of feature maps (Liu, 2018 ). The trained model was saved
as a ’Deep Learning Package‘ (’.dpk’ format), which is the standard format used to deploy deep learning
models on the ArcGIS Pro platform and can be used further as a pre-trained model (Miranda & Von Zuben,
2015 ; Ma & Mei, 2021 ; ESRI,2023 ). The trained models were then used to predict ravines in the other
study areas for the blind test (Figures 1b and 2).

3.2.2. Evaluation

The resulting predictions of smooth and sharp ravines were evaluated quantitatively by comparing pixels
of the sampled ground truth data of ravines to the automated ravine predictions of the same areas. We
calculated metric precision, recall, and F1-score metrics to evaluate the performance of the two proposed
models. Precision is a measure of how many of the positive predictions are made correctly (true positives)
(Table 2a), while recall is a measure of how many of the positive cases were correctly predicted, over all the
positive cases in the data. F1-Score is a measure combining both precision and recall. A satisfactory F1
score means that there are low false positives and low false negatives. An F1 score is considered solid with
a value close to 1 (Table 2b) (Lipton et al. , 2014 ).

Table 2. (a) Explained values of true positive (TP), false positive (FP), false negative (FN), and true negative
(TN) values (Skaik,2008 ; Safari et al. , 2015 ) (b) to evaluate performance metrics precision, recall, and
F1-score that were calculated based on (a).

(a)

Prediction Actual value Type Explanation

1 1 True Positive (TP) Predicted Positive and was Positive

9
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Prediction Actual value Type Explanation

0 0 True Negative (TN) Predicted Negative and was Negative
1 0 False Positive (FP) Predicted Positive but was Negative
0 1 False Negative (FN) Predicted Negative but was Positive

(b)

Metric Formula

Precision TP
TP+FP

Recall TP
TP+FN

F1-score 2TP
2TP+FP+FN

When trained properly, pre-trained models can be used for similar problems in similar settings to save time
and reduce the need for more ground truth data (Ma et al. , 2021 ; Tehrani et al. , 2022 ). For this reason,
we test our pre-trained models’ applicability to the four blind-test areas: Romerike N, Byneset, Orkdal,
and Stadsbygd (Figures 1 and 2). Here, we regard Romerike N and Byneset to have a similar geological
setting with large networks of dendritic ravines. In Orkdal and Stadsbygd, the geological setting is different,
with shorter, often shallower, and more individual gullies. We compare the predictions in all study areas
with a reference dataset comprising manually mapped gullies as vector lines from the Norwegian geological
survey (Christoffersen et al. , 2021 ; van Boeckelet al. , 2022 ; NGU, 2023 ) (Figure 1c and 2). First, we
post-processed the predicted delineations to remove noise, which therefore readily can be incorporated into
manual geomorphological mapping routines. The post-processing comprised 1) transforming the pixels into
vector shapes, 2) buffering and dissolving the vector shapes with a 5 m radius, and 3) applying a filter by
removing polygons smaller than 5000 m2. Then, we compared the post-processed predictions using an overlay
and intersect analysis to calculate length-weighted overlap and coverage of intersecting ravines. The latter
represented the relative surface area of post-processed predictions intersecting with the reference dataset.
We regard the intersecting predictions as true positives, which we can then use as a first-order indication of
the agreement between post-processed predictions and the reference dataset. The length-weighted overlap
represented the relative length of the vector lines overlapping with the post-processed predictions. The
cumulative lines that did not overlap with the post-processed predictions can be regarded as an indicator of
false negatives (Figure 5). We note that comparing the reference dataset with post-processed predictions does
not give any information about the accuracy of the delineation of the landforms, which was done visually.
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Figure 5. Comparison of the reference dataset as vector lines (Christoffersen et al. , 2021 ; van Boeckel et
al.,2022 ) with the post-processed predictions as polygons. Blue polygons are intersecting with the vector
lines, and regarded as true positives, while red polygons are not overlapping and regarded as false positives.
The cumulative area of the blue polygons concerning the total area represents the coverage of intersecting
ravines. The red lines do not overlap with the predicted ravines, were not picked up by the model, and were
regarded as false negatives. The cumulative length of the blue lines concerning the total length represents
the length-weighted overlap.

4. RESULTS

In this section, we present the performance of the U-net model in Romerike S by applying two data set-
tings (Setting 1 and Setting 2) using Jupyter Notebook and ArcPy libraries environment. The quantitative
evaluation of the sampled pixels between ground truth data and predictions are presented in Table 3. Statis-
tically, we can see higher precision (0.75-0.82), recall (0.69-0.73), and F1 score (0.72-0.74) for sharp ravines.
On the other hand, smooth ravines have a tendency to achieve lower scores for precision (0.70-0.72), recall
(0.66-0.72), and 0.68-0.72 for the F1 score (Table 3). Our results show that by using the same amount of
ground truth data (20 000) but from a more extensive and more diverse study area, the performance of
Setting 1 (Figure 1) only increased slightly for sharp ravines but decreased for smooth ravines, with a F1
score of +0.02 and –0.04, respectively.

Even though the statistics show minor differences in the overall performance using the different data settings,
visual inspection reveals that the different models pick up different sections along the same ravines. This can
also be observed when comparing the predictions to the reference datasets. When combining the predictions
of Setting 1 and Setting 2, the length-weighted overlap and coverage of intersecting ravines, scoring 91.1 %
and 87.4 %, are slightly higher compared to the values by only using Setting 2, scoring 86.7 % and 82.8 %,
respectively (Table 4).

Table 3. The statistics presented show the performances when applying training in two different settings:
Setting 1 with training data from RS 1 and RS 2 and Setting 2 with training data only from RS 1 (Figure

11
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1). GTPs = ground truth polygons.

Setting 1 Setting 1 Setting 2 Setting 2

GTP’s smooth ravines 186 sharp ravines 147 smooth ravines 95 sharp ravines 47
Precision 0.70 0.75 0.72 0.82
Recall 0.66 0.73 0.72 0.69
F1 0.68 0.74 0.72 0.72
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Figure 6. Detailed area comparison of ground truth data, predictions, and final post-processed predictions
for (a) Setting 1 and (b) Setting 2. The background image is the predictor raster stack (RGB = TR, Slope,
TPI) with sharp (black) and smooth (orange) ravines.

Table 4. The comparison of the reference dataset and post-processed predictions for Setting 2 and Setting
1 & 2 (the combined products of both Setting 1 and Setting 2).

The next step was to compare the predictions of the pre-trained models to the reference datasets in Romerike
S and the four blind-test areas: Romerike N, Byneset, Orkdal, and Stadsbygd (Figures 1 and 2 and Table 4).
We applied both pre-trained models (Setting 1 and Setting 2) to all the study areas and post-processed the
predicted pixels, explained in section 3.2.2. The first category of blind-test areas, Byneset and Romerike N,
with a similar geological setting as Romerike S, show very promising results scoring 91.7 % and 94.7 % for
coverage of intersecting ravines and 65.5 % and 76.6 % for length-weighted overlap, respectively. These values
increased slightly when combining the post-processed predictions of Setting 1 and 2 (Table 4). The blind-test
areas Stadsbygd and Orkdal scored poorly in length-weighted overlap with 38.4 % and 55.1 %, respectively,
when only using the post-processed products of Setting 2. The low length-weighted overlap values indicate
that the pre-trained models did not pick up many vector lines from the reference dataset. The coverage
of intersecting ravines scored relatively high (> 71 %) for all the blind-test areas, which indicates that the
post-processed predictions of the pre-trained models largely managed to successfully identify the ravines.

4. DISCUSSION

4.1 Automated differentiation of intact and impacted ravines and gullies

The delineation of landforms is the fundamental process of mapping the spatial extent and condition of
landscape change, which conventionally is performed manually using high-resolution optical remote-sensing
images or LiDAR data. Our results show that using only three terrain derivatives and ˜150 manually
mapped gullies (Setting 2), the U-net model successfully predicted and differentiated intact sharp ravines
from impacted smooth ravines. Quantitative pixel evaluation of sampled ground truth data revealed that
doubling the ground truth data (Setting 1) only slightly improved the F1 score for sharp ravines (+0,02)
but decreased for smooth ravines (-0,04). Overall, both automated identification models revealed promising
results in differentiating ravines impacted by agricultural levelling from intact ravines, as also seen in Roy
& Saha (2022 ).

4.2 The minimal amount and best suitable predictors

For the blind-test areas, the best predictions were achieved using predictors indicative of relative elevation,
e.g., the terrain derivatives slope, TR, and TPI, as opposed to absolute elevation. We explain this by the
fact that the ravines are found in raised marine fine-grained deposits at varying elevations between the study
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areas (Figures 1 and 2). Because the model was trained on ground truth data located at elevations between
˜100 and 180 m a.s.l., the pre-trained model was unable to detect ravines at lower elevations. We, therefore,
stress that using elevation data as a predictor should be used with caution when predicting blind-test areas.

Unlike similar studies delineating ravines with the usage of over a dozen independent predictors (Band et al.
, 2020 ; Setargie et al. , 2023 ), we show that a promising delineation of ravines can be achieved by only
using three predictor layers derived from high-resolution elevation data. We recognize that adding additional
terrain derivatives as predictors and ground truth data could potentially improve our model. However, we
argue that having few predictors makes our approach more accessible and applicable in other areas for future
mapping.

4.3 The applicability of pre-trained models to blind-test areas

The robustness of a model increases when successful predictions are not limited to trained areas but also
manage to predict in blind-test areas for other regions (Sarker, 2021 ). As we do not have ground truth data
of our blind-test areas, we rely on our evaluation-based comparing the reference dataset with post-processed
predictions. Our results show that the post-processed predictions broadly intersect with the reference dataset
(> 71.2%). If we only regard the blind-test areas with similar geological settings, namely Romerike N and
Byneset, the coverage of intersecting ravines increases to > 91.7 %, indicating that the model manages to
accurately identify ravines. Similarly, Romerike N and Byneset score significantly higher in length-weighted
overlap compared to Orkdal and Stadsbygd, reflecting that large stretches of the reference dataset overlap
with the pre-trained models. The difference in geological setting can explain the discrepancy of lower length-
weighted overlapping values for Orkdal and Stadsbygd. In these areas, the ravines are much shorter and less
branched into networks compared to ravines used in the ground truth dataset. Future incentives to train the
model specifically for these settings or to include them in the training dataset might increase the model’s
performance.

We noticed that the delineation of the predictions was improved by using the combined predictions of Setting
1 and 2. This improved performance is also reflected by higher length-weighted overlap values for all blind-
test areas, increasing the length-weighted overlap by at least +8.2 %. Similar to the studies of Arabameri et
al.(2021 ) and Roy & Saha (2022 ), which used ensemble models for forecasting areas vulnerable to gully
erosion, our findings confirms that the combined products of the pre-trained models increase the overall
delineation of the ravines.

4.4 Applicability of DL in geomorphological mapping

One of the advantages of using automated approaches compared to manual mapping is that the automatic
delineation of landforms can be evaluated quantitatively against ground truth data. For example, predictions
can be evaluated by positively identified pixels (e.g., Setargie et al. , 2023 ) and positively identified vector
lines (e.g., Bandet al. , (2020 ) and Band et al. , (2020 )). Even though quantitative evaluations can
give satisfactory results, there is little information about the correctness of the delineation of the predicted
ravines. A ravine can, for example, be identified with a pixel accuracy of 75 %, but this does not necessarily
mean that the outer extent of the predicted ravine corresponds to the actual landform. As manual mapping
routines often involves the delineation of individual landform, having an inaccurate outer delineation still
requires substantial adjustments to be implemented to satisfy the prerequisites for usage in geomorphological
maps. We found that post-processing the pixel-based predictions into coherent polygons and reducing noise
with a minimum size filter significantly increased the applicability of the product for mapping routines, see
also Figure 6. We point out that the post-processing of prediction delineations should be considered when
implementing automated approaches in manual mapping routines.
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Conclusion

Development in computing, deep learning algorithms, and increased availability of high-resolution and free
data have the potential to automate many mapping problems in Earth sciences. However, its application in
differentiating and delineating landforms using deep learning techniques has not yet been investigated thor-
oughly. We contribute by exploring the automated differentiation of intact (sharp) and impacted (smooth)
ravines and gullies with high precision using the combination of the deep learning FCNN model with only
three terrain derivatives (slope, roughness, and TPI). Our best model achieved a precision score of 0.82,
recall of 0.74 against ground truth data, and 91.1 % length-weighted overlap with reference datasets com-
prising vector lines. Our pre-trained models successfully predicted ravines in blind-test areas, scoring >
72 % length-weighted overlap for regions with similar geological settings. This study shows that the post-
processing ensemble models increase the applicability of Deep learning models in geomorphological mapping
routines. The outcome of this research contributes towards mapping the spatial extent and condition of red-
listed landforms in Norway, as well as the development of monitoring systems for future landscape change.
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