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ABSTRACT

Ecosystems are a crucial part of Earth and they provide essential resources and
also affect human health in various ways. The planetary boundaries framework
proposed by a team of scientists at at Stockholm Resilience Centre; it rooted in
Earth system science, identifies nine pivotal processes crucial for maintaining the
stability and resilience of the planet. According to the boundaries 6 boundaries have
crossed by 2023. Europe has introduced a nature restoration law which sets targets
for restoring ecosystems. In order to restore an ecosystem first we have to assess
its health. Remote sensing can be used for the detection of ecosystems and their
changes during time in order to assess the change in its health. Satellites can be
used to get the data by measuring the amount of light reflected from the surface of
the earth in various frequencies. Machine learning methods have been a popular tool
in remote sensing helping with the detection of different ecosystems and studying
them. In this project machine learning methods of Random Forests and SVM were
used to classify land types in Norway. This algorithms were implemented on the data
from sentinel-2 satellite, and Google earth engine platform was used for processing
the data, training the models and visualization. The random forests model yielded
the best result, with 90.8% accuracy for validation data and 89.6% for training.



SAMMENDRAG

@kosystemer er en avgjgrende del av jorden, og de gir essensielle ressurser sam-
tidig som de pavirker menneskers helse pa ulike mater. rammeverket for plane-
tariske grenser, foreslatt av et team av forskere ved Stockholm Resilience Centre,
forankret i jordens systemvitenskap, identifiserer ni avgjgrende prosesser som er
avgjgrende for @ opprettholde planetens stabilitet og motstandskraft. Ifglge ram-
meverket har 6 grenser blitt krysset innen 2023. Europa har innfgrt en lov om
naturgjenoppretting som fastsetter mal for @ gjenopprette gkosystemer. For &
gjenopprette et gkosystem ma vi forst vurdere helsen. Fjernmaling kan brukes
til 8 oppdage gkosystemer og deres endringer over tid for & vurdere endringen i
helsen deres. Satellitter kan brukes til & skaffe data ved 8 male mengden lys som
reflekteres fra jordoverflaten i ulike frekvenser. Maskinlaeringsmetoder har veert et
populeert verktgy innen fijernmaling for @ hjelpe med & oppdage ulike gkosystemer
og studere dem. I dette prosjektet ble maskinlaeringsmetodene Random Forests og
SVM brukt til & klassifisere landtyper i Norge. Disse algoritmene ble implementert
pd data fra Sentinel-2-satellitten, og Google Earth Engine-plattformen ble brukt
til @ behandle data, trene modellene og visualisere resultatene. Random Forests-
modellen ga det beste resultatet, med en ngyaktighet pa 90,8% for valideringsdata
og 89,6% for treningsdata.
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CHAPTER
ONE

INTRODUCTION

1.1 Ecosystems

Odum [1] defines ecosystems as complex, interrelated systems that comprise both
living and nonliving components. They may self-sustain and are impacted by a
range of circumstances, including human activity [2]. The term "“ecosystem” has
replaced numerous other terminologies to characterize biotic and inorganic interac-
tions in nature over time [3]. Today, human activities affect ecosystems, causing
some areas to degrade. It's vital to protect these ecosystems to keep them healthy,
benefiting all living things, including humans.

1.1.1 Planetary boundaries

A team of scientists at Stockholm Resilience Centre introduced the planetary bound-
aries. The planetary boundaries framework, rooted in Earth system science, iden-
tifies nine pivotal processes crucial for maintaining the stability and resilience of
the planet. Human actions have greatly disturbed important Earth processes. To
address this, limits have been set to control human impact and maintain Earth in a
stable state similar to the last 10,000 years. This helps protect global environmen-
tal functions and life-support systems as seen throughout human history.

The framework addresses the challenge of interconnected environmental issues,
advocating for a comprehensive approach to human caused impacts on the Earth
system. While current environmental concerns are often treated as separate prob-
lems (e.g., climate change, biodiversity loss, pollution), the planetary boundaries
framework underscores the nonlinear interactions and aggregate effects of these is-
sues on the overall state of the Earth system. Human activities on a planetary scale
act as forces that, when processed through interactions and feedback within the
Earth system, contribute to its ongoing evolution. The framework establishes limits
on the impact of the anthroposphere by defining a scientifically based safe operating
space for humanity, safeguarding Earth’s interglacial state and resilience.[4]

The notion of planetary boundaries, first introduced by carries substantial implica-
tions for global sustainability policy, as highlighted by Steffen[5]. However, the
identification and application of this concept pose considerable challenges, par-
ticularly in the realms of governance and democratic legitimacy, as discussed by
Biermann [6] and Pickering [7]. In response to these challenges, Hayha [8] sug-
gests a framework that translates planetary boundaries into targets at the national
level, taking into account biophysical, socio-economic, and ethical dimensions. This
proposed approach seeks to bridge the gap between global limits and local decision-
making, fostering a more resilient and equitable implementation of the planetary
boundaries concept.
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Figure 1.1.1: Planetary boundaries and its evolution from 2009 to 2023 [4]

1.1.2 Ecosystem accounting

Ecosystem accounting, a practical tool for evaluating ecosystem capital, has been
developed to incorporate measurements of ecosystem services and assets into an
accounting structure [9]. This method involves distinguishing between the capac-
ity and flow of ecosystem services and using spatially explicit models to analyze
various hydrological ecosystem services [10]. The System of Environmental Eco-
nomic Accounting-Ecosystem Accounting (SEEA-EA) framework has been applied
at the catchment scale to create ecosystem extent and condition accounts, utiliz-
ing nationally available datasets [11]. Additionally, the valuation and mapping of
ecosystem services, including provisioning, regulating, and cultural services, have
been explored to support the development of ecosystem accounts [12]).

1.1.3 Nature restoration law

The European Commission has introduced a Nature Restoration Law, a part of the
EU Biodiversity Strategy. This law aims to set targets for restoring ecosystems, par-
ticularly those with high carbon capture potential and disaster prevention. Given
that over 80% of European habitats are in poor condition, restoring various ecosys-
tems is seen as essential for enhancing biodiversity, securing ecosystem services,
mitigating global warming, and improving Europe’s resilience to natural disasters
and food security risks [13].

The implementation of the Nature Restoration Law will be monitored through two
main indicators:

1. Restoration Measures: Member States are expected to implement restora-
tion and re-establishment activities to facilitate ecosystem recovery.

2. Ecosystem Condition: Monitoring the condition and conservation status of
ecosystems at the national or (biogeographic) regional level, assessing their
trends against relevant baselines.

The definition of good ecosystem condition and restoration measures varies for dif-
ferent ecosystems. For other ecosystems lacking fully developed data and monitor-
ing methods, the proposal suggests establishing an EU-wide methodology to assess
their conditions. This allows for the later setting of specific targets and baselines.
Information on indicators related to ecosystem condition already exists for some
ecosystems, like urban, agricultural, and forest land, through schemes like Forest
Europe or data collected by the European Environment Agency and the Commission
via Copernicus [13].
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1.1.4 Ecosystem health

Nature provides essential resources and recreation for humans, but global ecosys-
tems are at risk due to human activities and climate change. To ensure stable and
sustainable benefits for societies, it’s crucial to maintain healthy ecosystems. As-
sessing and monitoring ecosystem health is key for early detection of environmental
problems and their causes, serving as a vital step in ecological conservation.
Ecosystem health assessment (EHA), a component of environmental management
since the late 1980s, integrates the concepts of ecosystem and health science. Ini-
tially focused on animal and plant health, EHA now considers ecosystems as complex
systems, emphasizing the interplay between community processes and the physi-
cal environment. The definition evolved to measure system resilience, organization,
and vigor.

Traditional EHA relies on field data and models, limiting widespread application and
spatial-temporal specificity. Recognizing the need for spatial heterogeneity under-
standing, remote sensing emerges as a powerful tool. Remote sensing data can
assess ecosystem health across large areas, detailing indicators like productivity,
species richness, and resilience. Existing studies focus on single attributes, but a
comprehensive approach integrating vigor, organization, and resilience is urgently
required. Building such a system demands collaboration between remote sensing
specialists and ecologists. While reviews exist on remote sensing applications in
land cover, biodiversity, and ecosystem services, none have specifically addressed
the opportunities and challenges of developing a comprehensive remote sensing-
based, spatially explicit EHA and monitoring system [14].

The initial stage of this assessment involves the essential ability to easily iden-
tify and categorize various biomes and ecosystems. The study on land types and
ecosystems is done using remote sensing data.

1.2 Remote sensing

Remote sensing is the acquisition of information about an object or phenomenon
without making physical contact with the object. This is typically achieved through
the use of sensors, such as those on satellites or unmanned aerial vehicles (UAVs),
to collect data from a distance[15] .

There are two broad type of satellite sensors, passive and active. Passive satellite
sensors detect natural emissions or reflections from Earth’s surface without emit-
ting their own signals, relying on ambient energy sources like sunlight. Examples
include optical and thermal infrared sensors. In contrast, active satellite sensors
emit their own signals, such as microwaves or lasers, and measure the return sig-
nal.

Remote sensing using satellite images involves the capture and analysis of data
collected by orbiting satellites equipped with various sensors. These sensors detect
electromagnetic radiation across different wavelengths, enabling the creation of de-
tailed and comprehensive images of the Earth’s surface. Satellite remote sensing
offers a global perspective, allowing for the monitoring of large-scale environmental
changes, land use patterns, and natural phenomena. The accessibility and regular
revisit times of satellites contribute to their effectiveness in providing up-to-date
information for applications such as environmental monitoring, agriculture, disas-
ter management, and urban planning. Researchers and decision-makers leverage
satellite imagery to gain insights into dynamic Earth processes and make informed
decisions based on the analyzed data [16].

Remote sensing has a wide range of applications, including agriculture, environ-
mental monitoring, disaster response, and military and defense[17]. It has revolu-
tionized agriculture by increasing the spatial-temporal resolution of data collection,
allowing for more precise monitoring and management of crops [15]. Additionally,
remote sensing technology has been widely used in disaster emergency response
and ecological environment monitoring [17].
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The field of remote sensing draws from various disciplines such as computer sci-
ence, statistics, and machine learning [18]. For instance, the automatic registration
of multimodal remote sensing data is a challenging task due to significant non-
linear radiometric differences between these data, requiring advanced techniques
from computer science and pattern recognition [19]. Furthermore, the development
of knowledge-driven approaches is considered crucial in remote sensing research,
alongside data-driven approaches based on innovative algorithms and enhanced
computing capacities [20].

Remote sensing also plays a significant role in image analysis and classification tech-
niques. Pixel-based and object-based image analysis are the two main techniques
used in remote sensing for classifying and interpreting remote sensing images [21].
Moreover, the combination of multisource remote sensing data holds promise for
improving urban land use and land cover classification accuracy, although chal-
lenges such as the "semantic gap” persist [22].

The rapid development of remote sensing technology has led to the acquisition of
vast amounts of remote sensing data, leading to the emergence of “Big Data” in re-
mote sensing. This not only refers to the high volume and fast generation velocity of
data but also the variety and complexity of remotely sensed data [23]. As a result,
there is a growing need for advanced machine learning and computing techniques
to process and analyze massive amounts of remotely sensed imagery [24].

1.2.1 The electromagnetic spectrum and satellite bands

The science of remote sensing relies on the interpretation of measurements of elec-
tromagnetic energy reflected from or emitted from a target, which allows for the
quantification of various characteristics of the Earth’s surface and atmosphere [25].
The electromagnetic spectrum is essential for remote sensing satellites, as it allows
them to capture data about the Earth’s surface and atmosphere.

For instance, in agricultural remote spectral sensing, the incident electromagnetic
radiation, typically sunlight, interacts with the surface of crops or soil, leading to
reflection, absorption, or transmission of light, which can be captured and analyzed
through remote sensing techniques [26].

Moreover, the development of remote sensing from satellites has significantly ad-
vanced the field, enabling the collection of data using optical and electronic systems
operating within specific wavelength ranges [27]. This has led to the utilization of
remote sensing data for environmental monitoring, including the assessment of de-
sertification and vegetation recovery in grasslands after natural disasters such as
wildfires[28].

Furthermore, the radiometric calibration of remote sensing systems is essential for
establishing the functional relationship between the output signal value of remote
sensing cameras and the input radiation, known as absolute radiometric calibration,
which is crucial for accurate data interpretation and analysis [29].

The spectral bands used in remote sensing satellites play a crucial role in capturing
and analyzing data from the Earth’s surface and atmosphere. These bands offer
differential spectral frequencies and multi-featured information, which are essential
for decision-making in remote sensing applications . Remote sensing relies primar-
ily on reflected or emitted electromagnetic radiation from the Earth, encompassing
optical and microwave wavelengths, to infer changes on the Earth’s surface and in
the overlying atmosphere [27]. The advanced onboard sensors of satellites provide
several spectral bands, each operating within specific wavelength ranges, enabling
the collection of data for various applications such as environmental monitoring and
land use analysis [27].
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Figure 1.2.1: The electromagnetic spectrum [30]

The spectral bands of remote sensing satellites are used to capture raster data
maps for further processing in different bands of the electromagnetic spectrum,
allowing for the identification of various objects of interest and monitoring their
changes [31]. These bands are also crucial for mapping impervious surfaces and as-
sessing vegetation recovery after natural disasters, demonstrating the wide-ranging
applications of spectral bands in remote sensing [32].

Furthermore, the spectral bands of satellite images cover hundreds of wavelengths,
providing a wealth of data for analysis and interpretation. This extensive coverage
enables the detection of alterations in minerals, the monitoring of photosynthetic
phenology in vegetation, and the classification of land cover changes [33]. The
spectral bands are also used for spectral reconstruction of surface types, contribut-
ing to the accurate interpretation of remote sensing imagery [34].

In addition, the spectral bands are essential for radiometric calibration, which estab-
lishes the functional relationship between the output signal value of remote sensing
cameras and the input radiation, ensuring the accuracy of data interpretation and
analysis [35][36]. Moreover, the spectral bands are utilized in sensor fusion and
image classification, highlighting their significance in the interpretation and integra-
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tion of remote sensing data [36][25].

In conclusion, the spectral bands of remote sensing satellites encompass a wide
range of wavelengths, providing valuable data for environmental monitoring, land
use analysis, mineral detection, and vegetation assessment. These bands are fun-
damental for radiometric calibration, sensor fusion, and image classification, mak-
ing them indispensable for the comprehensive interpretation and analysis of remote
sensing data. Different bands and their wavelength for landast 7, 8 and sentinet-2
sattelite can be seen in figure 1.2.2.

Comparison of Landsat 7 and 8 bands with Sentinel-2
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Figure 1.2.2: Landsat ans Sentinel 2 Bands [37]

1.2.2 Sentinel-2 satellite

The Sentinel-2 satellite, part of the European Union’s Copernicus program, is equipped
with the Multi-spectral Instrument (MSI) that provides radiometrically and geomet-
rically superior multi-spectral high spatial resolution images over the global surface.
It operates at a high revisit time (5 days at the Equator with two satellites in orbit)
and covers a wide field of view, encompassing 13 bands in the optical NIR, SWIR
parts of the electromagnetic spectrum [38].

The satellite’s passive sensors are designed to capture data with more image chan-
nels, corresponding to more acquired spectral bands, allowing for the identification
of various objects in an image based on the reflection spectrum of the objects [39].
The Sentinel-2 satellite’s capabilities have been widely utilized in various applica-
tions, including land cover mapping, agriculture, environmental monitoring, and
disaster response. Its high temporal interval and multispectral features have made
it valuable for monitoring vegetation growth, analyzing land cover changes, and
estimating aboveground biomass and carbon stock [40].

Additionally, the satellite’s data has been effectively integrated with other remote
sensing systems, such as Sentinel-1, for classification and land use/land cover map-
ping in urban areas and ecological environments [41]. Furthermore, the satellite’s
data has been used for bathymetry, inland excess water mapping, and shoreline
position determination, demonstrating its versatility in environmental and meteo-
rological applications [42].

In conclusion, the Sentinel-2 satellite, with its advanced MSI, has proven to be a
valuable asset in the field of remote sensing, offering high spatial resolution, multi-
spectral capabilities, and a high temporal interval. Its data has been instrumental
in @ wide range of applications, including land cover mapping, agriculture, environ-
mental monitoring, and disaster response.
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1.2.3 Sentinel-2 bands

The Sentinel-2 satellite is equipped with a Multi-spectral Instrument (MSI) that cap-
tures data in various spectral bands, providing valuable information for a wide range
of applications. The satellite’s spectral bands cover the visible, near-infrared, and
shortwave infrared parts of the electromagnetic spectrum, enabling detailed analy-
sis of the Earth’s surface and vegetation.

The Sentinel-2 satellite’s spectral bands have been extensively utilized in environ-
mental monitoring, land cover mapping, agriculture, and disaster response. The
satellite’s 13 spectral bands, operating in the visible, near-infrared, and shortwave
infrared spectrum, have been instrumental in monitoring vegetation growth, ana-
lyzing land cover changes, and estimating aboveground biomass and carbon stock
[43]. Additionally, the satellite’s data has been effectively integrated with other re-
mote sensing systems for classification and land use/land cover mapping in urban
areas and ecological environments [44].

The spectral bands of Sentinel-2 have also been used for various specific applica-
tions, such as estimating land surface temperature in agricultural lands [45], map-
ping invasive aquatic plants [46], and detecting oil spills on the sea surface[47].
Furthermore, the satellite’s spectral bands have been found to be scalable with many
optical sensors, such as MODIS, VIIRS, MERIS, Landsat, and RapidEye, demonstrat-
ing their compatibility and versatility in remote sensing applications[48].

The high spatial and temporal resolution, along with the wide spectral coverage
of the Sentinel-2 spectral bands, has made the satellite’s data commonly used in
monitoring the evolution of terrestrial ecological environments, wetland landscape
mapping, vegetation crop growth monitoring, and disaster warning mapping [49].
The spectral bands have also been used for snow cover mapping, ice avalanche
monitoring, and assessing rangeland quality, showcasing their diverse applications
in environmental and meteorological studies [50][51].

Band Resolution Central Wavelength Description

B1 60m | 443 nm | Ultra Blue (Coastal and Aerosol)
B2 | 10m | 490 nm | Blue

B3 10m | 560 nm | Green

B4 10m | 665 nm | Red

B5 | 20m | 705 nm | Visible and Near Infrared (VNIR)
B6 20m 740 nm | Visible and Near Infrared (VNIR)
B7 | 20m | 783 nm | Visible and Near Infrared (VNIR)
B8 10 m 842 nm | Visible and Near Infrared (VNIR)
B8a 20m | 865 nm | Visible and Near Infrared (VNIR)
B9 60 m | 940 nm | Short Wave Infrared (SWIR)

B10 60 m 1375 nm | Short Wave Infrared (SWIR)

BN | 20m | 1610 nm | Short Wave Infrared (SWIR)

B12 20m 2190 nm Short Wave Infrared (SWIR)

Figure 1.2.3: Sentinel 2 bands and their resolution

In conclusion, the Sentinel-2 satellite’s spectral bands, with their wide coverage
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and high resolution, have been pivotal in a multitude of remote sensing applica-
tions, ranging from vegetation monitoring to disaster response and environmental
assessment. Depending on the application the data from different bands can be
used for training machine learning models. Furthermore, there are various meth-
ods to combine the data from various bands into a new attribute; which can help
increase the accuracy of the model.

1.2.4 Band combination

The combination of satellite bands plays a crucial role in extracting valuable in-
formation from remote sensing data for various applications. The combination of
specific spectral bands has been utilized for diverse applications. For instance, the
combination of different polarization bands in the Sentinel-1 satellite has been em-
ployed for oil spill detection, demonstrating the significance of band combinations
in environmental monitoring [52].

Additionally, the combination of L-band, C-band, and X-band Synthetic Aperture
Radar (SAR) images has been used for land cover classification and crop-type map-
ping, showcasing the potential of multi-sensor fusion for remote sensing applications
[53].

Moreover, the combination of specific bands has been explored for applications such
as Leaf Area Index (LAI) estimation and forest biomass inversion. For example, the
combination of hyperspectral bands has been analyzed for LAI estimation, high-
lighting the importance of band combinations in vegetation parameter retrieval [54].
Similarly, the combination of bands for bidirectional reflectance distribution function
(BRDF) analysis has been instrumental in fine vegetation classification and pheno-
logical studies [55].

One of the widely used band combinations is the Normalized Difference Vegeta-
tion Index (NDVI), which is derived from near-infrared (NIR) and red bands. The
NDVI is a powerful indicator of vegetation health and density, providing insights
into agricultural productivity, land cover changes, and environmental monitoring
[56]. The combination of multispectral bands with composite indices such as NDVI,
Enhanced Vegetation Index (EVI), and Soil Adjusted Vegetation Index (SAVI) has
been effective in vegetation analysis and land cover mapping [57].

In summary, the combination of satellite bands, including the utilization of spe-
cific indices and multi-sensor fusion, is essential for a wide range of remote sens-
ing applications, including vegetation analysis, land cover mapping, environmental
monitoring, and disaster response.

For using the satellite data for machine learning one of the first steps is to remove
the clouds from the images, this is done using a technique called cloud masking.

1.2.5 Cloud masking

Cloud masking is a crucial process in remote sensing, especially in the analysis of
satellite imagery. Clouds can obstruct the view of the Earth’s surface, affecting the
accuracy of data analysis and interpretation. Various methods and algorithms have
been developed to address cloud masking in satellite imagery, utilizing different
techniques and spectral bands to effectively detect and mask clouds. These meth-
ods are essential for ensuring the quality and reliability of remote sensing data for
a wide range of applications.

One approach to cloud masking involves the use of deep learning techniques, such
as deep convolutional neural networks (CNNs). Hasan et al.[58] proposed a cloud
detection method using deep CNNs, focusing on four spectral bands commonly avail-
able in multispectral satellite imagery. The study demonstrated that these bands
show significant responses for cloud pixels, making them suitable for cloud detec-
tion. Similarly, Mateo-Garcia et al.[59] explored the use of convolutional neural
networks for multispectral image cloud masking, highlighting the potential of CNNs
as a promising alternative for solving cloud masking problems.
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Another widely used method for cloud masking is the utilization of specific algo-
rithms designed for satellite imagery, such as the Function of Mask (Fmask) al-
gorithm. Li et al [60] discussed the application of the Fmask algorithm for cloud
detection in Landsat and Sentinel-2 satellite imagery, emphasizing its effective-
ness in utilizing available band information for cloud masking. Additionally, Chen
et al.[61] highlighted the operational use of the Fmask algorithm for Landsat data
products, demonstrating its significance in cloud masking for satellite imagery.
Furthermore, the integration of spectral bands and advanced techniques has been
explored for cloud masking. Meraner et al.[62] developed a deep residual neu-
ral network architecture to remove clouds from multispectral Sentinel-2 imagery,
showcasing the potential of advanced neural network models for cloud removal.
Additionally, Wu Shi [63] discussed the modification of the Automated Cloud Cover
Assessment (ACCA) algorithm for cloud masking in Gaofen-1 wide field of view
(GF-1 WFV) imagery, emphasizing the use of specific spectral bands for cloud mask
generation.

In summary, cloud masking in remote sensing imagery involves a diverse range of
methods, including deep learning techniques, specific algorithms, and the utiliza-
tion of spectral bands. These approaches are crucial for ensuring the accuracy and
reliability of satellite imagery data.

1.3 Machine learning

Machine learning is a technique in which a machine learns and improves on its own,
based on past data [64]. It is an interdisciplinary approach in building mathemati-
cal models from known inputs to make data-driven predictions and decisions [65].
Machine learning has made enormous strides over the past two decades, and can
now be easily used by everyone [66]. It is an algorithm that estimates an unknown
dependency between system inputs and its outputs from the available data [67].
Machine learning is used in various fields such as ad placement, credit scoring, fraud
detection, stock trading, drug design, natural language processing, image recogni-
tion, expert systems, simulation, manufacturing, and many other applications [67].
Machine learning methods are the most appropriate among the wide range of in-
trusion detection technologies [68].

Machine learning in remote sensing involves the application of advanced computa-
tional techniques to analyze and interpret remote sensing data for a wide range of
applications. The integration of machine learning algorithms with remote sensing
technologies has revolutionized the field, enabling the extraction of valuable insights
from satellite imagery and other remote sensing data sources.

There are diverse applications of machine learning in remote sensing, ranging
from urban mapping and infrastructure assessment to environmental monitoring
and land cover classification. Zhang et al. [69] provided a technical tutorial on the
state-of-the-art deep learning techniques for remote sensing data, covering top-
ics such as preprocessor, classifier (uml), and discriminative model. Rukhovich et
al. [70] discussed the use of deep machine learning for the automated selection
of remote sensing data to determine areas of arable land degradation processes
distribution. Li et al.[71] applied machine learning methods with VIIRS nighttime
light and MODIS daytime NDVI data to map urban extent at large spatial scales.Xue
et al. [72] utilized machine learning ensemble and satellite big data for large-scale
high-resolution coastal mangrove forests mapping across West Africa. Kamusoko
[73] explored geospatial machine learning in urban environments, focusing on chal-
lenges and prospects. Suharso et al. [74] conducted a systematic review on the role
of machine learning in remote sensing for agriculture drought monitoring. Kelley et
al.[75] used Google Earth Engine to map complex shade-grown coffee landscapes in
Northern Nicaragua. Mondal et al. [76] evaluated combinations of Sentinel-2 data
and machine-learning algorithms for mangrove mapping in West Africa. Chen et
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al.[77] proposed a high spatial resolution PM2.5 retrieval using MODIS and ground
observation station data based on ensemble random forest. Hird et al.[78] utilized
Google Earth Engine, open-access satellite data, and machine learning in support
of large-area probabilistic wetland mapping.

The integration of machine learning algorithms with remote sensing data has signifi-
cantly enhanced the capabilities of analyzing and interpreting large-scale geospatial
information, paving the way for innovative solutions in various domains. Classifi-
cation is the common part of machine learning used in remote sensing, there are
different classification methods and each can be used in a specific task.

1.3.1 Classifiaction methods

Classification in machine learning refers to the process of categorizing data into dif-
ferent classes or categories based on its features and attributes. It is a fundamental
concept in machine learning and is widely used in various fields such as computer
science, data mining, and artificial intelligence. Machine learning techniques for
classification involve training a model on a labeled dataset to learn the patterns
and relationships within the data, and then using this model to predict the class or
category of new, unseen data.

Classification methods in remote sensing encompass a wide array of techniques
that are essential for analyzing and interpreting remote sensing data. These meth-
ods play a crucial role in tasks such as land cover mapping, change detection, and
environmental monitoring. There have been different research done in this field.
Walter et al. [79] discussed the object-based classification of remote sensing data
for change detection, highlighting the use of multispectral images for geology appli-
cations. Han et al. [80] combined 3D-CNN and Squeeze-and-Excitation Networks
for remote sensing sea ice image classification, emphasizing the use of convolu-
tional neural networks and support vector machine. Hamida et al. [81] proposed
a 3-D deep learning approach for remote sensing image classification, demonstrat-
ing improved classification rates with lower computational costs. Liu et al. [82]
conducted a comparative study on remote sensing image classification, comparing
support vector machine and deep learning methods. Xia et al. [83] discussed the
use of deep learning in ecological remote sensing images, focusing on artificial neu-
ral networks, support vector machines, and fuzzy theory for classification. Bruzzone
et al. [84] proposed a novel transductive SVM for semisupervised classification of
remote-sensing images, addressing ill-posed classification problems. Ddépido et al.
[85] developed a semisupervised self-learning approach for hyperspectral image
classification, adapting active learning methods to a self-learning framework. Yao
et al. [86] explored land use classification using deep convolutional neural network
methods, focusing on the preservation of spatial features. Phillips et al. [87] intro-
duced an SMP soft classification algorithm for remote sensing, emphasizing its high
accuracy and automation. Alimjan et al. [88] performed remote sensing image
classification using a combinatorial algorithm of SVM and KNN. Zhao and Pan [89]
presented a remote sensing image feature selection method based on rough set
theory and multi-agent system. Yin et al. [90] developed semi-supervised feature
learning for remote sensing image classification, focusing on improving classification
performance with unlabeled data.

These references demonstrate the diverse range of classification methods used in
remote sensing, including random forests,support vector machines, deep learning,
semi-supervised learning, and feature selection techniques. These methods are
crucial for accurately analyzing and interpreting remote sensing data for a wide
range of applications.

1.3.2 Random forests

Random Forests is an ensemble learning algorithm that builds multiple decision
trees by training on random subsets of both data and features. It employs bag-
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ging, using bootstrapped samples, and introduces diversity by randomly selecting
features for each tree. Random Forest is a widely used machine learning algorithm
in remote sensing for various applications.

Gislason et al. [91] discussed the application of Random Forest for land cover clas-
sification, highlighting its use in ensemble learning and boosting. Belgiu and Dragut
[92] provided a comprehensive review of the applications and future directions of
Random Forest in remote sensing, covering topics such as overfitting and classifier
(uml). Pal [93] presented the use of the Random Forest classifier for remote sensing
classification, emphasizing its application in artificial intelligence. Phan and Kappas
[94] compared Random Forest with other classifiers for land cover classification us-
ing Sentinel-2 imagery, highlighting its effectiveness in producing high accuracies.
Pierrat et al. [95] proposed the use of Random Forest models for predicting gross
primary productivity in boreal forests based on remote sensing metrics. Saini and
Ghosh [96] performed crop classification using Random Forest and Support Vec-
tor Machine, demonstrating the effectiveness of these machine learning algorithms.
Walker and Hamilton [97] utilized Random Forest with remote sensing data to locate
uncontacted indigenous villages in Amazonia, highlighting its accuracy and speed
in handling high data dimensionality. Cheng et al. [98] achieved forest type clas-
sification in China using Random Forest based on spectral, spatial, and temporal
features derived from remote sensing data.

These citations showcase the versatile applications of Random Forest in remote
sensing, encompassing tasks such as land cover classification, crop identification,
and forest type mapping. The algorithm’s proficiency in managing high-dimensional
data and generating precise outcomes establishes it as a valuable tool for the anal-
ysis and interpretation of remote sensing data.

1.3.3 Support vector machines (SVM)

Support Vector Machine (SVM) is a widely-used supervised machine learning algo-
rithm used for classification and regression tasks. It works by finding an optimal
hyperplane in a high-dimensional space to separate data into different classes. Its
objective is to maximize the margin, the distance between the hyperplane and the
nearest data points from different classes, promoting effective generalization to
new, unseen data. SVM finds practical applications in tasks such as image and text
classification.

Support Vector Machines (SVM) have been widely used in remote sensing for various
applications, including image classification, object detection, and land cover map-
ping. Here are some references that discuss the use of Support Vector Machines in
remote sensing:

Mountrakis et al. [99] provided a comprehensive review of the application of
Support Vector Machines in remote sensing, covering topics such as feature extrac-
tion and classification accuracy. Melgani and Bruzzone [100] discussed the clas-
sification of hyperspectral remote sensing images using Support Vector Machines,
emphasizing its effectiveness in handling high-dimensional data. Maxwell et al.
[101] implemented machine-learning classification in remote sensing, highlighting
the use of Support Vector Machines for accurate and stable classification. Nadzri
[102] evaluated the effectiveness of Support Vector Machine and Random Forest
classifiers in delineating green areas using remote sensing data. Chen et al. [103]
discussed an improved multi-source data-driven landslide prediction method based
on Support Vector Machines, highlighting its application in geotechnical engineering.
Chen et al. [77] proposed a high spatial resolution PM2.5 retrieval method using
MODIS and ground observation station data based on ensemble Support Vector Ma-
chines. [104] discussed the application of Support Vector Machines in object-based
river extraction from multispectral remote sensing images. Foody and Mathur [105]
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evaluated multiclass image classification using Support Vector Machines, highlight-
ing its effectiveness in handling complex remote sensing data.

These references show how Support Vector Machines are used in remote sens-
ing, demonstrating their effectiveness in handling high-dimensional data, accurate
classification, and feature extraction.

1.4 Thesis goal

This thesis aims to use remote sensing data for detection and classification of dif-
ferent biomes in Norway. Machine learning methods, specifically SVM and Random
Forests models, are employed and compared for analyzing satellite data and classify
different biomes in Norway. The study also compares the effectiveness of combin-
ing bands and using different bands. The models developed can be utilized to track
changes in ecosystems over time, evaluating their health status.
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2.1 SVM

Support Vector Machines (SVM) is a powerful machine learning algorithm that is
widely used for classification and regression tasks. It belongs to the family of super-
vised learning algorithms and is particularly effective in high-dimensional spaces.
SVM is renowned for its ability to handle both linear and non-linear relationships
in data.[106] This chapter delves into the fundamental theory and mathematical
formulas that underpin SVM.

2.1.1 Basic Concepts of SVM
Linear Separation and Hyperplane

At the core of SVM lies the concept of linear separation. Given a set of data points,
SVM endeavors to identify the hyperplane that optimally segregates the data into
distinct classes. This hyperplane serves as the decision boundary, maximizing the
margin between the classes, and is chosen based on the features present in the
dataset, determining its dimensions in the n-dimensional space. The objective is
to pinpoint the simplest decision boundary that effectively classifies the information
points while ensuring a maximum margin between them.[106] Mathematically, a
hyperplane can be represented as:

w-r+b=0

where w is the weight vector, z is the input vector, and b is the bias.

2.1.1.1 Margin and Support Vectors

The margin is the distance between the hyperplane and the nearest data point from
either class. SVM aims to maximize this margin. Support vectors are the data points
that lie closest to the hyperplane and are crucial in defining the decision boundary.
[106]

13
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Figure 2.1.1: The linear SVM for two classes [107]

2.1.2 Kernel Trick and Non-Linear SVM

The "Kernel Trick” in Support Vector Machines (SVMs) is a technique that transforms
non-linearly separable data into a higher-dimensional feature space, facilitating lin-
ear separation. This allows SVM to identify a hyperplane with maximum margin,
even for non-linearly separable data. Kernel functions compute inner products be-
tween points in the transformed space efficiently without explicitly calculating the
transformation. Common kernels include linear, polynomial, and Gaussian (radial
basis function), chosen based on the data’s nature. The linear kernel suits roughly
linearly separable data, the polynomial kernel for complex curved borders, and the
Gaussian kernel for data with unclear boundaries and intricate overlaps.[108]

2D 3D

Figure 2.1.2: Kernel trick for separating the data [109]

2.1.3 Kernel Trick and Non-Linear SVM

2.1.3.1 Common Kernel Functions

+ Radial Basis Function (RBF) Kernel: The Radial Basis Function (RBF) ker-
nel, also known as the Gaussian kernel, is a popular kernel used in Support
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Vector Machines (SVMs) and other machine learning algorithms. The RBF ker-
nel is particularly effective for handling non-linear and complex relationships
in the data.

The RBF kernel is defined as:

R 112
K (i, X;) = exp (JIXXI)

202

Here, x; and x; are data points, |x; — X;|| represents the Euclidean distance
between these points, and o is a parameter that controls the width of the
Gaussian distribution.

The RBF kernel has the property of mapping data into a higher-dimensional
space, allowing SVMs to find non-linear decision boundaries in the original fea-
ture space. It is suitable for data with complex structures, where relationships
between features are not easily captured by linear models. The choice of the
o parameter is crucial, as it influences the flexibility of the model; a smaller o
results in a more complex and flexible decision boundary.

e Polynomial Kernel: The Polynomial Kernel is another type of kernel fre-
quently employed in Support Vector Machines (SVMs) and other machine learn-
ing algorithms. It is useful for capturing non-linear relationships in the data.

The Polynomial Kernel is defined as:

K(Xi,%;) = (X} X; +¢)?

Here, x; and x; represent data points, x! denotes the transpose of x;, ¢ is a
constant term, and d is the degree of the polynomial.

Similar to the RBF kernel, the Polynomial Kernel allows SVMs to map data into
a higher-dimensional space, facilitating the discovery of non-linear decision
boundaries in the original feature space. The parameters ¢ and d play crucial
roles in determining the kernel’s behavior. The constant term ¢ shifts the
decision boundary, and the degree d controls the level of non-linearity.

o Sigmoid Kernel: The Sigmoid Kernel is a type of kernel commonly utilized in
Support Vector Machines (SVMs) and other machine learning algorithms. It is
particularly useful for capturing complex, non-linear relationships in the data.

The Sigmoid Kernel is defined as:

K(x;,X;) = tanh(ax?x; + c)

Here, x; and x; denote data points, x! represents the transpose of x;, «a is
a scaling parameter, c is a constant term, and tanh is the hyperbolic tangent
function.

Similar to other kernels, the Sigmoid Kernel allows SVMs to map data into
a higher-dimensional space, facilitating the discovery of non-linear decision
boundaries. The parameters a and ¢ play crucial roles in determining the ker-
nel’s behavior. The scaling parameter o controls the degree of non-linearity,
and the constant term c shifts the decision boundary.

2.1.4 Optimization Objective of SVM
2.1.4.1 Hard Margin SVM

In the case of linearly separable data, SVM aims to maximize the margin while
ensuring that all data points are correctly classified. This leads to the following
optimization objective:
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min 1||wH2
w,b 2
subject to y;(w - z; + b) > 1 for all data points[110].

2.1.4.2 Soft Margin SVM

When data is not perfectly separable, a soft margin is introduced to allow for some
misclassification. The optimization objective is then modified to penalize misclassi-
fications:

N
R IR
min §||w|| + C; max(0, 1 —y;(w - z; + b))
where C is the regularization parameter that controls the trade-off between max-
imizing the margin and minimizing misclassifications[110].

2.1.5 Training SVM: Sequential Minimal Optimization (SMO)
Algorithm

The training of SVM involves solving a quadratic optimization problem. The Sequen-
tial Minimal Optimization (SMO) algorithm is a popular approach to efficiently solve
this problem. It iteratively selects two Lagrange multipliers and optimizes them
while keeping the others fixed.

The key steps of the SMO algorithm include:

e Selecting two Lagrange multipliers based on a heuristic.
e Optimizing the selected multipliers subject to the constraints.

e Updating the threshold b and the error cache.

Support Vector Machines have proven to be versatile and effective in various ma-
chine learning applications. Understanding the theoretical foundations and math-
ematical formulations of SVM, including the optimization objectives and the kernel
trick, is crucial for practitioners seeking to apply this powerful algorithm to real-
world problems.

2.2 Random Forest

The Random Forest algorithm is a supervised learning technique that employs en-
semble learning. Ensemble learning combines multiple algorithms or repeats a sin-
gle algorithm to enhance the model’s effectiveness. In the context of Random forest,
numerous decision trees are constructed at random data points, and their predic-
tions are averaged [111].
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Figure 2.2.1: Random forest structure [111]

2.2.1 Theory of Random forest

The Random Forest algorithm is grounded in ensemble learning principles, aiming
to enhance predictive accuracy and robustness. Through a technique called bag-
ging, the algorithm creates multiple subsets of the training data using bootstrap-
ping, and each subset is employed to train an individual decision tree. Crucially,
random feature selection at each node introduces diversity, preventing trees from
becoming overly similar. The final prediction is then derived by averaging (for re-
gression) or voting (for classification) over the predictions of all trees in the forest.
This ensemble approach significantly mitigates overfitting and enhances general-
ization performance. The reduction in variance is achieved by constructing multiple
trees that collectively contribute to a more robust model. The out-of-bag (OOB)
instances, excluded from the bootstrap sample, provide a convenient means of es-
timating model performance without requiring a separate validation set. Recognized
for versatility and effectiveness across diverse datasets and tasks, Random Forest
also offer insights into feature importance based on their contribution to reducing
impurity across the ensemble. Overall, the Random Forest algorithm stands as a
powerful and widely utilized method in machine learning, leveraging the strengths
of individual trees to yield a robust and accurate predictive model [112].

2.2.2 Random Forest Algorithm

Beginning with the random selection of samples from a given dataset, the algorithm
constructs a decision tree for each sample and obtains a prediction result from ev-
ery decision tree. Following this, a voting process is conducted for each predicted
result. Finally, the prediction result with the highest number of votes is selected as
the ultimate prediction result [111].
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Figure 2.2.2: Random forest algorithm [111]

The Random Forest algorithm for regression or classification can be summarized
as follows [112]:

1. For each index b from 1 to B:

(a) Draw a bootstrap sample Z* of size N from the training data.

(b) Construct a random-forest tree T, using the bootstrapped data. Recur-
sively repeat the following steps for each terminal node of the tree until
the minimum node size nmiy is reached:

i. Select m variables at random from the p variables.
ii. Choose the best variable/split-point among the selected m.
iii. Split the node into two daughter nodes.

2. Output the ensemble of trees {T;,}Z ,.
To make a prediction at a new point x:
e For regression: fi(z) = 4 >0 Ty(x).

* For classification: Let Cy(z) be the class prediction of the bth random-forest
tree. Then Ci(z) is the majority vote of {Cy(x)}E ;.

2.2.3 Complexity Analysis of Random forest

Random forest have good computational performance and scalability. An original
complexity analysis of random forest shows that they are computationally efficient
and can scale well with increasing data size. The complexity of Random Forest
depends on the number of trees in the forest, the number of features in the dataset,
and the depth of the trees. The time complexity of training a single decision tree is
O(N log(N)PEk), where N is the sample size, P is the feature size, and k is the depth of
the tree [113]. The time complexity of training a Random Forest is O(M N log(N)Pk),
where M is the number of trees in the forest.

2.2.4 Interpretability of Random forest

Random Forest’s interpretability can be assessed by examining variable importance
measures. The Mean Decrease of Impurity variable importance measure is com-
monly utilized, and its properties have been theoretically defined. Nevertheless,
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variable importances computed from non-totally randomized trees (such as stan-
dard Random Forest) may experience various shortcomings arising from masking
effects, misestimations of node impurity, or the inherent binary structure of decision
trees [111].

Random Forests are a versatile tool in machine learning, offering a good balance be-
tween performance, interpretability, and computational efficiency. However, like all
models, they have limitations. To use them effectively, it's important to understand
their underlying theory and mechanisms an keep in mind potential challenges, such
as the risk of overfitting, sensitivity to hyperparameters, and considerations with
imbalanced datasets. Staying informed about practical aspects of Random Forest
implementation helps optimize their use in various applications.

2.3 Remote sensing indices

Remote sensing indices are mathematical combinations or transformations of spec-
tral bands or other remote sensing data to extract specific information about the
Earth’s surface or atmosphere. These indices are designed to enhance certain fea-
tures or characteristics that might not be readily apparent in individual bands of
satellite or airborne sensor data. The indices used in this research consist of [114]:

2.3.1 Normalized Difference Vegetation Index (NDVI):

NIR — Red
NIR + Red
NDVI is a widely-used vegetation index that assesses the health and density of

vegetation. Higher NDVI values typically indicate healthier and more abundant
vegetation.

NDVI =

2.3.2 Normalized Difference Built-Up Index (NDBI):

SWIR — NIR
SWIR + NIR
NDBI is employed to identify built-up or urban areas in remote sensing imagery.

Positive values of NDBI often indicate built-up areas, while negative values are
associated with natural surfaces.

NDBI =

2.3.3 Modified Normalized Difference Water Index (MNDWTI):

Green — SWIR
Green + SWIR
MNDWI is a water index used for the detection of water bodies. Higher MNDWI

values typically represent water features due to the strong absorption of green light
by water.

MNDWTI =

2.3.4 Normalized Difference Built-Up and Bareness Index (ND-
BaI):

SWIR — Red

SWIR + Red

NDBal is designed to distinguish between built-up areas and bare land. Higher
NDBal values are associated with built-up areas, while lower values may indicate
bare surfaces.

NDBal =
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2.3.5 Modified Normalized Difference Built-Up Index (MNDbI):

NIR — SWIR
NIR + SWIR
MNDbI is another index used for built-up area detection. Positive MNDbI values

are indicative of built-up areas, while negative values are associated with natural
surfaces.

MNDbI =

2.3.6 Soil Adjusted Vegetation Index (SAVI):
NIR — Red
NIR + Red + L

SAVI is a modified vegetation index that accounts for soil background reflectance.
It is particularly useful in areas with sparse vegetation.

SAVI = (1+ L) -

2.3.7 Burn Severity Index (BSI):
NIR — SWIR
NIR + SWIR

BSI is utilized to assess the severity of burn areas following wildfires. BSI values
provide information on the level of vegetation damage in burned areas.

BSI=2-

2.3.8 Enhanced Vegetation Index (EVI):

NIR — Red
NIR+6-Red — 7.5 - Blue +1
EVI is an enhanced version of NDVI designed to minimize atmospheric influences

and improve sensitivity in areas with dense vegetation. It is often preferred over
NDVI for its improved performance in various environmental conditions.

EVI=25.
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3.1 Google earth engine

Google earth engine (GEE) is a cloud based tool for geospatial analysis developed by
google. It gives access to various satellite imagery and remote sensing data. There
is a built in coding environment which uses JavaScript programming language; as
well as a python library that can be used in other editors. In this platform one can
acquire satellite data process them, train machine learning models and visualize
data on the map. The calculations run on the google cloud which makes it convenient
and removes the need of a computer with high processing power.

In order to train machine vision algorithms labeled data is needed.Labeled data
refer to images that are paired with corresponding annotations or labels that shows
information about the objects in the image meaning the boundaries of an item
and its label. In case of this project, the available data are the labels which show
the location of a biome at name of the biome. Google earth engine matches the
coordinates with the map, corresponds the label and takes and image from the map
with data from the desired band of the selected satellite.

Google EarthEngine @ search places and datased ee-seyedram &

(B o posos P cosstcnton-Assement o) I T T 0 | e ) e
E— =3 gE ~ Use print(...) to wrte o this console
“ » 62.4

» Owner (1)
~ Writer

Figure 3.1.1: Main window of Google Earth Engine

The figure 3.1.1 shows the main windows of GEE and its panels. The panel on the
left contains the list of scripts, assets and documentations. The middle panel is the
code editor that can be used to write JavaScript code in the opened script and run
the code. The right panel contains the console for the results and also inspector

21
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and the ongoing tasks. And in the bottom part the map is available which can show
the visualized results and data from the script.

In this thesis the built in coding environment was used to import training data,
pre-processing, sampling, model training and visualizing the results.

3.2 The dataset

The training dataset contains a set of geometry coordinates which are labeled as dif-
ferent biomes classified based on the NIN (Nature in Norway) system. The dataset
is prepared by the Norwegian Biodiversity Information Centre [115]. Established in
January 2005 to bolster knowledge for nature diversity, The Norwegian Biodiversity
Information Centre became an independent agency under the Ministry of Climate
and Environment in 2018. Collaborating with scientific institutions, the Centre ag-
gregates data spanning a century from entities like the Natural History Museum,
aiming for easy accessibility through a technical infrastructure. Actively engaging
with stakeholders, they emphasize using natural diversity knowledge as a basis
for public discourse. Utilizing the internet as a primary channel, they provide ex-
panding, user-friendly services. Their initiatives include mapping species diversity,
documenting endangered species, and aiding in species identification, reflecting
their commitment to promoting awareness of Norway'’s ecosystems [115]. The The
system has 8 main biomes:

e M: Saltwater bottom systems

e L: Lakebed Systems

e O: Riverbed systems

¢ T: Mainland Systems

: Wetland Systems

e H: Marine waters

m I < -4 0

. Limnic bodies of water

e In: Snow and Ice Systems

The main focus of the data is mainland systems (T) which include all land-based
ecosystems except those that are saturated, as those are categorized under Wetland
Systems.This system has 45 subcategories, and the majority of terrestrial habitat
types are part of the mainland systems.The dataset used for training in this thesis
consists of 20 of the subcategories listed below:

1. T1 Bare rock

2. T2 Open shallow land
3. T3 Mountain heath, lee side and tundra
4. T4 Permanent forest land
5. T6 Strandberg

6. T12 Strand meadow
7. T13 Rasmark

8. T18 Open flood-resistant land
9. T21 Dune field

10. T29 Gravel and stone-dominated beach and shoreline
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11. T30 Floodplain woodland

12. T31 Boreal hi

13. T32 Semi-natural meadow

14. T33 Semi-natural salt marsh

15. T34 Kystlynghei

16. T35 Strongly modified firm ground with loose soil cover

17. T38 Tree plantation

18. T39 Strongly changed and new firm ground in slow succession

19. T43 Strongly changed, permanent firm ground with an intensive character

20. T45 Cultivated permanent meadow

3.3 Data pre-processing

The pre-processing of the data consists of two parts, first the label dataset should
be cleaned and then the satellite images should also be prepared. In case of the
labels they should be in a format readable by google earth engine, the null values
should be removed from them and also they should be split into training, test and
validation sets.

For the satellite images, the area that is needed should be clipped, the satellite
bands should be selected and clouds should be removed. Then the labels can be
overlapped on the images to collect the input data for training machine learning
models.

3.3.1 Preparing the labels

As discussed above the labels contains 43 different biomes in the mainland system
(T) category. The table consists of different attributed (biome categories) and other
columns which had the description of each biome. Since the categories are needed,
the other columns were removed from the table. There were some properties with
missing labels which were removed from the data.

Since the table was in Qgis format and converted to shape file which is readable in
GEE. Then imported to the platform, now the data can be loaded and manipulated
in GEE. The next step is separating the data into training and validation groups. In
order to do this in GEE, a random column is added to the table which has a random
number range in the range of [0, 1) based on a ‘normal’ distribution with the mean
of 0 and standard deviation of 1. This column is used to randomly select the data
for the split.

To prevent classed being removed from the input data, the separation ratio should
be done for each biome class and not on the whole dataset. Therefore the table
is separated to sub tables for each class, the the split is done and in the end the
classes will join together resulting in two tables for training and validation.

3.3.2 Preparing satellite image collection

First step is loading the satellite image collection, which is in the GEE database and
should be loaded. Then image collection can be filtered based on the requirements.
Some of the filters consist of:

e Metadata: There are different metadata based on the satellite, here we filter
by images that have less than 30% cloud coverage. So wen can mask these
clouds later. Images with more cloud coverage can be be harder to mask.
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e Time: Using this filter we can set a time range to gather the images taken
by satellite during that period.

e Location: This filter is used to clip the images for the geometry that we are
working on, which is Norway bounds.

e Bands: Depending on the use case certain bands of the satellite are needed,
here we can select which bands we want to use. In this project all the bands
where used.

When using different satellite bands, it is not the color data that we have, it is

the amount of light that the satellite receives in that specific band. For example
when we are showing the green band the lightness and darkness of different areas
shows the amount of green color in the environment. We can then relate the values
for red, green and blue to their colors and show a colored image.
As mentioned, we can also combine different bands to add to our image as a seper-
ate band and have more input data. There are many indices introduced in various
research that gives us a way to combine bands for a specific purose. Some examples
of simple bands combinations are as follows.

e Color Infrared (B8, B4, B3): The color infrared band combination is meant
to emphasize healthy and unhealthy vegetation.

Figure 3.3.1: Color infrared bands visualized

e Short-Wave Infrared (B12, B8A, B4): This composite shows vegetation
in various shades of green. In general, darker shades of green indicate denser
vegetation. But brown is indicative of bare soil and built-up areas.
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Figure 3.3.2: Short wave infrared bands visualized

e Agriculture (B11, B8, B2): It's mostly used to monitor the health of crops
because of how it uses short-wave and near-infrared. Both these bands are
particularly good at highlighting dense vegetation that appears as dark green.

=y oy e r— ey e

Figure 3.3.3: Agriculture wave infrared bands visualized

This can be also done for none visible bands. For example we can relate the ultra
blue light values to color blue and have an image that the color blue represents the
amount of ultra blue. This can be done for the sake of visualization.
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Figure 3.3.4: Comparing the data gathered from different bands

Since each pixel in the image has the data of different bands over a period of time,
we can have the median value of the pixel. Since we get the median for a time
period, which sometime has cloud over the image and sometimes not; this results
in an image with less clouds.

Figure 3.3.5: Before using median to remove clouds
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Figure 3.3.6: After using median to remove clouds

After preparing the image collection, the labels and be overlapped over the image
collection to extract the training data. This is done using a sample function in GEE,
this function gets the table including the labels, the name of the property that we
want to classify (here land type) and scale which defines the amount of details
needed. It is important that more details require more memory and computing
power which may not be feasible or even unattainable. This function outputs a
feature collection in which each feature has one property per band of input image.
The feature collection can be used for training the desired model.

3.4 Model training

After preparing the data they can be fed to different classifiers for training. GEE uses
Smile (Statistical Machine Intelligence and Learning Engine) library, which contains
different classifier models as well as tools for assessing the results. Each model has
different parameters that should be fine tunes to yield the best results.

« Random forest: This models gets the image collection as the input, the name
of the column with classes (land type) the bands used in classification. For the
model we can set the number of decision trees to create, the mean leaf pop-
ulation, number of variables per split, the fraction of input to bad per tree,
the maximum number of nodes and a seed for the randomization. For hyper-
paramter tuning we can change the number of trees to check the results.

e SVM:The inputs for this function is the same as random forests (image collec-
tion, class and bands). Some of the parameters contain, the decision procedure
(voting or margin), the SVM type, the kernel type.
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RESULTS AND DISCUSSION

The input data involved 3000 labeled polygons for training and 500 for validation,
which covered the 20 different biome categories. The training data was obtained
by sampling satellite data from each pixel in these polygons. This resulted in a
dataset of 33092 for training and 3751 for validation. The data was used to train
different models and tune them. The properties used for training consist of all the
bands in sentinel2 satellite, elevation and slope, and indices of, Ndvi, Ndbi, Mndwi,
Nbal, Mnbal, Bsi and Evi. Random forests, SVM and KNN models were trained and
their paramters were tuned to yield the best results. In this chapter the results are
presented, compared and discussed.

4.1 Random Forests model

The random forest model was trained with with different number of trees (from 10
to 100) to find the best accuracy for the validation data, This can be observed in
the figure 4.1.1.

28
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Figure 4.1.1: Random Forests

As it can be observed in the graph both the training and validation and have high
accuracy and changing the number of trees doesn’t increase the accuracy signifi-
cantly.The highest value can be achieved using 60 trees for the model. This model
has 89.6% accuracy for training and 90.8% for validation.

Increasing the number of trees doesn’t always result in significant improvement.Since
after a certain point adding more trees lead to the diminishing return, meaning the
contribution of a new tree doesn’t have a significant effect on the overall accuracy.
This is due to the fact that the model uses ensemble learning and each tree votes
for the best result so after a certain number of trees, the vote of a new tree can
not change the result drastically. Also the number of trees also depends on the
characteristics of the dataset, depending on how well the data can be classified we
may need lower number of trees to get to an acceptable result.

WE must also take into account that increasing the number of trees will result in and
increased training time, higher memory usage and also increased prediction time.
Therefore it is desirable to select a number of trees that has a balance between
model performance and computational efficiency.

Using the best parameters for the model we can calculate the confusion matrix for
the validation data as seen in figure 4.1.2.
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Figure 4.1.2: Confusion matrix for validation data

Here we can see the correctly predicted values for each class in the main diagonal
of the matrix. In the other cells we have the nhumber of misclassified parameters in
each class.

We have consumers accuracy which the measure that shows how well the model
correctly identifies the data in a specific class in relation to the total number of data
predicted at that class. For example in the first column; for class T1 out of the 348
data that the model predicted as this class, 94% (327) was correct and 4% be-
longed to the other classes (T2,T3,T13,T21,T29 and T31) that are misclassified. As
it can be observed the model has high consumers accuracy across different classes.
The T43 exhibits the lowest levels, primarily because it contains mostly regularly
managed areas, such as lawns that undergo mowing, weeding, liming, spraying,
etc. These areas are in close proximity to various other biomes from the remote
sensing standpoint.

There is also the producers accuracy that is the measure of how well the model
correctly classifies the data in a specific class in relation to the total number of data
in that class. For example for the same class of T1, out of the 344 data, 327 were
correctly classified which is 95.1% and 17 were classified as the classes of T4, T13
and T1, which is 4.9%.

Using the random forests model we can assess the features used and have the
relative feature important (in percentage) chart as shown in the figure below.
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Figure 4.1.3: Feature importance chart
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This gives a general idea of which feature have relatively more influence on the

prediction. It can be observed that elevation and slope have the highest significance
on the output of the model. This can be explained with topology of Norway, having
a diverse topology in terms of elevation. From mountains, fjords to coastline. Ele-
vation plays an important part in the biome found in different areas, this is due to
the fact that with the change of elevation, the temperature, precipitation and thus
vegetation will change.
The next most significant band it the first band (B1) which is the ultra blue band.
This band is also known as the Coastal and Aerosol band and mostly used for the
coastal studies. Taking into account that Norway has an extensive coastline along
the Atlantic ocean, it could be expected that this band would have a high relative
importance.

4.2 SVM model

The SVM model was trained with different kernels and gamma values to find the
best parameter that fits the data.The choice of the kernel function has an important
role in the performance of the classifier. Three different kernels were tested which
consist of RBF, POLY and SIGMOID; the result from different kernels can be observer
in figure 4.2.1.
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Figure 4.2.1: Comparing SVM kernels

The RBF kernel is often used in many problems due to its flexibility and the ability
to make complex decision boundaries. Poly kernel is usually the choice in for com-
plex non-linear relations and Sigmoid is useful when there is a clear separation in
terms of logistic sigmoid function. Therefore since we have a complex classification
problem RBF is the best choice as it can also be observed from the graph.
Therefore RBF kernel was selected and the gamma values were changed from 0.05
to 2 to detect its effect on the result (figure 4.2.2) .
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Changing the gamma value doesn’t seem to have an effect on the accuracy of the
model. It may be due to the fact that the inherent structure of the data may not
require the fine tuning of this parameter and the model is already at the optimal

result. The confusion matrix for validation data

can be seen

in figure 4.2.3.
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Figure 4.2.3: Confusion matrix for SVM

It can be observed that for many of the classes the accuracy is very high or near
perfect. The only parameter that lowers the accuracy by large margin it the T43
class. The best achieved accuracy was 89.8% for training and 81% for validation

data.

4.3 Model comparison

In the figure 4.4.1 the comparison of the models can be observed.
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Figure 4.3.1: Comparing the trained models

As it can be observed from the chart, both models perform well with the tuned
parameters. But random forests model performs slightly better. Also if we look
back at the confusion matrices, for most individual classes SVM model has better
performance, but since it is weaker in classifying the T43 class, it would be generally
better to use the random forests model. It can also be considered that deploying
the random forests in google earth engine requires less time and resources; thus
we can use a better scale to have more detailed data and also classify the image
with more accuracy.

4.4 Prediction results

Here the trained random forests model was utilized to classify the land for the whole
country (figure 4.4.1).
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Figure 4.4.1: Classified map of Norway using Random forests model

The map reveals a dominant presence of yellow color, indicating extensive moun-
tainous regions, particularly along the borders with Sweden and in the southern
and southwestern parts of the country. Another noteworthy biome, T4, represent-
ing permanent forest lands, stands out prominently in the south and west. Through
the examination of the map and considering the accuracy of the models, it can
be inferred that the predictions for the 20 distinct land classes are reliable. These
models offer a valuable tool for studying and assessing the condition and health of
the various biomes. Utilizing this model allows for the extraction of diverse data,
which proves useful for assessing each biome. The accompanying chart provides a
practical overview of the area covered by different biomes in Norway, aligning well
with the map observations. This combination of model-generated data and visual
representation contributes to a more comprehensive understanding of each biome’s
characteristics in the Norwegian context.
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Figure 4.4.2: Distribution of Area Across Categories
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Furthermore, a pie chart can be utilized to present the distribution of biomes
across the country. This visual aid provides a straightforward and effective way
to grasp the relative proportions of different biomes in Norway, offering a practical
supplement to the data extracted from the model for a more accessible analysis of
landscape characteristics.
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Figure 4.4.3: Proportional Area Distribution by Category
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CONCLUSIONS AND FUTURE WORKS

The two reviewed models were both capable of the prediction with high accuracy.
Random forests was selected because of its ability to classify the class that was
hardest and also its lower training and modeling time. By using the model it be-
comes possible to better study each different ecosystem which gives the grounds
for assessing the health of different biomes.

in future research data from other categories of the land can be used in the
same method to train a model with wider range of applications. Different methods
of working with the data such as running to calculations locally and using the python
libraries can be studied. Since google earth engine is limited in terms of processing
power and memory for each user. This may result in improved classification and
also being able to use more input data for training.
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