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Abstract. This paper discusses as its primary research question the viability of 

using the Mahalanobis Distance as a multivariate method for detecting outliers 

in an industrial setting. An algorithm is used to detect future customer returns in 

a printed circuit board production line situated in Sibiu, Romania. From the lit-

erature, there is a lack of methods, tools and guidelines concerning the para-

digm of Zero-Defect Manufacturing. The novelty of the method presented in-

cludes separation of highly specialized, future outliers from other outliers, and 

further automation using Python, a Docker container, a graphical user interface, 

a search-engine and a reporting tool. This allows the method to be used without 

external assistance. The data used is extracted industrial datasets from Conti-

nentals datalake. The algorithm detects 20% of future outliers and has been im-

plemented by Continental. This can possibly be improved by increasing domain 

knowledge. The generality of the algorithm in principle allows for use at any of 

Continental’s production lines. There are strong assumptions regarding the re-

quirements for the method, including benefits of employing domain knowledge 

critical variable identification and detection rate improvements. Further im-

provements of detection rate are also discussed. The paper concludes that the 

algorithm can detect a percentage of highly specialized outliers with simple au-

tomation in Python, but also acknowledges limitations in terms of increased 

demands from data quality and domain knowledge. 
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1 Introduction 

Nowadays, the notable emphasis on sustainability of manufacturing companies has 

determined a specific focus on production aspects including flexibility, quality, relia-

bility, productivity, operational efficiency, and cost performance [1]. To meet the 

growing challenges of today’s dynamic environment, these companies must prioritize 

the implementation of innovative and competitive strategies to achieve the goal of 

sustainability improvement of their processes and systems. In this context, one of the 

main challenges is related to product quality since it could lead to severe consequenc-

es on customer satisfaction, companies’ reputation, financial performance, environ-
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mental impact, and resource usage. Therefore, production processes should be contin-

uously improved through the implementation of the so-called zero-waste and zero-

defect strategies aiming at preventing waste, reducing manufacturing lead times, lim-

iting resources, and producing high-quality goods [2].  

The advent of Industry 4.0 and the maturing of its enabling technologies have sub-

stantially boosted the rapid digital transformation to manage production complexity 

and enhance data management for processes understanding and advanced problem-

solving. This has contributed to the evolution of the traditional manufacturing indus-

tries to a new class of smart factories characterized by fully interoperated, automated, 

and optimized production flow through the adoption of emerging technologies such as 

Cyber-Physical Systems (CPS), Artificial Intelligence (AI), Internet of Things (IoT) 

and Big Data [3]. The integration between physical and digital processes, where sen-

sors, connected devices, equipment, and production systems continuously collect and 

share data, has enabled a consistent approach based on data-driven decision-making 

strategies. The valuable information and knowledge provided by this vast amount of 

available data can be leveraged into a plethora of potential applications.  

One promising application concerns production quality improvement and waste re-

duction. In this scenario, Zero Defect Manufacturing (ZDM) is a disruptive paradigm 

focused on data-driven approaches aiming at realizing the vision of zero defects fol-

lowing the concept of “to do the right thing the first time” [4]. Thus, ZDM exploits 

Industry 4.0 tools to prevent defects and errors in a production process through detec-

tion, prediction, prevention, and repair strategies [5]. As precisely reported by Wang 

[4] and Psarommatis et al. [6], these strategies include the following steps: (i) data 

acquisition from sensor-equipped machinery, collection, storage, and cleaning; (ii) 

automatic signal processing, filtering, and feature extraction; (iii) data mining and 

knowledge discovering for diagnosis and prognosis; (iv) gathering information about 

monitored defects; (v) online predictive maintenance and (vi) re-configuration and re-

organisation of the production process.  

In the last years, by exploiting the potential of the enabling technologies of Indus-

try 4.0, two specific strategies, i.e. detection and prediction, have significatively at-

tracted the researchers’ interest [7]. Especially, the great potential of AI and Machine 

Learning (ML) algorithms have created new opportunities for more effective quality 

management and advanced problem-solving since they are capable to process com-

plex datasets analysing different factors and scenarios, identifying structures and pat-

terns, predicting future behaviours, and making optimal decisions [2].  

Concerning ZDM detection strategy based on AI approaches, Tabernik et al. [8] 

proposed a deep learning technique for surface-anomaly detection within electric 

commutator production,  Okaro et al. [9] presented a ML algorithm for the automatic 

detection of faults for addictive manufacturing applications, Soualhi et al. [10] used 

an unsupervised classification technique for outliers detection and diagnosis for quali-

ty assessment purpose.  

Concerning ZDM prediction strategy, Peres et al. [11] adopted different ML algo-

rithms aiming at predicting dimensional defects in a real automotive multistage as-

sembly line, Wang K. et al. [12] proposed a deep learning approach for batch process 
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quality prediction, Ranjan et al. [13] presented an AI-based technique for quality pre-

diction in micro-drilling.  

Finally, thanks to the increasing interest in these topics, several comprehensive re-

views are recently proposed aiming at providing the state-of-the-art perspective, the 

emerging open challenges, and the future directions [1, 2, 6, 7, 14-16]. As emerged 

from [16], the current literature on ZDM shows a lack of methods, tools, and guide-

lines for its proper implementation in manufacturing facilities, especially the adoption 

of data-driven approaches and technique is still a challenging aspect. Thus, this paper 

presents the preliminary development of a Machine Learning algorithm for the detec-

tion of customer returns from a Printed Circuit Board (PCB) production line. The 

main goal is to provide an easy-to-implement tool to perform effective diagnostic 

tasks in supporting an agile and informed decision-making process. The anomaly 

detection process is carried out by adopting the Mahalanobis Distance (MD) to moni-

tor and recognize the anomalous observations on the sensors’ data.  

The remainder of this paper is organised as follows: Section 2 describes the pro-

duction line used as a pilot case. Section 3 illustrates the methodology used to detect 

customer returns and the ML algorithm implemented. In Section 4, the achieved re-

sults are presented and discussed. Finally, conclusions and future research are report-

ed in Section 5. 

2 Continental Pilot Case 

This chapter will first outline the Continental pilot, with challenges and goals. The 

chapter also presents the resulting research problems from Continental’s side. Sub-

chapters include a description of the EU project QU4LITY and a detailed description 

of the pilot. 

The main challenge concerning the Continental pilot case deals with faulty PCBs 

undetected by the in-line testing suite and manual testing, resulting in customer re-

turns. The main goal was to use available test data from Continental’s datalake to 

identify specific PCBs that are candidates for future customer returns through extrac-

tion of critical-to-quality (CTQ) variables, multivariate statistical analysis and detec-

tion of specific outliers related to future customer returns. The resulting research 

problems were then to: (i) find a suitable statistical method for identifying outliers 

specifically related to customer returns and separate these from other statistical outli-

ers and normal units, and; (ii) examine the viability of automating the method to allow 

for rapid in-line sampling and analysis. This would ideally also allow for Continental 

personnel to utilize the method on site with little or no external expert assistance. 

2.1 QU4LITY 

QU4LITY, or “Autonomous Quality Platform for Cognitive Zero-defect Manufactur-

ing Processes through Digital Continuity in the Connected Factory of the Future” was 

an EU project, part of the Horizon 2020 program and was active between 2019 and 

2022. The project lead was ATOS Spain, with 45 partners including large industrial 
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corporations, SMEs, research institutes, universities, digital innovations hubs and 

industrial associations. In QU4LITY, there were 14 lighthouse projects, of which five 

were manufacturing equipment pilots and the remaining nine process pilots. 

2.2 Pilot description 

The Continental pilot, one of the nine process pilots, concerns a combined Surface-

Mount Device (SMD) and final assembly line situated in Sibiu, Romania. The manu-

facturing capacity is on average 30-40 million units per year. The four expected out-

comes from the pilot were data mining in production systems to provide early indica-

tors and trends from process signals, facilitate the creation of new applications that 

include the entire value chain, digital modelling and zero-defect strategies and physi-

cal interpretation and initiation of real-time reaction plans for shop floor visualization 

management. This paper focuses on the first expected outcome. The pilot group con-

sisted of members from Continental, ATB Bremen, SINTEF and the Norwegian Uni-

versity of Science and Technology, and included multidisciplinary expertise within 

the fields of  IT, quality engineering, domain expertise and statistical analysis.  

The production line guides the PCBs through laser marking, paste printing, auto-

matic placement machines and reflow ovens. In addition, there are three in-line test-

ing stations; solder paste inspection, automatic optical inspection and a final in-circuit 

test. Finally, there are sensors placed along the production line. These are product 

specific, environmental and line equipment sensors. 

3 Methodology 

This chapter describes the methodology employed in the paper. It also describes some 

challenges and requirements and an outline of the data extraction limitations. The 

chapter discusses the exploratory analysis through descriptive statistics and both sin-

gle- and multivariate methods in detail. It also explains how the Mahalanobis Dis-

tance (MD) was selected, with some justifications. A subchapter describes the MD 

with a bit more detail. 

Initial pilot group discussions included identifying a suitable unit for analysis. Data 

for the unit had to be available from the datalake, and the data should also be as com-

plete as possible, with little to no missing variable data. PCBs for automotive cameras 

were selected as the best candidate. External pilot members were then given access to 

the part of the datalake where this unit was situated. This was again restricted to test 

data, and no production data was made available. 

  A challenge when extracting data from the datalake at Continental was structure. 

Data is structured so that 20-30 columns and around 1700 lines describe one specific 

unit. With no initial domain expertise, a decision was made to focus on data from one 

of the in-line testing stations. The data then had to be formatted to allow for the use of 

statistical software. To avoid including non-pertinent variables and to maximize prob-

able CTQ variables, domain expertise from on-site in Sibiu was subsequently includ-

ed in the pilot group, resulting in a dataset of confirmed customer returns, increased 
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knowledge on how data was organized for the different production and test steps 

throughout the production process, in addition to the identification of probable CTQ 

variables from all steps of the process. 

These variables were extracted from the datalake and formatted to allow for analy-

sis. Historical datasets were used based on test data from the production line, datasets 

with confirmed customer returns and constructed datasets with various numbers of 

confirmed customer returns and sample sizes from the production line.  

An initial descriptive analysis was done to get an overview of the datasets. This in-

cluded means, standard deviations, min, max and quartile values, skewness and kurto-

sis. A Kolmogorov-Smirnov test was conducted to test for normal distribution [17]. A 

correlation matrix was constructed to detect linear relationships between variables 

using Pearson correlation. 

As part of the exploratory analysis an Individual Value and Moving Range (I-MR) 

analysis was performed for all variables to look at performance over time and to iden-

tify anomalies like outliers, trends, shifts, oscillations and so on, based on the tests 

utilized. I-MR is an individual counterpart to the traditional X-Bar R chart used in 

Statistical Process Control (SPC) [18]. The analysis detected anomalous data, most 

importantly samples exceeding the 3-sigma upper control limit. The testing was done 

using 100 sample time series from start to end of the datasets. An example chart from 

testing is shown in Fig. 1. The software used is Minitab. 

 

Fig. 1. Example I-MR chart. 

Other single variate exploratory tests include Run Chart tests, an F-test comparing a 

random dataset with a confirmed customer returns dataset and Grubbs’ tests on all 

variables. This initial exploratory testing and analysis using univariate methods was 

able to identify two of the units from the confirmed customer returns dataset in the F-

test and Grubbs’ tests. No other single variate testing found any significant difference 

between normal and customer returns datasets.  
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The first multivariate test conducted used a Z-transformation on all variables in a 

random and a customer returns dataset, using absolute values to determine mean and 

cumulative sigma. An F-test comparing the two datasets found them to be significant-

ly different, and a boxplot found two extreme outliers in the customer returns dataset.  

The second test conducted was the Hotelling’s T2 test for Generalized Variance, 

which is a multivariate counterpart to I-MR and X-Bar R charts [19]. The chart is 

shown by: 
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The T2 chart shows a clear outlier, and the chart for Generalized Variance shows two 

clear outliers. The chart is shown in Fig. 2. 

 

Fig. 2. T2-Generalized Variance chart. 

The last multivariate method employed before settling on a preferred method was the 

Principal Component Analysis (PCA) [20]. The method is most often used to reduce 

the dimensionality of datasets by identifying a smaller number of uncorrelated varia-

bles from a large dataset but can also be used to identify outliers in non-Euclidian 

space. The test calculates a set of orthogonal eigenvectors of the covariance matrix of 

the covariance matrix of the variables. The result is a principal component matrix, 

where the first component accounts for the largest data variation and so on. The main 

goal is to explain the maximum amount of variance using the minimum number of 

components.  

 The eigenvectors contain coefficients corresponding to each variable and are the 

weights for each variable to calculate principal component score. The scores are cal-

culated by Z = YV, where Z is the principal component matrix, Y a raw data matrix (n 

* p) and V a matrix of eigenvectors. The proportion of sample variance explained by 

the kth principal component is calculated by 
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The analysis showed that 96,3% of the variance of the original dataset could be repre-

sented by using two principal components. 

As part of the PCA analysis, the Mahalanobis Distance was employed to find unit 

distances to a center point P. This testing provided a good way to identify more of the 

confirmed customer returns. This includes easy checks of datasets, change of limits, 

change of variables and so on. Easy of automation is also a consideration that will be 

discussed in a later part. A final decision was made to focus solely on this method. 

The Mahalanobis Distance is a useful multivariate outlier detection method, in that it 

removes correlation in the dataset, which can be a challenge in high-dimensional da-

tasets [21].  

3.1 Mahalanobis Distance 

The Mahalanobis Distance (MD) outlier detection method is unitless and scale invari-

ant. It measures the distance of a point P from a distribution D in an n-dimensional 

non-Euclidean space [21]. The distance from a point to the distribution is calculated 

by  
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where Xi is the data value vector at row I, X̅ the mean vector and Vn-1 the inverse of 

the covariance matrix [22]. The square of the MD is approximately chi-squared dis-

tributed with n degrees of freedom, where the degrees of freedom are equal to the 

number of variables [23], and therefore it is possible to find a suitable critical distance 

based on the confidence level and degrees of freedom by using a chi-squared table. 

4 Results and discussion 

This chapter presents the results from the MD analysis, and a subchapter describes 

how the Python automation was done. The chapter describes how the algorithm was 

placed in a virtual container with other tools inside the Continental network. The dis-

cussion includes perspectives on detection rate, requirements and limitations.  

Initial analysis using the MD was done by inserting 50 confirmed customer re-

turned PCBs into a random dataset, using confidence levels of 95, 99 and 99,9. Set-

ting the confidence level too low would result in a critical limit inside normal PCBs in 

addition to the outlying units. A sufficiently high confidence level would ensure that 

the critical limit avoids normal units, and still identify the outliers, as shown in Fig. 3. 

Experimenting with different sample sizes provided insight into how to better detect 

customer return units with a minimized amount of false alarms. 
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Fig. 3. Mahalanobis Distance with limit examples. 

The initial detected about 4% of the customer returned units. Experimenting with 

different critical limits, sample sizes and CTQ variables improved the detection rate to 

10 and finally 20%. There is also an economic constraint in terms of selecting the 

critical limit. There is a cost to removing units from production and a benefit to re-

moving the customer returns from production. The goal was to find a point that max-

imizes the units detected and minimizes the units removed from production. 

4.1 Automation using Python 

A decision was made to automate the MD algorithm using Python. The reasoning 

included Python being open source, the data extraction and formatting team mainly 

used Python, and it was the preferred tool for the Continental IT engineers working on 

the datalake. The data was extracted from the Continental datalake and formatted to 

fit the algorithm. The formatted data were provided in .csv format, and then trans-

formed into a matrix object (df1) with N * M dimensions. The rows with any missing 

data were excluded. The degrees of freedom (DoF) are equal to the number of varia-

bles or the number of columns. The mean vector of is then calculated for every col-

umn. The algorithm calculates the covariance matrix and its inverse, and performs an 

identity test. Maintaining the matrix notation, the means vector is subtracted from the 

initial data matrix df1, and the result (df1*) is multiplied with the inverse covariance 

matrix. The intermediate result is stored in a temporary object (temp). 

 Further, the square of the MD is calculated as the product of temp and the trans-

posed matrix of df1*. The result is a diagonal matrix (MD_squared), where the ele-

ments on the diagonal are the squares of the MD for each row of the initial data ma-

trix df1. These elements are extracted from MD_squared and appended to df1, which 

then becomes a matrix of N * (M+1) dimensions. The Chi square critical value is 

calculated (critical_value), with a 0.9xx level of confidence and degrees of freedom 
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DF. The outliers are identified as any data points above the set critical value. The 

Python code for the MD calculation is shown in Fig. 4. 

 

Fig. 4. Python code calculating Mahalanobis Distance, MD2 and critical limit. 

The Python code was tested both manually and using software. Another test included 

conducting a data pipeline test, including data extraction, formatting, MD algorithm 

activation and output of MD for all included units and a table of all units above the 

critical limit. After a successful test, a Docker container [24], which is a virtual envi-

ronment that allows for applications, dependencies and related libraries to function in 

any environment, was placed inside the Continental network. The container included 

the MD algorithm, a Graphical User Interface (GUI) including a search engine and a 

reporting tool. The goal was that the quality team on-site and any other relevant per-

sonnel at Continental could use the algorithm autonomously. An overview of the 

method is shown in Fig. 5. 
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Fig. 5. Method architecture. 

In the final review meeting of the QU4LITY project, pilot management reported suc-

cessful algorithm implementation in Sibiu, and a continuing detection rate of 20%. 

This implementation seems to support the viability of the method in an industrial Big 

Data environment. Using the MD also solves Big Data challenges like heterogeneity, 

statistical accuracy and efficiency. The confidence level will remain unchanged at the 

chosen level with dimensionality upscaling, and the method is able to analyze datasets 

up to a day’s production of units on-site in less than a second. The generality of the 

method allows for usage in other production lines at Continental and may also be 

interesting for other manufacturers and in other sectors for detecting customer returns 

or other specialized outliers in big datasets. 

Although these results provided a promising starting point that ultimately led to the 

implementation of the solution, there were several requirements observed to make 

that possible. Domain knowledge through process and process line knowledge is as-

sumed to be highly important to be able to filter out non-pertinent variables. Domain 

knowledge also contributes towards identifying the CTQ variables for the use-case in 

question and discovering if there are any CTQ variables missing or not measured. 

Including non-pertinent variables or missing CTQ variables most likely will skew the 

analysis output. 

Cloud storage solutions, including the Continental datalake, contain large amounts 

of data that can be hard to navigate without any form of domain knowledge. Including 

domain knowledge through on-site expertise seems to be essential in providing insight 

into the production process from start to finish, variables importance and linking data 

structure with the physical production line and where in the process they stem from. 

Using available domain expertise can help with data filtering and using expertise to 

identify CTQ variables and suggest experiments to better detect outliers. Still, the 

domain expertise is probably not complete, and, there is still likely incomplete 
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knowledge and insight related to the customer return outliers, leading to some varia-

bles being left out of the analysis or some that are perhaps not even measured. In-

creasing domain knowledge and a deeper knowledge on the CTQ variables in the 

analysis would likely improve the 20% detection rate significantly, and potentially 

lead to increased success in research related to condition monitoring or even predic-

tion capability. 

The Mahalanobis Distance and other multivariate analysis methods are important 

and often more powerful tools when the univariate methods can’t produce significant 

results and the outliers result from combinations of variables, not unique variables. 

This importance can further be improved when basic automation is easy to imple-

ment. Some apparent negatives are increased demands on use-case domain 

knowledge, structure, data completeness, synchronicity, capture rate, sample sizes and 

CTQ variable knowledge to mention some. 

5 Conclusion 

The work in the Continental pilot, where they presented a challenge with undetected 

customer returns from a PCB production line, has resulted in an outlier detection 

method using the Mahalanobis Distance. The method can detect 20% of the customer 

returns as specific multivariate outliers. The method, combined with Python automa-

tion, a GUI, a search-engine and a reporting tool has to the implementation of the 

method at Continental factory in Sibiu, Romania. The general nature of the method 

also provides interesting possibilities in utilization on other process lines at Continen-

tal, in other companies and other industrial sectors. Although the assumption is that 

increased domain knowledge can help improve identification of CTQ variables, and 

increase the detection rate, the method has successfully been able to identify a signifi-

cant percentage of the before undetected outliers and is therefore considered to be 

viable as a method. The automation using Python allows for big data analysis, with 

MD allowing for effective, simultaneous analysis of multiple variables and  units. The 

inclusion of a domain expertise seems to have been of great importance in finding 

part of the CTQ variables and in aiding with continuous improvement of the method 

through rapid prototyping. 

5.1 Future work 

Continental has shown interest in continuing work with the method. This can open 

interesting possibilities in examining the importance of increased process knowledge 

and a higher percentage of CTQ variables, and how this can affect the detection rate 

and the false positives rate. The MD method described in this paper may not be feasi-

ble as a solution in many cases. The quality of the output is limited by data quality, 

especially concerning CTQ variables and the exclusion of non-pertinent variables. A 

high level of domain and process knowledge is also helpful to ensure the proper in-

puts. Application of requirements and the inclusion of domain expertise may also be 

interesting for future approaches involving AI and ML methods. 
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