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ABSTRACT
This article presents a comparative study, from a multi-stakeholder

perspective, aimed at defining future scenarios that safeguard hu-

man autonomy in the context of IoT technologies. The research

utilizes a systematic literature review (n=40) to identify factors

that protect or undermine human autonomy in IoT, followed by

two quantitative surveys using Delphi elements to compare expert

(n=12) and end-user (n=123) perspectives. The paper sheds light

on areas of consensus and divergence in understanding human

autonomy and identifies key factors that contribute to optimistic

and pessimistic scenarios. The findings offer valuable insights for

future scenario development and policy formulation to ensure the

responsible deployment of IoT technologies.

CCS CONCEPTS
• Security and privacy → Human and societal aspects of
security and privacy; Social aspects of security and privacy; •
Computer systems organization → Sensor networks; • Human-
centered computing → HCI theory, concepts and models.
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1 INTRODUCTION
The rapid evolution of the Internet of Things (IoT) and intelligent

networks have brought significant changes to the role of humans

in future technological developments [3]. As IoT technologies are

becoming more pervasive and intelligent fueled by recent advances

in Artificial Intelligence (AI); there is growing concern about their

potential impact on human autonomy [20, 28]. In reaction to these

developments, immediate and future human-centered policies and
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legal frameworks have brought forward several well-intended de-

sign visions and ambitions, in which humans’ autonomy and ability

to participate as free agents have been prioritized in the technical

design [14, 32, 42]. Nevertheless, to have IoT technical contributions

that can achieve fair and trustworthy outcomes [34], the power

gap between those who are deploying vs. those subjected to the

technology needs closing instead of widening [8]. Further, existing

issues are mostly related to how people can trust the interaction

with automated intelligent environments by configuring in the

protection of human/user rights [39], in particular of meaningful

human autonomy [40]. By designing for meaningful autonomy, as

a fundamental psychological need and component of well-being

[9], humans’ ability to influence and control personal and public

environments is accounted for [20].

Currently, the human-centric design aiming to address these is-

sues in the context of IoT and sensor networks primarily focuses on

human well-being, human privacy, security, control, and end-user

participation [42]. In the technical translation, most IoT sensing

and interaction functionalities come with human-centric features

that use AI and machine learning to achieve “human-like” [16, 29]

or ethical abilities [5], and more transparent/accessible/easy-to-use

human-environment interfaces [38]. However, despite this human-

centric rationale, there are challenges related to establishing a clear

link between more human-centered outcomes and the correspond-

ing technology manifestation [42], partly due to needing more

shared guidelines and design frameworks geared towards technical

domains [15].

The prime objective of this research is to define future scenarios

that can tackle challenges related to the undermining/threatening

(as undesired outcome) or promoting (as desired outcome) human

autonomy in IoT. A part of the overall research scope is to assess

which future developments/factors can bring forth technical solu-

tions that safeguard human autonomy in IoT. In this research, a

particular focus is therefore put on the identification of key fac-

tors contributing to optimistic and pessimistic scenarios of human

autonomy protection and mapping future areas of consensus and

divergence between experts and end-users (as often overlooked,

yet key stakeholders) in understanding human autonomy. This

approach is motivated by the assumption that defining scenarios

where there is consensus, can help to better understand where IoT

technical frameworks may fail in the future or where a human-

centered theoretical approach can help to orient the design towards

the envisioned human-empowering outcomes [27]. An additional

assumption is that the existing technical solutions in IoT do not ac-

count for the human agency that goes lost [26], for those impacted

by it, and for the negative outcomes it triggers [33].

The following research questions guided our work:
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• RQ1 What are the existing and future developments/factors

that protect (positive influence) or undermine (negative influ-

ence) human autonomy in the context of IoT technologies?

• RQ2 What are the theoretical and conceptual interpretations

of human autonomy, and how are they operationalised into

technical IoT frameworks? Do the interpretations of the

concept of human autonomy by experts and end-users differ

and if so, in which ways?

• RQ3 What are the perceptions of experts and end-users re-

garding the developments and factors that hold the most

significant potential impact on future scenarios concerning

human autonomy preservation or loss?

To address these questions, we first conducted a systematic litera-

ture review (SLR) to identify the existing developments/factors that

currently impact human autonomy within IoT systems. Building

upon the SLR analysis (n=40), we aimed to investigate the broader

understanding of human autonomy, as well as potential future de-
velopments/factors, using a participatory Foresight approach. To

this end, we conducted two delphi method-inspired quantitative

surveys, one targeting experts (n=12) and one targeting end-users

(n=123). The rest of this paper is organized as follows: Section 2

provides relevant background and is followed by Section 3, which

describes the overall research approach and operationalization of

the studies. The key results are presented in Section 4 and further

discussed in Section 5. Finally, Section 6 concludes the paper.

2 BACKGROUND
2.1 Context and challenges to human autonomy
Human-centric IoT functionalities play a central role in allowing

humans to control and interact with the IoT system, influencing

the decisions made by these sensing technologies [35]. While what

is referred to as human-centric IoT can be associated with both

positive outcomes (e.g., human empowerment), there is also a man-

ifestation of negative potentials (e.g., invasive surveillance and

persuasion/coercion) [28] that cannot be overlooked. On the one

hand, technical developments in IoT that aim to genuinely pro-

tect human autonomy target similar non-instrumental outcomes,

such as the human agency, empowerment, and control [9, 32]. On

the other hand, an important observation is that the power of the

underlying technology seems to be growing [19]. For instance, re-

cent advances in human-centric IoT functionalities incorporate

personalised and user/socially-aware intelligence into the sensing

environment, while the increased surveillance, intelligence, and

automated decisioning grants more control, visibility/power, and

agency to the networked machines [3].

The existing human-centric technical functionalities in IoT are

currently addressed by introducing human-centric features aimed

at adapting to specific and dynamic user needs and achieve “smooth

experiences” [37]. In this view, human-centric IoT refers to a con-

nected network of sensors, objects, and machines with more “hu-

manlike” capacities and behaviors, e.g., based on context-aware,

user-aware, social-aware [12], and participatory sensing technol-

ogy [25]. These user- or social-aware mechanisms allow continuous

monitoring of the user to enable networked environments to adapt

automatically to the desired or predicted user needs [6, 12].

More recently, an introduction of human-centric technical in-

terfaces is looking to provide meaningful human autonomy and

sovereignty, also in the networking context [17]. Such mechanisms

aiming to safeguard human autonomy, intend to keep humans ac-

tively involved on their own terms [40], and in other words, can pro-

vide meaningful human involvement or control [35]. Furthermore,

in such approaches, the system includes human input in the process,

method, technique, or solution to protect human performance [43].

In this regard, interfaces that let humans observe / interact with

the IoT system aim to provide transparency, understandability, and

accountability features to help humans monitor and interact with

persuasive IoT technology [38]. However, providing meaningful

involvement and autonomy requires early involvement of users

and other stakeholders [43]. However, it can be questioned whether

the traditional evaluation approaches ( [25]) allow to reach the

intended outcomes. The latter requires that human and society’s

genuine interests are systematically considered and that the design

is oriented towards a public-good design logic [41].

2.2 Human autonomy and IoT: future scenarios
To realize the above-mentioned ambitions, namely to build a fu-

ture IoT ecosystem that is democratic, trustworthy, and fair, the

human-centered design objectives, and how they are technically

operationalised, will need to factor in for whom, when, and how

these technologies are dis-empowering (e.g., reducing autonomy)

and empowering [20, 31]. Consequently, the involvement of multi-

ple stakeholders and disciplinary perspectives in the human-centric

IoT design process is required. However, to date, there is still a gap

in the literature regarding incorporating human-centered theories

that account for alternative, social, and multi-disciplinary design

paradigms in the field of IoT [43]. Examples include situated [1],

critical [30], or socially constructed analyses [7] of the underlying

power dynamics of the technical design. Adopting theories that

bring in such more critical perspectives, can allow for future techni-

cal developments that are genuinely able to configure and safeguard
human autonomy in IoT, by also ensuring that human users’ have

the ability to influence, or resist the technical system [43].

We identified three simplified categories of theoretical assump-

tions/foundations in the literature, that could be used for situating

human-centric translations in IoT. One is “rational”, with the pur-

suit of pre-determined technical problems and their closure [23].

The second one is “humanistic”, where the exploration involves

alternative designs aiming to be beneficial to humans and soci-

ety [4]. A part of the humanistic technical paradigms can account

for technology as “situated”, “socially constructive”, and “subjec-

tive”. Finally, the third category is a “judiciary” framework that

strictly follows legal guidelines [4]. In this respect, the underlying

theoretical assumptions implicate the real-world consequences of

the loss of human and societal agency in next-generation IoT tech-

nology developments [30]. Examining IoT developments and future

directions from multiple perspectives, in a manner that is sensitive

to the role, assumptions and intent of the designers therefore can

allow to identify underlying subjective interpretations and power

dynamics of specific IoT solutions [4]. Further, future intelligent

networks rely on autonomous and perceptive functionalities, which

will directly impact people’s lives [36]. However, existing studies
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indicate important discrepancies between different stakeholders

in terms of e.g., future developments and how much control such

pervasive and intelligent functionalities should be given [44] and

on the role of human autonomy in future autonomous systems [2].

While the involvement of experts in such future-oriented analyses

is common, end-users seemingly have had less prominence in in-

fluencing the future IoT technical developments in the assessment

of the role of human agency. We address this lack in this work, as

will be explained in Section 3.

Secondly, to manage the user-technology negotiation also from

a more forward-looking perspective, the value of proactively or

re-actively addressing failures has recently been underlined in the

literature [27]. In response to evolving regulatory demands that

necessitate readjustment, there is a growing recognition of the im-

portance of anticipating and addressing failures, within the ambit

of technology design [10, 13]. As such, it makes sense to envision

future scenarios in either negative or positive terms, where the

most negative developments potentially lead to diminished or even

the total loss of human agency entirely to the advantage of in-

telligent automated networks [2]. Given the need to assess both

an optimistic vs. a pessimistic future design scenario, from multi-

ple perspectives, a participatory Foresight-based methodological

approach was adopted in this research.

3 METHODOLOGY
First, to address RQ1, we conducted a systematic literature review

(n=40) to map the existing and potential future factors that may

shape the preservation or erosion of human autonomy in IoT. Sec-

ondly, we conducted two surveys to compare experts’ (n=12) with

end-users’ (n=123) perspectives on these developments, in order

to answer RQ2, assessing interpretations of human autonomy, and

RQ3, assessing the importance and expected impact/contribution of

the identified developments towards a positive and negative future

scenario.

3.1 Systematic literature review

Internet of Things

ANDSearch String ORTechnology
definition

ORHuman-centered
design outcome

ORFactor influencing
human autonomy

User

Human

Senson technology

Autonomy

IoT
Intelligent environment

OR
Agency

Empowerment
Control

Factor
Aspect

Characteristic

Enabler
Driver

Facilitator

Threat

Barrier
Inhibitor

Impediment
Risk

Figure 1: Logic diagram of the search string used for the
keyword search.

The main goal with the systematic literature review (SLR) was

to identify and analyze factors that impact human autonomy. Fol-

lowing the framework of [21], the three most important phases of

the SLR method consist of 1) The input stage, 2) The processing

stage and 3) The output stage.

The input stage involved a targeted search strategy. The key-

words were selected from relevant literature, and focused on design

outcomes, technical definitions, and factors that influence the future

technical trajectory. After three rounds of iterations, the keyword

strategy and search string illustrated in Figure 1 was selected. The

first category targeted human-centered design outcomes related to

human autonomy, including variations of the term (agency, empow-

erment, control) and having a focus on recognizing and supporting

the autonomy of individuals while maintaining control over their

environment [18]. Both the words “human” and “user” were used

in front of each of the keywords in this category. The second cate-

gory contains different technology definitions related to IoT. Lastly,

the third category consists of synonyms for factors influencing

human autonomy in IoT to determine both positive and negative

development paths. While there is a vast amount of articles on

these branches individually, we aimed to capture only literature

combining them, thus strongly limiting the output.

To facilitate the processing stage, a comprehensive selection pro-

tocol was devised in advance. Peer-reviewed academic literature

discussing the definition of human autonomy and/or technical and

non-technical factors within the technical IoT context, was consid-

ered for inclusion. Literature was excluded if it only superficially

referred to human autonomy or the aforementioned related terms,

or if the work was solely oriented towards business or technology.

The search included several multi-disciplinary scientific data-

bases, namely Web of Science, Scopus, IEEE and ACM Digital Li-

brary. The database searches were performed onMarch 1st, 6th, and

15th, 2023, specifically targeting the Title, Abstract, and Keyword

fields of the literature. The initial keyword search yielded a total of

84 articles. After eliminating duplicate entries, a detailed screening

process of titles, abstracts and keywords, based on the selection

criteria, further narrowed down the selection to 46 articles. After

a thorough assessment of the full texts, six articles that failed to

meet the criteria were excluded. As a result, the final count stood

at 40 articles.

Each article was manually coded after reading and interpreting

every article, according to the variables/themes and corresponding

categories summarized in Table 1. In addition, the statistical soft-

ware program SPSS was used to perform simple statistical analyses

of the general characteristics of the dataset.

3.2 Expert and end-user surveys
Rationale. Two quantitative surveys, one targeting experts and

one consumers, were designed applying elements of the Delphi

method [22]. The design allowed for evaluating the factors identi-

fied in previous studies from existing literature (captured by means

of the SLR) and for comparing the expected future impact. The

Delphi method is an approach within the Foresight discipline [24],

which seeks judgement from experts on a topic [22]. It facilitates

gaining consensus among experts and stakeholders from different

perspectives. The method entails administrating surveys to capture
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Table 1: Themes each article was sorted according to in the
Excel coding scheme.

Theme Explanation
Title Title of the article.

Author Author(s) of the article.

Geography Location of research institution(s).

Perspective Multidisciplinary or single discipline.

Expertise Field of research of the author(s).

Design outcome

Human-centered design outcome (e.g., autonomy,

empowerment, control, privacy).

Theory

Theories for design, or other theories underlying

the presented work.

Framework

Design framework (Design principles guiding the

development of technical IoT solutions).

Factor Aspect influencing human autonomy in IoT.

Future research Identified research gaps.

Technical solution

Specified technical solution to achieve human-

centered outcomes in IoT.

expert knowledge and can be particularly useful in investigating

topics characterized by substantial uncertainty about the future

and future situations [24]. While a full, iterative Delphi was not

possible for this work, we present results from two online surveys,

which both implement some elements from the Delphi method.

Questionnaire design. In Table 2, we have outlined the build-

up of both surveys. The expert and end-user survey contained

both open and closed questions, as well as typical Delphi elements,

namely the assessment and rating of different factors and their

importance, impact, likelihood and desirability of the given scenar-

ios [24]. These were rated on a seven point Likert scale. For sections

3, 4, 5, and 6 in Table 2, and as a result of extensive pre-testing, there

were some adjustments in the formulations and ordering between

experts and end-users to make them easy to understand for those

with less technical knowledge.

Table 2: Questionnaire survey design with Delphi elements.

Section Examples

1. Introduction Brief introduction and purpose

2. Screening Demographics, familiary with IoT

3. Human autonomy

Interpretation of human autonomy in an

everyday-life context, and in an IoT context

4. Importance of fac-

tors

Assessing the importance of different factors

5. Future optimistic

scenario

Ranking the impact of factors that contribute

positively

6. Future pessimistic

scenario

Ranking the impact of factors that contribute

negatively

7. Open-ended ques-

tions

Asking for expert and end-users opinions on

the potential development of human autonomy

in IoT and any additional factors that could be

relevant

8. Concluding remarks Concluding remarks and thank you message

Sample Selection: A list of experts was compiled based on aca-

demic literature, policy reports, white papers, and industry briefs,

covering IoT, human autonomy, and ethics. The potential respon-

dents were contacted via e-mail and invited to participate in the

anonymous quantitative survey. Eventually, 12 experts (among

which one woman) completed the questionnaire. These experts all

had a comprehensive understanding of current and emerging trends

in IoT, as well as the potential implications for human autonomy. To

recruit participants for the end-user study, a convenience sampling

approach was adopted and the invitation text motivated people

who have experience with using IoT technologies in daily life to

participate. The recruitment efforts was done through LinkedIn,

and several University digital notification boards. In total, 123 re-

spondents completed the survey. Of them, 68.3% identify as women

and the biggest age group is 25-34 (43.1%).

4 RESULTS
4.1 Increased focus on targeting autonomy,

empowerment, and control in IoT
We first turn to the findings from the SLR and more concretely,

aim to map potential existing and future developments / factors

that influence human autonomy and how the attention to human-

centered design outcomes such as empowerment and autonomy

has evolved. As can be observed in Figure 2, user empowerment,

and related outcomes such as autonomy and control, are becoming

a more critical aspect when designing Internet of Things solutions,

as we observe a distinct increase in focus on the topic since 2016.

As shown in Table 3, 62.5% of the literature explicitly states which

theory underpins the design principles. 47.5% of the actionable

technical design frameworks focuses on designing for the human

or the ecological/societal system (“humanistic”), while a nearly

equal proportion (45.0%) focuses on the technical abilities of the

sensing system, referred to as “rationalistic”, and 7.5% on the legal

capabilities, referred to as “judiciary”.

20222019201620132010200720042001

N
u

m
b

e
r 

o
f 

a
rt

ic
le

s 12.0

10.0

8.0

6.0

4.0

2.0

0.0

Other
Security
Privacy
Control
Autonomy
Empowerment

Primary design 
outcome

Page 1

Figure 2: Overview of included articles by year and design
outcome.

4.2 Current technical translations
To better understand who is involved in defining human-centered

outcomes and translating these technically, we analysed the article

set in terms of the background of the author teams. We found that

37.5% of the papers are authored by a single expertise team, versus

62.5% stemming from diverse expertise teams. In addition, 1 out of

2 papers stems from authors from with a Technology background,

while 17.5% and 32.5% of the papers come from respectively the

Humanities and Social Sciences. Interestingly, a statistical analysis

using the Pearson Chi-square test, showed that contributions from

technological fields in the analyzed article set are more likely to

stem from a single expertise team (𝜒2(1)= 12.907, 𝑝 < .001) and
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Table 3: Human-centered theory and frameworks.

Design approach Category (percent)

Theory Explicitly stated (62.5 %),

Not explicitly stated (37.5 %)

Framework Humanistic (47.5 %), Rational (45.0 %),

Judiciary (7.5 %)

Perspective Single (37.5 %), Diverse (62.5 %),

Expertise Technology (50 %), Humanities (17.5 %),

Social Science (32.5 %)

Design Control (40.0 %), Empowerment (20.0 %),

outcome Autonomy (17.5 %), Privacy (12.5 %),

Security (5.0 %), Other (5.0 %)

more likely to not explicitly state which theory or theoretical fun-

damentals the work is built upon (𝜒2(1)= 12.907, 𝑝 < .001).

Next, we aimed to map how the design outcomes targeting au-

tonomy, empowerment, and control, concretely materialise into

actionable frameworks. The findings indicate that humanistic frame-

works are nearly always linked to a theory, and all articles that

target autonomy use a humanistic framework. Rationalistic frame-

works refer less to an underlying theoretical foundation, to explain

design assumptions. As can be observed in Figure 3, both humanis-

tic and technical frameworks prioritise control and empowerment

as design outcomes. Humanistic frameworks prioritise autonomy

as second. Judiciary frameworks are exclusively targeting control

and privacy.
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Figure 3: Technical framework and design outcome.

4.3 Interpretations of human autonomy
In the data from the literature, as well as from the survey responses

from experts and users, we explored the definition of autonomy in

everyday life, as well as how it manifests technically in IoT. In all

cases, autonomy can be categorised as either as personal, moral,

political, or other [11], as defined in Table 4. As illustrated in Figure

4, most experts interpret autonomy within the realm of personal

control, while end-users more often interpret autonomy as having

protection from outside influence. Moral autonomy, where the focus

is on acting according to your own principles/values, is equally

considered in both groups.

In the technical manifestation of autonomy in IoT, there were

gaps in the understanding of which outcomes and technical frame-

works could promote or undermine user autonomy, also referred

to as “freedom to” and “freedom over”. Noteworthy, was the lack

of focus in the technical development trajectories on the loss of

Table 4: Definitions of human autonomy, [11].

Definition Question statement

Personal My ability to be in control of my own life and actions

Moral Feeling empowered to determine my own path and

live according to my own values

Political The ability to make individual choices freely, not

being restricted by others or dictated by technology

0% 10% 20% 30% 40% 50%

Personal
Moral

Political
I don't know

Other

Expert
End-user

Figure 4: Definition of autonomy: expert vs. user perspective.

human autonomy, by mostly requiring human users to learn or act

to preserve autonomy in the IoT sensing system, and in general

little assistance in preserving freedom from external influence.

As stated by expert 1: “There are probably two major ways to
think about this. One is how IoT might constrain or limit or unduly
influence one’s behaviors in negative ways. E.g., certain kinds of
nudges or dark patterns to change people’s attitudes and behaviors,
privacy concerns such as surveillance (e.g., young children in homes),
safety (e.g., intimate partner violence), and limitations on computing.
These are all examples “of freedom from.”

Further, expert 2 pointed out that agency is lost if the human user

is required to do something: “People want to feel free of interference
or unwanted influence, but when you require that they do something,
you create an obligation which potentially infringes upon their sense
of autonomy. Some of the technical solutions might be better qualified
as optional, like optional personal privacy recommendations.”

4.4 Scenario/future development paths
In order to understand future development paths that addresses

what technically needs to be done in order to protect human au-

tonomy in IoT, we analysed the paths based on the most and least

desirable future scenario, then identified topic statements to assess

the technical developments’ contribution towards either promoting

or undermining human user autonomy. These technical manifes-

tations translate into the topic statements and can either promote

or undermine human autonomy. The average impact score is cal-

culated from a Likert scale 1-7, where experts and users assess the

developments likely impact towards realizing Scenario 1 or 2.

By performing an assessment of two contrasting scenarios we

were able to assess the technical requirements solicitation and their

impact towards the most desirable solution vs. technical develop-

ments and their impact towards the least desirable solutions. Lastly,

we aimed to find priority and consensus between experts and users.

The most desirable scenario was outlined as: “By 2035, smart en-

vironments and IoT will allow humans to retain full agency over IoT

systems, enjoying the benefits of automation, connectivity, and ef-

ficiency while maintaining control over their own lives” (Scenario
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Table 5: Enabler statements presented to the participants in
the expert survey, compared with the equivalent in the user
survey, deviation 𝛿𝑖 = (𝐸𝑖 −𝑈𝑖 ), average absolute deviation:
ˆ𝛿 =

∑𝑛
𝑖=1 |𝛿𝑖 |/𝑛 =

∑
11

𝑖=1 |𝛿𝑖 |/11 = 0.6.

i Development path 𝐸𝑖 𝑈𝑖 𝛿𝑖

1 System sends nudges or notifications that

warn users of risk-averse situations, i.e.,

when they are about to share personal data.

4.6 5.8 -1.2

2 Allowing users to customize machine-to-

machine automation between IoT devices,

i.e., by the use of End User Development

methods.

5.1 6.0 -0.9

3 Improved information security and com-

munication network security.

5.5 6.3 -0.8

4 Regulations and legal directives such as

GDPR.

5.4 6.2 -0.8

5 Clear conveyance of accountability in com-

plex IoT systems and systems-of-systems.

5.3 6.0 -0.7

6 Personalized privacy recommendations for

data sharing and processing in IoT.

4.9 5.6 -0.7

7 Transparency and explainability of IoT sys-

tems, allowing users to understand how

their data is collected, processed, and used.

5.9 6.3 -0.4

8 Accessibility for users with impairments,

i.e., a configurable user interface that

presents different levels of interaction cor-

responding to the levels of a user’s abilities.

6.1 6.3 -0.2

9 The use of frameworks such as privacy-

by-design and value-sensitive design when

developing IoT systems.

5.9 6.1 -0.2

10 Designing privacy policies that are easy to

understand.

5.8 6.0 -0.2

11 Providing innovative interaction strategies

for human-to-machine communication, i.e.,

voice command, user-friendly interfaces.

5.2 5.2 0.0

1). The least desirable scenario was outlined as: “By 2035, smart

environments and IoT will be built in a way so that humans lose

agency, resulting in a loss of personal freedom, diminished privacy,

and control over one’s life” (Scenario 2).
In addition to assessing the scenario and the contributing devel-

opments, we asked open-ended questions on potential new devel-

opments and additional factors that could protect or undermine

human autonomy in future IoT solutions. Here, the results indicate

a shared agreement between experts and several end-users on the

need to consider power and inequalities in the design logic and

frameworks, as well as creating novel technical tools/mechanisms

that will lead to ease of enacting human autonomy in an IoT context.

To illustrate, experts point to the need for questioning who is able

to design IoT devices on what premises and with what interests

in mind. How are people represented technically, and who is able

to act upon the data collected in IoT? Further, end-users in our

sample seem increasingly aware of the risk when their private and

public life is constantly being monitored, tracked or hacked either

by governments, corporations or others.

Personalised privacy settings, control over data, and regulations

are deemed important but not sufficient to tackle the challenges,

Table 6: Barrier statements presented to the participants in
the expert survey, compared with the equivalent in the user
survey, deviation 𝛿𝑖 = (𝐸𝑖 −𝑈𝑖 ), average absolute deviation:
ˆ𝛿 =

∑𝑛
𝑖=1 |𝛿𝑖 |/𝑛 =

∑
11

𝑖=1 |𝛿𝑖 |/11 = 0.3.

i Development path 𝐸𝑖 𝑈𝑖 𝛿𝑖

1 Third-party interest in gathering infor-

mation from personal intelligent environ-

ments (surveillance).

6.3 6.2 0.1

2 Third-party interest in seeking control over

personal environments.

6.3 6.2 0.1

3 Lack or concealment of user configuration

capabilities in IoT devices.

5.3 5.5 -0.2

4 Limitations in configurability of IoT, re-

stricting the user’s options to predeter-

mined pathways created by programmers

5.5 5.5 0.0

5 ICT developers not recognizing the need

for variations in development of IoT de-

vices.

5.0 5.1 -0.1

6 Dependence on centralized authorities and

service providers, potentially leading to

data monopolies.

5.5 6.1 -0.6

7 The speed of the evolution of IoT is outpac-

ing regulatory processes, potentially im-

pairing effectiveness of regulations.

5.2 6.0 -0.8

8 Limited support for ensuring informed con-

sent in IoT, i.e., giving users the opportu-

nity to accept or oppose data collection and

use.

5.5 5.7 -0.2

9 Systemic biases, i.e., in business mod-

els, market competition, regulatory frame-

works or any other aspects regarding the

operational delivery of services.

5.9 5.5 0.4

10 Users do not have complete information

about consequences of disclosing data, i.e.,

systems’ collection of position data.

5.2 5.9 -0.7

11 The Digital Divide – unequal access to tech-

nology (such as IoT) in society, potentially

disadvantaging part of the population.

5.1 5.5 -0.4

expressed by experts. The end-users maintain that direct and active

control of their personal space, mind, and ability to live according

to their own individual and societal values is essential. Reaching

scenario 1 requires the ability for human users to digitally detox,

making new choices and possibilities (as opposed to adapt based on

existing preferences), and being able to completely opt-out, or shut

down the IoT system monitoring, according to end-users’ opinion.

Agreement is found among end-users and experts for the need to

facilitate information clarity, for shared education, and for putting

human users in the driver seat of setting up the technical function-

alities. Examples are default credentials with all tracking turned off,

users control the personalising/learning experience enabled in the

technology, understanding user rights to privacy, achieving balance

by opting out or digital detoxing, or only violating privacy when

the benefit supersedes the cost. Experts unearthed new technical

requirements that would ensure that no one can affect anyone else’s

environment without consent.
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5 DISCUSSION
5.1 Prominence and interpretations of human

autonomy
There is a marked increase in the literature that address the design

outcomes that encompass human autonomy, empowerment, and

control (RQ2). A prominent observation from the literature search

is the emphasis on multiple outcomes, with variations in inter-

pretation, when designing for human autonomy protection. One

important step towards achieving a shared understanding and con-

sensus is to investigate and compare interpretations and variations

of design outcomes. The focal point in the literature is designing

for human control (40%), followed by empowerment and autonomy

with 20% and 17.5%. Each of these concepts entails an element of

human control over their choices, life or physical environment.

There is a need for dissecting the nuances, on how these concepts

are related, underlining the importance of addressing a multitude

of closely related design outcomes when building future scenarios

that protect or undermine human autonomy in IoT.

Even though, there is a marked increase in literature addressing

human autonomy in IoT, it can be argued that there is a majority

of “rationalistic”(45%) or “judiciary” (7.5%) technical translations,

concerning the future developments paths. As was shown in Table

3, most of the contributions stem from technical teams, and among

these, diverse discipline perspectives are over-represented. Both ra-

tionalistic and judiciary technical frameworks more often translate

human autonomy in terms of maintaining empowerment, control,

privacy, security, as opposed to autonomy (see Figure 2). Both ex-

perts and end-users stated that these interpretations do not address

meaningful autonomy protection technically, as it lacks power for

users to counter the loss of control over choices and actions evoked

by interacting with intelligent sensing environments.

There is no single agreed upon definition of human autonomy

[11], but the conceptual differences in interpretations can be grou-

ped into personal, moral, and political, see Table 4. In order to

have future human-centric IoT tools that genuinely protect human

agency, the gaps in the interpretations of human autonomy in IoT,

indicate a need to design for “freedom from” external influence, as

well as “freedom to” act to protect oneself. When comparing the

existing literature with the experts and user’s definition of auton-

omy, (see Table 4), the technical solutions are mostly translated

from a perspective of personal autonomy. The initial literature

search captured technical translations linked to design outcomes

with particular focus on empowerment, and control, which mostly

indicate a definition of personal autonomy, primarily in single user

perspective with the ability to influence decisions and control the

sensing environment independently.

Given this observation, it should also be recognized how inter-

preting autonomy technically as personal autonomy (“the ability

of being in control of my own life and actions”), can be a liability

for the end-user. More often, end-users interpret the “protection

from outside influence” as core to achieving human autonomy in

the technical design. In order to design for such protection, or for

“freedom from”, the technical default should be human control, au-

tonomy protection, and freedom. Any definition of freedom when

interacting with a technology service requires that a user can have

freedom from the loop, from that direct or indirect interaction.

However, for users to be able to have the space and ability to be

creative, it is also required that humans can evaluate and create a

new choice without any external influence/manipulation.

5.2 Future developing enablers and barriers
The alignment and divergence between expert opinions and end-

user perspectives on future developing factors, yielded insights

into if enablers presented in the literature were actually real en-

ablers with the capability of safeguarding humans’ autonomy (RQ1,

RQ3). As an illustration, experts and end-users disagreed more on

whether the current enablers actually can lead to the most opti-

mistic scenario (Scenario 1), as the end-users consistently rated

higher agreement with the statements, as shown in Table 5. The

list of enablers presented in the survey, obtained from the litera-

ture, was however deemed non-exhaustive by several experts. E.g.,

education of developers in ethical design of technology, democratic

involvement of citizens in the development and use of IoT, and

adjusted incentives based on humane goals and values, were gaps

identified in the expert study that were not found in the literature.

Conversely, when assessing the impact of future developing bar-

riers, a consensus emerged between experts and end-users on the

issues related to surveillance, and third party, commercial corpo-

rations vested interest in controlling the intelligent environment

and the human users occupying it. These developments had strong

impact scores (6.3 and 6.2 respectively, Table 6) and agreement

between experts and end-users (𝛿𝑖 = 0.1) when assessing the con-

tribution towards the least desirable scenario (Scenario 2). This

convergence implies a shared recognition of these challenges, sig-

nifying the gravity of addressing them to ensure human autonomy

protection in the IoT landscape. The studies also revealed gaps that

were brought up by experts, such as ignorance among the public,

and the lack of technical tools to build genuinely human-centric IoT

systems. End-users brought up emerging challenges such as low

usability when protecting their human autonomy in IoT. Examples

being information overload, detaching users from their experienced

reality, ease of being exploited or hacked, and bias/discrimination

against weaker groups. Both groups indicate future preferences

for greater public control and awareness regarding the technical

IoT functionalities, and protection from outside influence, be it

governments, corporations, or private, malicious actors.

5.3 Disagreements on personalisation and
user-aware technologies

Disagreements centered around the role of personalization and

context-awareness in helping human usersmanage their own auton-

omy when interacting with IoT services (RQ3). End-users expressed

more positive assessments towards personalising functionalities,

whereas the experts were more sceptical. To exemplify, experts

predicted that the means of providing personalized services may

require extensive monitoring and data gathering and processing

over time. Moreover, they pointed to that the situated and sub-

jective human experience determines if the service is perceived

as beneficial or harmful. As an example, when assessing enabler

statement 1 (nudges and notifications about risk-averse situations),

we found the highest deviation score (𝛿𝑖 = -1.2), as shown in Table 5,

between experts and end-users, indicating a disagreement in this

development having an enabling impact. This could be because it
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implies that “the system knows better”, as a form of technological

paternalism when determining if a risk averse situation exist for hu-

man users. As risk and privacy is considered to be a subjective and

situated experience, these disparities underscore the complexity of

the challenge, and requiring additional knowledge and expertise in

order to evaluate and protect against the negative outcomes.

6 CONCLUSION
Through a systematic literature study (n=40) and twoDelphimethod

inspired surveys, this research aimed to shed light on the evolv-

ing landscape of challenges and opportunities surrounding safe-

guarding human autonomy in the context of IoT. While certain

divergences between experts and end-users highlight the complex-

ity of the landscape, the agreements underscore critical areas of

focus for future scenarios that can safeguard human autonomy

in IoT. Distinct agreements warrant attention to lead to the most

optimistic future scenario. With this work, we aim to contribute

to ongoing pleas for developing informed policies and strategies

to protect human autonomy while embracing the benefits of IoT

technologies. Follow-up work is needed to identify and analyse the

implications for concrete IoT systems and IoT-specific mechanisms

to meaningfully safeguard human autonomy.
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