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Abstract— In this paper, Lyapunov theory for uniform
practical asymptotic stability (UPAS) is presented and uti-
lized to solve the problem of position control of a planar
underwater snake robot (USR). First sufficient conditions
for UPAS of a time-varying nonlinear system and a theorem
for UPAS of cascaded systems are presented. These are
then utilized to design controllers that stabilize the position
of an USR when approaching from such a direction that
the USR moves against the current. A simulation study of
the controller applied to the ideal case is then studied to
investigate how the controller performs. Then the theoret-
ical results are validated through a high-fidelity simulation
study.

Index Terms— Autonomous underwater vehicles, nonlin-
ear systems, snake robots, stability analysis

I. INTRODUCTION

Our understanding of the oceans is crucial for meeting
challenges such as food sufficiency, bio-diversity, renewable
energy, transport, and access to minerals and other resources.
To fully access the vast oceans we need efficient, autonomous
marine robots. One promising approach is underwater snake
robots (USRs), which are autonomous underwater vehicles
(AUVs) consisting of several slim segments connected by
joints. The advantage of this design is that it allows the USR
to access narrow spaces while moving by mimicking an eel
[1], and to interact with its environment in the same way as a
traditional robotic manipulator arm.

Power delivery remains a challenge for AUVs. Battery
constraints limit their operational time, while tethers would
limit their operational area and autonomy. Improving the
energy efficiency of these systems would be a significant step
forward in our attempts to design efficient AUVs. We want
to pursue the idea of achieving energy autonomy by utilizing
the energy in waves, currents and other hydrodynamic effects
such as wakes behind bluff bodies [2], [3]. To this end, we aim
to develop a controller that allows the USR to hold a desired
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position with an undulatory motion, downstream from a bluff
body. As a first step to achieving this, we present a controller
that stabilizes the position of a planar-USR with an undulatory
motion when moving against a time-varying current.

Various control strategies have been developed and studied
for the undulatory motion of snake robots. The line-of-sight
(LOS) guidance control law was implemented for terrestrial
snake robots in [4], and also for USRs in [1]. However, those
approaches are not suitable in the presence of environmental
disturbances such as currents. To address this, the integral line-
of-sight (ILOS) guidance control law was proposed for USRs
in [5]. In [6], the ILOS guidance law was shown to provide
semi-global exponential stability, under the assumption that
the forward velocity is always greater than the velocity of the
current. However, stabilizing the position of the USR requires
that these velocities are equal. Direction following control of
the terrestrial snake robot is studied in [7], by using virtual
holonomic constraints (VHCs) to encode a sinusoidal gait
pattern for forward propulsion. This was done by utilizing
hierarchical control design [8]. A similar approach was later
used to design maneuvering controllers for both terrestrial
snake robots [9] and USRs [10]. Our goal is for the USR to
operate in the wake of a bluff body, where the environmental
forces are time-varying, which results in reference signals
and disturbances that are time-dependent. The controllers
developed in [9], [10], however, assume that the systems are
time-invariant. To address this issue, in this paper the control
approach and corresponding stability proofs are extended
to time-varying systems. Additionally, to achieve a desired
orientation that drives the USR towards a reference position,
a guidance law is proposed that generates an angular velocity
reference. However, the controllers presented in [9], [10] are
designed for a desired heading angle. The controllers in this
paper are therefore adapted for angular velocity tracking.

The guidance law proposed in this paper is inspired by the
approaches taken in [11]–[13] where a geometric controller is
developed and studied for position tracking of quad-copters
in three dimensions [11], [12]. This was later adapted for the
path-following of underactuated autonomous surface vessels
(ASVs) and AUVs moving in a plane [13]. For our purposes
the guidance law has been adapted for the position tracking of
planar USRs, by including a reference velocity along the y-
axis in addition to the reference velocity along the x-axis used
in [13]. The reference velocities are then designed to stabilize
the position of the USR.

The stability analysis in [7], [9], [10] is based on hierarchi-
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cal control design [8], which requires time-invariant systems
and is therefore not applicable in our case, where a time-
varying current is to be considered. Instead, we utilize cas-
caded systems theory, which has proved to be an efficient tool
for analyzing the stability of nonlinear dynamical systems [14],
[15]. For time-varying nonlinear systems, cascaded systems
theory is well established for cascades of uniformly asymptot-
ically stable systems; uniformly globally asymptotically stable
(UGAS) systems [15], uniformly semi-globally asymptotically
stable (USAS) systems [16] and locally uniformly asymptoti-
cally stable (UAS) systems [17].

However, in the presence of nonvanishing perturbations such
as modeling errors, unmodelled disturbances and measurement
noise, asymptotic stability may not be attainable. In these cases
the system may not converge to the origin but rather to some
neighborhood of the origin. When that neighborhood can be
diminished at will by the choice of parameters, this is referred
to as uniform global practical asymptotic stability (UGPAS).
In [16] it is shown that a cascaded system consisting of
two UGPAS systems with uniformly bounded (UB) solutions
retains the UGPAS property. Moreover, Lyapunov sufficient
conditions for UGPAS are proposed and proven. The global
requirements of UGPAS can be alleviated by considering
uniform semi-global practical asymptotic stability (USPAS).
This has been studied in [18] where Lyapunov sufficient
conditions and the stability of cascades of USPAS systems
were proven. However, USPAS requires that the region of
attraction can be enlarged to any desirable size by the choice
of parameters. The guidance laws and controllers in [11]–[13]
give almost-GAS and put constraints on the desired velocities
of the vehicles, and therefore achieving either global or semi-
global stability is not possible. The strongest stability property
we may hope to establish for the resulting closed-loop system
is thus local uniform practical asymptotic stability (UPAS) as
presented in [19]. This is a special case of USPAS where the
region of attraction is not required to be arbitrarily enlargeable.
A corollary is also presented with conditions for a time-
varying nonlinear system to be UPAS in [19].

In this paper we establish Lyapunov sufficient conditions
for the UPAS of time-varying nonlinear systems as well as for
cascades of such systems. We then apply these to show the
UPAS of the closed-loop system, proving that the proposed
control law stabilizes the position of the USR with an un-
dulatory motion in the presence of time-varying disturbances
when moving against a constant current along the x-axis.
Preliminary results were presented in [20], where a sketch
of the proofs was presented and a Matlab simulation study
was performed. In this paper we extend the previous results
with complete proofs of the theorems presented. Moreover,
we perform a high-fidelity simulation study using the coupled
solver presented by [2], and the controllers are adjusted to
improve performance. Additionally, the assumptions made for
a cascaded system to be UPAS are relaxed by removing the
assumption that the solutions of the complete system have to
be bounded, instead showing that this follows from the other
assumptions made.

The paper is organized as follows: In Section II the notation
used in this paper is presented. Then in Section III we present

the precise definition of UPAS as we use it. Furthermore,
sufficient conditions for UPAS of a time-varying dynamical
system and a theorem for UPAS of cascaded systems are
presented. In Section IV the control objectives and a control-
oriented model of an USR are presented. The controllers
and guidance law proposed in this paper are then presented
in Section V, with an analysis of the resulting closed-loop
system. Then the simulation setup and results are presented in
Section VII. Finally, in Section IX conclusions are given.

II. PRELIMINARIES

A class K function is a continuous function α : R≥0 → R≥0

that is strictly increasing and satisfies α(0) = 0. If additionally
α(s) → ∞ when s→ ∞ then α ∈ K∞. A class L-function is
a continuous function σ : R>0 that is strictly decreasing and
σ(s) → 0 when s → ∞. A function β : R≥0 × R≥0 → R≥0

is said to be of class KL if β(·, t) ∈ K for all t ∈ R≥0 and
β(s, ·) ∈ L for all s ∈ R≥0. A closed ball of radius δ centered
at the origin is denoted by Bδ := {x ∈ Rn : |x| ≤ δ} where
| · | is the Euclidean norm, and its interior is denoted B̊δ . We
define |x|δ := infz∈Bδ

|x−z|, and the subset H(δ,∆) := {x ∈
Rn | δ ≤ |x| ≤ ∆}. The definitions for UAS of a ball used in
this paper are the same as presented in [18], and are restated
here for completeness. Consider a system

ẋ = f(t, x), (1)

where x ∈ Rn, t ∈ R≥0 and f : R≥0×Rn → Rn is continuous
in t, and Lipschitz in x. Additionally, we define δ and ∆ as
nonnegative numbers such that ∆ > δ.

Definition 1: (Uniform stability of a ball) The ball Bδ is
said to be uniformly stable on B∆ for system (1) if there
exists a class K∞ function α such that the solutions of (1)
from any initial state x0 ∈ B∆ and any initial time t0 ∈ R≥0

satisfy |x(t, t0, x0)|δ ≤ α(|x0|) for all t ≥ t0.
Definition 2: (Uniform attractiveness of a ball) The ball Bδ

is said to be uniformly attractive on B∆ for system (1) if there
exists a class L function σ such that the solutions of (1) from
any initial state x0 ∈ B∆ and initial time t0 ∈ R≥0 satisfy
|x(t, t0, x0)|δ ≤ σ(t− t0) for all t ≥ t0.

Definition 3: (UAS of a ball) The ball Bδ is said to be
uniformly asymptotically stable on B∆ for the system (1) if it
is both uniformly attractive and uniformly stable on B∆.

III. UNIFORM PRACTICAL ASYMPTOTIC STABILITY

In this section we provide Lyapunov sufficient conditions
for UPAS of a time-varying nonlinear system, and we present
results on the stability of cascaded systems consisting of UPAS
sub-systems.

A. UPAS Definition

The definition of UPAS is presented in [19] and is re-
stated here for completeness. We consider parameterized time-
varying dynamical systems on the following form:

ẋ = f(t, x, θ), (2)
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where x ∈ Rn, t ∈ R≥0, θ ∈ Rm is a constant parameter,
typically a control gain that can be tuned and f : R≥0×Rn×
Rm → Rn is locally Lipschitz in x and piece-wise continuous
in t and θ.

Definition 4: (UPAS) Let Θ ⊂ Rm be a set of parameters.
The system (2) is said to be Uniformly Practically Asymptoti-
cally Stable (UPAS) on Θ if for some ∆ > 0, for any positive
δ < ∆ there exists θ∗(δ) ∈ Θ such that the ball Bδ is UAS
on B∆ for the system (2).
Note that this is a local adaptation of UGPAS and USPAS
as presented in [16] and [18]. Specifically, if the radius ∆ of
B∆ can be increased arbitrarily by the choice of parameters,
the definition extends to that of USPAS, and if ∆ → ∞
regardless of the parameters selected, then it becomes the
definition of UGPAS. The set of parameters for which the
UPAS property holds is defined as Df (a, b) := {θ ∈
Rm | Ba is UAS on Bb for (2)}.

B. Lyapunov Sufficient Conditions for UPAS

The following theorem is an adaptation of Theorem 10 in
[18] and gives sufficient conditions for a system on the form
(2) to be UPAS.

Theorem 1: (Lyapunov sufficient conditions for UPAS)
Suppose that there exists a ∆ > 0 such that, for any positive
δ < ∆ there exist a parameter θ∗(δ) ∈ Θ, a continuously
differentiable function Vδ : R≥0 × Rn −→ R≥0, and class K-
functions αδ , αδ and αδ , such that for all x ∈ H(δ,∆), and
all t ∈ R≥0

αδ(|x|) ≤ Vδ(t, x) ≤ αδ(|x|), (3)

∂Vδ
∂t

(t, x) +
∂Vδ
∂x

(t, x)f(t, x, θ∗) ≤ −αδ(|x|), (4)

lim
δ→0

α−1
δ ◦ αδ(δ) = 0. (5)

then the system (2) is UPAS on the parameter set Θ.
The proof of Theorem 1 is given in Appendix B. It is worth
stressing that the K functions involved in (3) - (4) typically
depend on the the value of the parameter θ, which is itself
tuned to reach a given steady-state precision δ. In other words,
these K functions typically depend on δ, as indicated by the
subscript. This is what makes condition (5) nontrivial.

The conditions stated in Theorem 1 are similar to those
given in [19, Corollary 2], but differ in how the bounds (3),
which V has to satisfy, are defined. In [19, Corollary 2] the
bounds are given in terms of powers of the norm of the state,
in particular the same power for both the lower and upper
bound, and the bounds also depend on a set of functions of
the system parameters. Here the bounds are given in terms of
arbitrary class K functions which depend on δ instead of the
parameter θ.

C. UPAS of Cascades

We consider the cascaded system

ẋ1 = f1(t, x1, θ1) + g(t, x, θ)x2, (6a)
ẋ2 = f2(t, x2, θ2), (6b)

where x := [xT1 , x
T
2 ]
T ∈ Rn1 × Rn2 are the states, θ :=

[θT1 , θ
T
2 ]
T ∈ Rm1 × Rm2 are the parameters, t ∈ R≥0, f1, f2

and g are locally Lipschitz in the states and parameters, and
piece-wise continuous in time. The subsystems (6a) and (6b)
are the driven and driving subsystem, respectively, and ẋ1 =
f1(t, x1, θ1) will be referred to as the nominal dynamics of
the driven subsystem. Additionally, we make the assumption

Assumption 1: (Boundedness of the interconnection term)
The function g is uniformly bounded both in time and parame-
ters, i.e there exists a nondecreasing function G : R≥0 → R≥0

such that, for all x ∈ Rn1 × Rn2 , all θ ∈ Θ1 × Θ2 and all
t ∈ R≥0

|g(t, x, θ)| ≤ G(|x|). (7)
To establish UPAS of cascaded systems on the form given

by (6), an adaptation of Theorem 13 in [18] is made. The
following assumptions are made:

Assumption 2: (UPAS of the driving subsystem)
The driving system (6b) is UPAS on Θ2.

Assumption 3: (UPAS of the driven subsystem)
For some ∆1 > 0 and any δ1 such that ∆1 > δ1 > 0, there
exist a parameter θ∗1(δ1) ∈ Θ1, a continuously differentiable
function Vδ1 , and class K functions αδ1 , αδ1 and αδ1 such that
conditions (3), (4) and (5) are satisfied with these functions,
and a continuous positive nondecreasing function cδ1 exists
such that for all x1 ∈ H(δ1,∆1) and all t ∈ R≥0∣∣∣∣∂Vδ1∂x1

(t, x1)

∣∣∣∣ ≤ cδ1(|x1|). (8)

In [20], we also assumed that solutions of (6) starting suffi-
ciently close to the origin are bounded. However, it can be
shown that boundedness of solutions follows from Assump-
tions 2-1. We summarize this in the following proposition:

Proposition 1: (Boundedness of solutions)
Given Assumptions 1-3, then there exist positive constants
∆0, δ1, δ2, γ such that the trajectories of (6) with θ = θ∗,
where θ∗1(δ1) ∈ Θ1 is given by Assumption 3 and θ∗2 ∈
Df2(δ2,∆2) ∩Θ2, satisfy

|x0| ≤ γ ⇒ |x(t, t0, x0, θ∗)| < ∆0, ∀t ≥ t0 (9)
The proof of Proposition 1 is given in Appendix B. It is worth
noting that the proof only requires |x2(t)|δ2 to be bounded
by a class K function, not class KL. As a consequence, the
conditions of Proposition 1 could be relaxed for the driving
subsystem, requiring only that there is a ball Bδ2 which is
US on some B∆2 . With Proposition 1, we can now restate the
theorem from [20] with fewer conditions:

Theorem 2: Under Assumptions 1-3 the cascaded system
(6) is UPAS on Θ1 ×Θ2.
The proof of Theorem 2 is given in Appendix C.

IV. CONTROL-ORIENTED MODEL

A detailed model of a USR, where the full kinematics and
dynamics of a planar snake robot with revolute joints are
considered, is presented in [21]. The complexity of this model
makes it less appropriate for the design of control systems
and motion planning. A simplified control-oriented model was
thus developed for terrestrial snake robots in [22]. It was
extended to include hydrodynamic effects for USRs in [23],
and developed further in [24], where constant ocean currents
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were added. In the control-oriented model it is assumed that
during undulatory motion the motion of the angular joints can
be approximated by prismatic joints, where all joints point in
the heading direction of the USR, as illustrated in Fig. 1. In
this paper we allow the component of the current along the
y-axis to be time-varying. The control-oriented model is then
given by:

ϕ̇ = vϕ, (10a)
η̇ = r, (10b)
ṗx = vt cos η − vn sin η + Vx, (10c)
ṗy = vt sin η + vn cos η + Vy(t), (10d)

v̇ϕ = −cn
m

vϕ +
cp
m
vtADTϕ+

1

m
DDTu, (10e)

ṙ = −λ1r +
λ2

Nl − 1
vtē

Tϕ, (10f)

v̇t = − ct
m
vt +

2cp
Nlm

ēTϕvn − cp
Nlm

ϕTAD̄vϕ

+ r(Vx sin η − Vy(t) cos η)− V̇y(t) sin η,

(10g)

v̇n = −cn
m
vn +

2cp
Nlm

ēTϕvt

+ r(Vx cos η + Vy(t) sin η)− V̇y(t) cos η.

(10h)

Here ϕ contains all the relative Nl − 1 joint angles ϕi while
η denotes the heading of the snake robot. The position of
the USR is given by [px, py]

T . The angular velocity of the
joints is given by vϕ, while the angular velocity of the
heading is given by r. The velocities relative to the ocean
current are given by vt and vn, respectively. Additionally,
current velocity is given by [Vx, Vy(t)]

T , where Vy(t) is
time-varying and bounded. Additionally we define |Vα| to
be the upper bound of the magnitude of Vy(t). Furthermore,
λi > 0 are constants that characterize the rotational dynamics.
The coeffcients ct > 0, cn > 0 are the drag coefficients
in the tangential and normal directions, respectively, while
cp > 0 is the propulsion coefficient. The actuation torque
from the motorized joints is given by u. The summation
vector is denoted as ē = [1, ..., 1]T ∈ RNl−1, and the
matrix D̄ = DT (DDT )−1. The A and D are given by

D =

[
1 −1

. . . . . .
1 −1

]
, A =

[
1 1

. . . . . .
1 1

]
.

Direction of movement

Direction of movement

Fig. 1: Illustration of the transformation between the complex
model at the top, and the control-oriented model, at the bottom.

V. CONTROL DESIGN

A. Control Objectives and Approach

The approach presented in this paper is inspired by [9], [10],
[13], and developed for the control-oriented model presented
in Section IV. However, because the proposed controller is
designed to handle time-varying references and disturbances,
the hierarchical approach as used in these papers, can not be
used in our control design and analysis. Moreover, both the
attitude and the initial position require restrictions of initial
states to converge to their desired values. Therefore, theory for
global or semiglobal stability properties will not be applicable,
and we instead show local properties. Furthermore, the time-
varying current introduces nonvanishing perturbations, which
in turn lead to solutions converging towards a vicinity around
the origin. Therefore, a cascaded system approach based on
the results of Section III is utilized.

Motion pattern generatorGuidance law

Attitude controller

Velocity controller

Joint controller

Position reference

USR

Full-state
feedback

Fig. 2: Block diagram of control system.

The control objective is to stabilize the position close to the
desired position

lim sup
t→∞

|ex(t)| ≤ δx, lim sup
t→∞

|ey(t)| ≤ δy, (11)

where, ex and ey represent horizontal and vertical position
error variables, respectively, with corresponding errors from
the desired position denoted as δx and δy , which can be
arbitrarily diminished by choice of system parameters. To
achieve this, each link’s joint angle ϕi is controlled to follow
a sinusoidal gait, which has been shown to induce forward
motion in [25]. The sinusoidal gait is given by

ϕd,i = αγ1(i) sin (λ+ (i− 1)δ) + g2(ϕ0), (12)

where α is the amplitude, γ1(i) is a scaling function that varies
the amplitude along the snake body, and δ is the phase shift
between adjacent joints. The frequency and turning parameters
are the variables λ and ϕ0. A saturation function g2 is designed
to be strictly increasing and twice differentiable in the range
[ϕ0,min, ϕ0,max]. The control system is illustrated in Fig. 2.
The guidance law generates a reference tangential velocity
Vd and angular velocity rd, driving the USR towards the
desired position. The motion pattern generator then generates
the sinusoidal gait pattern, where the gait frequency is used
to control the velocity, and the turning parameter is used to
control the angular velocity to achieve the references given by
the guidance law. Finally, the joint controller calculates the
input torque ui for each joint to follow the desired sinusoidal
pattern. The inputs and reference joint angles are assembled
into the vectors u ∈ RNl−1 and ϕd ∈ RNl−1, respectively. To
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drive the joint angles to the desired values, the time derivatives
ϕ̇d and ϕ̈d are needed, as will be shown in Section V-B.
Therefore, it is natural to use the second derivatives of the
gait frequency and turning parameters as virtual inputs when
designing the velocity and attitude controllers, λ̈ = uλ and
ϕ̈0 = uϕ.

B. Joint Controller
To achieve the desired relative angles, the following feed-

back linearizing controller is proposed

u = m(DDT )−1[
cn
m

vϕ −
cp
m
vtADTϕ+ ū]. (13)

We choose ū = ϕ̈d−Kϕ,1
˙̃
ϕ−Kϕ,2ϕ̃, where Kϕ,1, Kϕ,2 > 0,

and ϕ̃ = ϕ− ϕd. Inserting (13) into (10e) yields

¨̃
ϕ+Kϕ,1

˙̃
ϕ+Kϕ,2ϕ̃ = 0, (14)

We can then state the following proposition, which will be
used in the analysis of the complete system through Proposi-
tions 3-7.

Proposition 2: The origin of the system (14) is uniformly
globally exponentially stable (UGES).

Proof: Since Kϕ,1 and Kϕ,2 are positive definite ma-
trices, the system (14) is a linear time-invariant system with
negative eigenvalues, and thus the origin is UGES.

C. Velocity Controller
The objective of the velocity controller is to adjust the

frequency of the sinusoidal gait (12) so that limt→∞ vt = Vd.
The control input uλ appears in the second derivative of the
relative tangential velocity dynamics. Therefore, we employ
an integrator backstepping approach to design the velocity
controller. We define the error variables z1 := vt − Vd and
z2 := λ̇−ζ1, where ζ1 is a virtual control input, which is used
to stabilize z1. The error dynamics are derived by considering
(10g) and (12), and defining ψ1(·) such that

ż1 =− ct
m
vt + ψ1(t, vn, vθ, η)−Xϕϕ̇0

−Xλ(ζ1 + z2) + g1(ϕ̃,
˙̃
ϕ),

(15)

where we define B̄ := AD̄ and

g1(t, ϕ̃,
˙̃
ϕ) := −cp((2ϕ̃+ ϕd)

T B̄
˙̃
ϕ+

˙̃
ϕT B̄ϕ̇d)

Nlm
, (16a)

Xϕ :=
cp
Nlm

ϕTd B̄, (16b)

Xλ := Xϕα[cos(λ) + ...+ cos(λ+ δ(Nl − 1))]. (16c)

We choose the virtual control input as

ζ1 =
− ct
m
Vd − ψ1(t, vn, vθ, η)−Xϕϕ̇0 +Kλ,1z1

Xλ
, (17a)

ζ1 =
ζ∗1 −Xϕϕ̇0

Xλ
. (17b)

The derivative of the second error variable z2 is the found as

ż2 = uλ −
ζ̇∗1
Xλ

+
Ẋλ(ζ

∗
1 +Xϕϕ̇0)

X2
λ

− Xϕϕ̈0 + Ẋϕϕ̇0
Xλ

. (18)

The control input is then selected as

uλ =
ζ̇∗1 + Ẋϕϕ̇0

Xλ
− Ẋλ(ζ

∗
1 +Xϕϕ̇0)

X2
λ

−Kλ,2z2+Xλz1. (19)

By inserting the virtual input (17) and the control input (19),
the closed-loop system is then given by

ż1 = −
( ct
m

+Kλ,1

)
z1 −Xλz2 + g1(t, ϕ̃,

˙̃
ϕ), (20a)

ż2 = −Kλ,2z2 +Xλz1 +
Xϕ

Xλ
uϕ. (20b)

We define the parameter set φ1 := [φ2,φ3]
T , where φ2 :=

[Kϕ,1,Kϕ,2]
T and φ3 := [Kλ,1,Kλ,2]

T , and state variables
x1 := [z1, z2]

T and x2 := [ϕ̃,
˙̃
ϕ]T . The cascaded system can

then be written as

ẋ1 = f1(t,x1,x2,φ2) + gλ(t,x2)x2, (21a)
ẋ2 = f2(x2,φ3), (21b)

where the dynamics and interconnection-term are given by
(14), (20) and (16a).

Proposition 3: The cascaded system (21), with the back-
stepping controller (19) is UPAS on φ1 and the solutions are
globally uniformly bounded (GUB).

Proof: Consider the Lyapunov function defined as V1 :=
(1/2)z21 +(1/2)z22 . From Proposition 2 it is known that x2 is
bounded. Furthermore, the references ϕd and ϕ̇d are bounded
by design. This implies that g1, Xϕ and Xλ are bounded. We
denote the bounds by g1,m, Xϕ,m and Xλ,m. The following
bound of the Lie derivative is then derived:

V̇1 ≤ −
[( ct
m

+Kλ,1

)
|z1| − g1,m

]
|z1|

−
(
Kλ,2|z2| −

Xϕ,m

Xλ,m
uϕ,m

)
|z2|,

(22)

where uϕ,m is the bound of the angular velocity control input.
The derivative (22) is negative definite for

|x1| >
g1,m

ct
m

+Kλ,1

+
Xϕ,m

Xλ,mKλ,2
|uϕ,m|. (23)

This means that x1 is GUB by Theorem 4.18 in [26]. From
the choice of V1 and (22) it follows that the driven subsys-
tem satisfies Assumption 3, and the interconnection term is
bounded.

Finally it is established in Proposition 2 that the driving
system is UGES. Then by Theorem 2 the system is UPAS on
the set of parameters.

D. Guidance Law and Attitude Controller

The guidance law presented in this paper is inspired by
[11]–[13]. The planar geometric path following guidance law
is modified to include a desired velocity uy along the y-axis
in addition to the velocity ux along the x-axis. The velocity
references will be designed to stabilize the position of the USR
in Section V-E. The goal of the attitude controller is to achieve
a desired orientation that drives the USR toward the desired
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position, using uϕ0
as input. The desired orientation is defined

as

Rd :=

ux − Vx
Vd

uy
Vd

−uy
Vd

ux − Vx
Vd

 , (24)

where Vd =
√
(ux − Vx)2 + (uy)2. This is illustrated in

Figure 3 below. We define the error function Ψ(R,Rd) as

Ψ(R,Rd) :=
1

2
tr[I −Rd

TR]. (25)

Furthermore, the derivative of Ψ(·) with respect to R is
defined as DRΨ(R,Rd) := eR, where eR is given by[

0 −eR
eR 0

]
=

1

2
(Rd

TR−RTRd). (26)

Fig. 3: Geometric representation of guidance law.

As in [13], the desired angular velocity is found to be[
0 −rd
rd 0

]
= Rd

T Ṙd. (27)

By defining y1 := r − rd and the choice of rd given by (27)
the following can be found

dΨ(R,Rd)

dt
= eRy1, (28a)

ėR = Cy1, (28b)

where |C| ≤ 1. The error function Ψ(R,Rd) ∈ [0, 2], where
Ψ(R,Rd) = 0 implies that the heading of the USR is aligned
with the desired orientation, while Ψ(R,Rd) = 2 implies that
the USR is pointed in the opposite direction of the desired
orientation. From (26) we see that eR = 0 when R = Rd and
R = −Rd, implying that there are two equilibrium points in
the dynamics of the orientation.

Motivated by [12], [13] we define the subset level L2 :=
{R ∈ SO(2)|Ψ(R,Rd) < 2}. The attitude controller is
designed to ensure that given some initial conditions, R
always lies in L2. The error dynamics are defined as y2 :=
g2(ϕ0) − χ1, y3 := ϕ̇0 − χ2, where χ1 and χ2 are virtual
inputs.

We define the interconnection term and sinusoidal gait
signals

g3(t, ϕ̃, z1) :=
λ2

Nl − 1
((z1 + Vd)ē

T ϕ̃+ z1ē
Tϕd), (29a)

α1(λ) := α[sin(λ), ..., sin(λ+ δ(Nl − 1))]T . (29b)

The virtual inputs are then selected as

χ1 =
λ1rd − λ2Vdα(λ)− ṙd −K1z1 −KReR

λ2Vd
, (30a)

χ2 =
1

∂g(ϕ0)/∂ϕ0
[χ̇1 − λ2Vdy1 −K2y2] , (30b)

uϕ = χ̇2 −
∂g(ϕ0)

∂ϕ0
y2 −K3y3. (30c)

This gives the following closed loop dynamics

ẏ1 = −(λ1 +K1)y1 + λ2Vdy2

−KReR + g3(t, ϕ̃, z1),
(31a)

ẏ2 =
∂g2(ϕ0)

∂ϕ0
y3 − λ2Vdy1 −K2y2, (31b)

ẏ3 = −∂g2(ϕ0)
∂ϕ0

y2 −K3y3. (31c)

We define x3 := [eR, y1, y2, y3]
T , x4 := [x1,x2]

T , φ4 :=
[K1,K2,K3,KR]

T , φ5 := [φ4,φ1]
T and the initial states

yi0. We then have the following cascaded system

ẋ3 = f3(t,x3,φ4) + g3(t,x4), (32a)
ẋ4 = f4(t,x4,φ1), (32b)

where f3, g3 and f4 are given by (31), (28) and (21). The
following proposition can then be made:

Proposition 4: Consider a system with dynamics (10) and
controller (30), and suppose that the initial conditions satisfy

Ψ(R(0),Rd(0)) < 2, (33a)

y210 + y220 + y230 < 2KR(2−Ψ(R(0),Rd(0))). (33b)

Then, for sufficiently small values of ϕ̃ and z1, and by
selecting K1 such that

g3,m
(λ1 +K1)

<< 2KR (34)

it can be shown that Ψ(R(0),Rd(0)) ∈ L2 ∀t.
Proof: We define V2:=

1

2
y21+

1

2
y22+

1

2
y23+KRΨ(R,Rd).

To ensure that Ψ(R(t),Rd(t)) < 2 the derivative of V2 has
to be negative definite when approaching the ball βr where
r = 2KR. From Proposition 3 it follows that z1 is bounded.
Furthermore Vd is bounded by design. We define g3,m and Vm
as the bound of the interconnection term and desired relative
tangential velocity, respectively. Then the following bound is
found for the derivative of the Lyapunov function

V̇2 ≤− (λ1 +K1)|y1|2 −K2|y2|2 −K3|y3|2

+ g3,m|y1|.
(35)

By selecting the gains as in (34), the Lyapunov function is
negative definite when approaching a circle with radius 2KR,
implying that if the initial values satisfy (33) the states are
bounded away from βr ∀t.
We now state a proposition for the cascaded system (32) to be
UPAS. Let λm(A) and λM (A) denote the largest and smallest
eigenvalues for a square matrix A.
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Proposition 5: Consider a system with dynamics (10) and
the controller given by (30) and assume that the bounds given
by (34) are satisfied and that

K2 >
λ2Vm
2,

(36a)

λm(M3,ϕ) >
λ2Vm
2

. (36b)

Then (32a) is UAS and the cascaded system given by (32) is
UPAS on φ5.

Proof: To show stability for the attitude dynamics, the
following bounds are used

1

2
||eR||2 ≤ Ψ(R,Rd) ≤

1

2− ψϕ
||eR||2, (37)

where Ψ(R,Rd) ≤ ψϕ < 2, which is derived and proven
in [12]. A new Lyapunov function is defined as V3 :=

V2 +
1

2
βϕeRy1, where βϕ is a positive constant. By using

the bounds (37), it can be shown that the Lyapunov function
is bounded by

xT3 Mϕ,1x3 ≤ V3 ≤ xT3 Mϕ,2x3, (38)

where

Mϕ,1=
1
2

[
KR −βϕ 0 0
−βϕ 1 0 0
0 0 1 0
0 0 0 1

]
,Mϕ,2=

1
2

 2KR

2−ψϕ
βϕ 0 0

βϕ 1 0 0
0 0 1 0
0 0 0 1

 . (39)

Selecting βϕ <
√
KR, the eigenvalues of Mϕ,1 and Mϕ,2 are

positive, and the following bounds can be used

λm(Mϕ,1)||x3||2 ≤ V3 ≤ λM (Mϕ,2)||x3||2, (40)

We consider the nominal part of the dynamics (31), and find
the following bound for V̇3

V̇3 ≤ −xT5

 βϕKR −βϕ(λ1 +K1)

2

−βϕ(λ1 +K1)

2
((λ1 +K1)− βϕ)

x5

−K2y
2
2 −K3y

2
3 + λ2Vdy2eR,

(41)

where x5 = [ |eR| |y1| ]T . By selecting

βϕ < min
{
(λ1 −K1),

4KR(λ1 +K1)

4KR + (λ1 +K1)2
,
√
KR

}
, (42)

the matrix in (41), which we denote as Mϕ,3, is positive
definite. Using Young’s inequality [27] the bound can be
rewritten as

V̇3 ≤ −λm(Mϕ,3)|y1|2 − (K2 −
λ2Vd
2

)y22

−K3y
2
3 − (λm(Mϕ,3)−

λ2Vd
2

)|eR|2.
(43)

The bound is negative definite if (36) are satisfied. This implies
that the origin is UAS for the nominal dynamics of x3.
Additionally all the conditions of Theorem 2 are satisfied and
the cascaded system is UPAS on the set of parameters.

E. Position and Sway Velocity Stabilization

In this section, we show that the sway velocity is GUB,
and that the position of the USR converges to some neighbor-
hood around the origin. Motivated by [6], the point which
defines the position of the robot is moved by a distance
ϵ = −2(N − 1)cp/Nlmλ2. The new coordinates are given
by

ėx = vt cos η − v̄n sin η + Vx, (44a)
ėy = vt sin η + v̄n cos η + Vy(t), (44b)
˙̄vn = X(η)r − Y v̄n − V̇y(t) cos η, (44c)

where, X(η) = ϵ(cn/m − λ1) + Vx cos η + Vy(t) sin η, and
Y = cn/m. We define φ6 = [Y,φ5]

T .
Proposition 6: Consider the USR described by (10), with

the controllers (13), (19), (30) and the guidance law given in
Section V-D. Then the transformed sway velocity v̄n is GUB
and the cascaded system is UPAS on φ6.

Proof: We consider (44c) and rewrite the equation to

˙̄vn = X(η)rd − Y v̄n +X(η)y1 − V̇y(t) cos η. (45)

We define V4 := (1/2)v̄2n, and the derivative is bounded by

V̇4 ≤ −Y v̄2n + (|Vα|+ |XM |(|rd|+ |y1|))|v̄n|, (46)

where XM = (|X| + |Vx| + |Vα|). By Proposition 5, y1 is
bounded. Furthermore rd is bounded by design. We define the
upper limit of y1 + rd as rM . By inserting this we get

V̇4 ≤ −Y v̄2n + (|Vα|+ 2|XM ||rM |)|v̄n|, (47)

which is negative definite for |v̄n| > (|Vα| + 2|XM ||rM |)/Y
and therefore uniformly bounded by Theorem 4.18 in [26].
The nominal system is UPAS by Theorem 1, and V4 satisfies
the conditions of Assumption 3. The conditions of Theorem
2 are thus satisfied, and the cascaded system is UPAS on φ6.

To stabilize the position of the USR, it is necessary for the
guidance law to be well defined, meaning that Vd ̸= 0. The
components ux, uy of the guidance law serve as control inputs
for the position, and are selected as ux = −kex and uy =
−key . Additionally it is assumed that (−kex−Vx) > 0, which
implies that the USR always approaches the desired position
from such a direction that the current component along the
x-axis runs towards the USR.

Our goal is to design a controller that stabilizes the position
of the USR at some desired position close to a bluff body.
For efficient movement and energy harvesting purposes this
would be downstream in the wake of an object. Therefore
the assumption that the USR moves against the current is
reasonable. We define η̃ := η − ηd and φ7 = [k,φ6]

T .
Proposition 7: Consider an USR described by (10), with

the controllers (13), (19), (30) and the guidance law given in
Section V-D. Furthermore, assume that the USR is moving
against the current component along the x-axis, such that
(−kex− Vx) > 0. Additionally, assume the attitude error η̃ is
small and bounded such that it satisfies (48).

(1− |η̃|2

2
) > 0. (48)
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Then the position errors |ex| and |ey| are GUB and the
cascaded system is UPAS on φ7.

Proof:

|V̇5| ≤ −k
(
1− η̃2

2

)
(|ey|2 + |ex|2)

+

(
|Vα|+ |ṽn|+ |z1|+ Vx(η̃ +

η̃2

2
)

)
(|ey|+ |ex|)

(49)

By Proposition 4 the error variable η̃ is bounded. For V̇5 to
be negative definite the bound of the error of the angle has to
satisfy (48). Assuming that this condition is satisfied, it can
be shown that the position errors are uniformly bounded and
that the nominal dynamics of the position errors are UPAS.
Furthermore, it can be seen that V5 satisfies the conditions of
Assumption 3. The conditions of Theorem 2 are satisfied and
the cascaded system is UPAS on φ7.

VI. SIMULATION MODEL AND METHOD

In this section, we will describe the high-fidelity model used
to validate the system consisting of an articulated swimmer
and the proposed controllers. First we describe the coupled
solver algorithm used and the multi-body system (MBS)
solver. Then, the implementation and some adjustments made
to the controllers developed in Section V are discussed.

A. Coupled Solver
This section shortly summarizes the algorithm used to

simulate a two-dimensional articulated swimmer in a complex
fluid environment with fluid-structure interaction. The method
is presented in [2] and relies on vortex particle-mesh (VPM)
techniques coupled with a MBS solver. We first present the
VPM method.

The VPM method solves the incompressible flow past
deforming objects by using the velocity-vorticity formulation
of the Navier-Stokes equations,

Dωf
Dt

= (ωf · ∇)uf + ν∇2ωf , (50a)

where D/Dt denotes the Lagrangian derivative, uf is the
velocity field, ν is the kinematic viscosity and ωf is the
vorticity field. The method is summarized in Algorithm 1.

The first step in Algorithm 1 consists of recovering the
velocity field from the vorticity field. Then, in the projection
step, the fluid evolves as if the swimmer is not present. The
resulting velocity field and position of particles, unf and x,
are then used to predict the linear and angular momentum,
P proj and Iproj, of the swimmer. The resulting forces and
moments are given by F proj and M proj, respectively. The
hydrodynamical forces and moments are obtained through a
mapping F and given by τ hyd, while the actuation forces are
given by τ act. The MBS solver then computes the generalized
coordinates given by q = [x1, y1, θ1, ϕ1, . . . , ϕNl−1]

T , where
Nl is the number of links, from the equations of motion. The
horizontal and vertical position of the center of mass of the
swimmer are given by pcm = [x1, y1]

T , while θ1 is the abso-
lute orientation of the first link. The relative angles between the
links are given by [ϕ1, . . . , ϕNl−1]. An example configuration

is shown in Fig. 4. The configuration is then translated into a
characteristic function that describes the swimmer’s shape χs
through the mapping G. The velocity field of the structure
is represented by us, which is found in a similar fashion
through the mapping H. The no-slip condition is then enforced
by use of Brinkman penalization in (55a), resulting in the
new velocity and vorticity fields, uλ and ωλ respectively.
The forces and moments resulting from constraining the fluid,
F pen and M pen, are calculated in (55c) and (55d). Finally, the
vorticity field is updated in (56a). Additionally, the time-step
is constrained so that ∆tn ≤ min{C, h2/2ν,∆tmax} where
∆tn = (tn+1−tn), C are the Lagrangian Courant-Friedrich-
Levy conditions (LCFL) [2], and h is the uniform spacing in
the Cartesian discretization grid. The (LCFL) conditions may
allow for time-steps that destabilize the MBS solver, therefore
the time-step is constrained by a maximal time-step ∆tmax

which was found empirically.

B. Multibody System Solver
The equations of motion for a USR are presented in this

section. A detailed model of a USR, where the full kine-
matics and dynamics of a planar snake robot with revolute
joints are considered, is presented in [21]. The model uses
Taylor’s resistive [28] and Lighthill’s reactive [29] models for
the hydrodynamical effects on the USR. Both these models
are dependent on assumptions on the flow regime and the
geometry of the swimmer. Additionally, the model presented
in [21] does not allow for fluid-structure interaction and the
current is assumed to be constant and irrotational. Therefore,
we use the coupled algorithm presented in Section VI-A,
where the hydrodynamical forces and moments are generated
by the computational fluid dynamics (CFD) Algorithm 1.

We define the orientation and position along the x and y-
axis of link i as θi, xi and yi, respectively. Additionally, the
position of the center mass of the snake robot is defined as pcm.
The forces along the x and y-axis, and moments acting on link
i, generated by the CFD, are defined as fhx,i, fhy,i and τh,i,
respectively. Furthermore, we define F = [F x,F y]

T , F x =
[fhx,1, fhx,2, ..., fhx,Nl

] and F y = [fhy,1, fhy,2, ..., fhy,Nl
].

Where Nl is the number of links.
The equations of motion are given by

Mθθ̈ +W θθ̇
2
+Qθ(F ) + τ hyd = −DTu, (57a)

p̈cm =
1

Nlm

[
eTF x

eTF y

]
, (57b)

where

M θ = JINl +ml2SθV Sθ +ml2CθV Cθ, (58a)

W θ = ml2SθV Cθ −ml2CθV Sθ, (58b)

Qθ(F ) =

[
−lSθKF x

lCθKF y

]
, (58c)

V = AT (DDT )−1A, (58d)

K = AT (DDT )−1D. (58e)

The matrices with the subscript θ are dependent on θ, the
functional argument is omitted to conserve space. The equa-
tions are on the same form as presented in [30] for land-based
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Fig. 4: Configuration of swimmer with five links.

Algorithm 1 Coupled Solver
While: tn ≤ tEnd

1: Retrieve velocity field from vorticity field by solving the
Poisson equation

∇2unf = −∇× ωnf . (51)

2: Calculate projection forces and moments

P n+1
proj =

∫
Ω

ρfχ
n
su

n
fdx, F n+1

proj =
P n+1

proj − P n
proj

∆tn
,

(52a)

In+1
proj =

∫
Ω

ρfχ
n
f (x× unf )dx, Mn+1

proj =
In+1

proj − Inproj

∆tn
.

(52b)

3: Time integration of MBS and update swimmer position
and velocity

τn+1
hyd = F(F n+1

proj + F n
pen,M

n+1
proj +Mn

pen), (53a)

τn+1
act → provided by a control law, (53b)

MBS solver computes qn+1 and q̇n+1 for tn+1 = tn +
∆tn with the forces calculated.

χn+1
s = G(qn+1), un+1

s = H(qn+1, q̇n+1). (54a)

4: Penalization of vorticity field and calculation of penaliza-
tion forces and moments

un+1
λ =

un + λf∆t
nχn+1

s un+1
s

1 + λf∆tnχ
n+1
s

, (55a)

ωλ = ∇× un+1
λ , (55b)

F n+1
pen =

∫
Ω

λfρfχ
n+1
s (un+1

λ − un+1
s )dx, (55c)

Mn+1
pen =

∫
Ω

λfρfχ
n+1
s x× (un+1

λ − un+1
s )dx. (55d)

5: Time integration of vorticity field

∂ωλ
∂t

= ν∇2ωλ −∇ · (uλωλ) (56a)

ωn+1
f = ωn+1

λ (56b)

End while.

snake robots, however, hydrodynamical forces and moments
from the CFD are used instead of friction forces. The length,
mass and moment of inertia of the links are given by l, m and
J , respectively.

The orientation of each link is transformed to the gen-
eralized coordinates used in the CFD given by ϕ̄ =
[q3, q4, ..., qnq

]T . The transformation is given by

ϕ̄ = H−1
ϕ θ, (59)

where

Hϕ =

 1 0 ... 0 0
1 1 ... 0 0
...

. . .
...

1 1 ... 1 0
1 1 ... 1 1

 ∈ RN×N . (60)

The position of the center of mass of each link can be found
through the transformation

p =

[
x
y

]
=

[
−lKT cosθ + eq1
−lKT sinθ + eq2

]
, (61)

where x = [x1, x2, . . . , xNl
]T , y = [y1, y2, . . . , yNl

] and θ =
[θ1, θ2, . . . , θNl

]. Furthermore, the heading of the USR is taken
to be the average orientation of the links

θ̄ =
1

Nl

Nl∑
i=1

θi. (62)

C. Controller Adjustments for Implementation
The control-oriented model (10) approximates the complex

model presented in [21]. The drag coefficients in the normal
and tangential directions are assumed to be constant, and
the added mass effects and nonlinear drag are assumed to
be negligible. Furthermore, the orientation of each link is
approximated as the forward direction of the USR, which may
be a poor approximation during sharp turns and operation in
conditions with significant disturbances. These assumptions
may lead to poor performance if the controllers presented in
Section V are implemented directly. Therefore, we make slight
adjustments to the controllers to improve performance.

The joint controller, velocity controller, and attitude con-
troller all rely on canceling parts of the dynamics, including
the tangential and normal drag coefficients ct and cn. In the
high-fidelity simulations, however, we see that these cancella-
tions lead to worse performance. A probable cause for this can
be that in the high-fidelity simulations, the drag coefficients
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are likely to be time-varying or we may not have knowledge
about the exact values. In addition, the cancellation terms are
designed to perfectly match with a simplified model. Therefore
we removed these cancellations when the controllers were
implemented for the high-fidelity simulation. After making
this change, significant deviations from the desired forward
velocity still occurred. We hypothesize that this was due to
the assumption of perfect cancellation in the analysis, together
with unmodelled dynamics, which were not included in the
control-oriented model. To combat this, an integral effect
was included in the velocity controller in the high-fidelity
simulations.

The attitude controller derived in Section V-D requires
knowledge of the current and desired angular jerk and desired
angular snap. Calculating these values would only be possible
with knowledge of higher-order derivatives of the high-fidelity
model, which is not available. Furthermore, the heading of
the high-fidelity model is given by the average orientation of
the links (62), and therefore we expect this to be a smoother
input the more links the swimmer has. In our simulations the
swimmer has few links, resulting in a fast-changing signal. The
fast-changing signal with the controller presented in Section V-
D results in high-frequency oscillations in the control input,
which is not desirable. To combat these problems, we use the
turning angle g2(ϕ0) directly as input instead of the second
derivative ϕ̈0. Then, a third-order low-pass filter (LPF) is
implemented to approximate the average input ĝ2(ϕ0) and the
approximated derivatives ˙̂g2(ϕ0) and ¨̂g2(ϕ0), as these are still
required for the joint controller references. Analysis of the
attitude controller with the new input is given in Appendix D.

VII. SIMULATION STUDY OF CONTROL-ORIENTED
MODEL

In this section we present simulation results and discuss the
performance of the controller. First, we will use the control-
oriented model as simulation model, to validate the theoretical
results in the ideal case.

A. Simulation Setup

The control-oriented model (10) with the controllers pre-
sented in (13), (19) and (30), was implemented in MAT-
LAB2020B. The analytical expressions for the time derivatives
of the attitude reference signal are not used due to com-
plicated calculations and long expressions. Instead, a third
order low-pass filter is used to approximate these signals. The
velocities of the currents along the x and y-axis, is given by
Vx = −0.08m/s and Vy−0.2 sin(0.2t)m/s. Incorporating this
change into the the analysis is a theoretical gap that might be
addressed in future research. The parameters used are given
in Table I.

B. Simulation Results

Fig. 5a and Fig. 5b show that the USR converges to a desired
position along the x-axis while oscillating about the desired
y-position. Note that the amplitude of the oscillations can be
reduced or increased by tuning the parameters φ7. This is

shown in Figure 5a, where three cases have been plotted with
different values for k. It can be observed that as k increases the
amplitude decreases, as expected from the UPAS properties.
The path of the USR is shown in Fig. 5c. Furthermore, from
Fig. 5d it can be seen that the norm of the input is bounded.
The plot also includes a close up of the input signal, showing
that it is continuous and oscillatory. The velocity is shown
in Fig. 5e, with an excerpt showing that the velocity reaches
the reference after approximately 2s. While the analysis gave
only practical stability properties for the system, there is no
visible deviation from the desired value. This might be due
to either the gain being high or the nonvanishing perturbation
uϕ being small, resulting in a very small deviation from the
desired value. The angular velocity, shown in Fig. 5f, is slower
and requires roughly 100s to reach the desired value. This
might be due to the attitude error being dependent on both the
velocity and relative joint angle error. These errors are high in
the first few time-steps, which may be the cause of the angular
velocity deviating. Another reason could be the use of a low-
pass filter to approximate the time-derivatives of the reference
angular velocity, since it takes time before the output from the
low-pass filter becomes a good approximation.

VIII. SIMULATION STUDY HIGH-FIDELITY SIMULATION

A. High-Fidelity Simulation Setup
This section presents the parameters used during the high-

fidelity simulation. The Reynolds number is selected as Re =
100 for all simulations with a computational domain size given
by [0.0, 2.0]m× [0.0, 1.0]m with a discretization grid resolu-
tion of [512, 256]. The current along the x-axis is constant
and given by −0.5m/s, while the current along the y-axis
is time-varying and set to −0.01 sin (0.1t)m/s. The initial
position of the USR is set to [0.50, 0.525]. The remaining
parameters used in the simulations are given in Table II. The
swimmer dimensions are illustrated in Fig. 6, where the length
and width from the center are given by a and b, respectively.
The length from the tip of the ellipse to the rotational joint is
given by c. The kinematic viscosity is given by ν = Vm(2a)

Re ,
where Vm is the maximal tangential velocity reference. In our
case, we calculate that with the given initial position and gains
for the guidance law, the forward velocity reference varies
between [−0.16, 0.16]m/s. For positions further away from
the desired position, it would be beneficial to saturate the
desired velocity, due to it being dependent on the distance to
the desired position. See Fig. 7 for a snapshot of the simulation
of the swimmer moving into position.

B. High-Fidelity Simulation Results
The USR slowly converges to the desired position along the

x-axis over about 50s as can be seen in Fig. 8b. The position
deviates a little from its desired value and is also not held as
steadily compared to the simulation of the simplified model,
shown in Fig. 5b. This is not unexpected, as there are more
disturbances and unmodelled dynamics present in the high-
fidelity simulation. The position along the y-axis is shown
in Fig. 8a, where it can be seen that it oscillates about its
desired setpoint, similarly to the results from the simulation
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TABLE I: Simulation parameters for ideal case

Nl m ct cn cp λ1 λ2 α γ1(i) Kϕ,1

10 1.56 4.45 17.3 35.7 6 120 7 cm 1 3

Kϕ,2 Kλ,1 Kλ,2 KR K1 K2 K3 k δ ϕ0,max
6 2 2 1 2 1 1 0.05 40◦ 40◦

0 100 200 300 400 500 600
Time [s]

-1

-0.5

0

0.5

1

1.5

2

P
os

iti
on

 [m
]

(a) Position along y-axis of the
USR.
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(b) Position along x-axis of the
USR.
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(f) Angular velocity r and desired
angular velocity rd.

Fig. 5: Simulation results of the simplified control-oriented model.

of the simplified model in Fig. 5a. Furthermore, we see that
increasing the gain ky results in smaller oscillations about the
desired value, which is a property of UPAS. The deviation is
greater in the y-position than in x, due to the unknown time-
varying current. Like in the position along the x-axis, we see
high-frequency oscillation also in the position along y-axis.
The tangential velocity is shown in Fig. 8c, and a closer plot
of the first 50s is shown in Fig. 8d. It can be seen that the
tangential velocity tracks the desired velocity well. While it
does oscillate about the desired value, this is expected in a
complex environment, and the maximal deviation is approxi-
mately 0.02m/s. The angular velocity is shown in Fig. 8e, and
a close-up showing the first 50s is shown in Fig. 8f. While
there are large deviations from the desired angular velocity,
the desired and actual angular velocities appear to oscillate
about the same average value. These deviations may also be
why the positions along the x- and y-axis also have high-
frequency oscillations. The deviations are expected since the
heading of the USR is defined as the average heading of
the links, and the simulated swimmer only has 8 links. We
hypothesize that increasing the number of links would yield
better performance. Additionally, the input used for the attitude
controller is processed through a third-order LPF as mentioned
in Section VI-C, which gives an averaging effect in the input
to angular velocity, while also introducing some phase-shift.

Fig. 7: Snapshot from the high-fidelity simulation of the USR
showing fluid-structure interaction.

This may also contribute to the observed deviations.

Fig. 6: Link and joint configuration.

IX. CONCLUSIONS

Previous work has established sufficient conditions for
uniform global practical asymptotic stability (UGPAS) and
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TABLE II: Simulation parameters high-fidelity simulation

Nl a b c ρf ρs λf ∆tmax Kϕ,1

8 0.03125m 0.2a 0.01m 997kg/m2 997kg/m2 104 0.001s 2

Kϕ,2 Kλ,1 Kλ,2 KR K1 λ1 λ2 m δ
2 1000 2000 200 100 6 120 0.61kg 60◦

kx ky ct cn cp ϕ0,max γ1(i) α
0.1 0.2 4.45 17.3 35.7 20◦ 1 40◦
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(a) Position along y-axis of the
USR in high-fidelity simulation.
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(b) Position along x-axis of the
USR in high-fidelity simulation.
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(c) Actual and desired tangential
relative velocity of the USR.
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(d) Actual and desired tangential
velocity of the USR, zoomed in.
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(e) Actual and desired angular ve-
locity of the USR.
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(f) Actual and desired angular ve-
locity of the USR, zoomed in.

Fig. 8: Results from the high-fidelity simulation study.

uniform semi-global practical asymptotic stability (USPAS)
for nonlinear time-varying dynamical and cascaded systems.
To our knowledge, there are no results for a local adaptation
of UPAS for cascaded systems. Therefore, Lyapunov sufficient
conditions for UPAS are provided, and it is proven that the
UPAS property is retained in cascaded systems.

This is used to design a controller that allows a USR to
achieve some desired position in the presence of time-varying
disturbances while moving against a constant current along the
x-axis. The system with the designed controller is proven to
be UPAS on the set of parameters. Furthermore, the theoretical
results are verified through a simulation study, both in the ideal
case matching a simplified model and through high-fidelity
simulations with a coupled solver to capture the fluid-structure
interaction. The results from the simulation study with high-
fidelity simulations and adaptations to the controllers indicate
that there are some deviations in the tracking of angular
velocity and tangential velocity. However, the position of
the USR reaches the desired position along the x-axis, and
oscillates about the desired position along the y-axis, overall
matching the behavior of the ideal case quite well.

APPENDIX

A. Proof of Theorem 1

The proof follows directly from the proof of Theorem 10 in
[16], Proposition 2 in [31] and Theorem 7.11 in [32], by setting
∆1 to be constant. The complete proof is provided here for
completeness. For a UPAS system, the region of attraction is
not required to be adjustable by choice of parameter. Therefore
the proof has to be adapted to the case where it is not required
that ∆ can be arbitrarily enlarged. Let ∆ > 0 be a positive
constant and choose ∆ > δ > 0 such that

α−1
δ ◦ αδ(δ) < ∆. (63)

Let Vδ and θ∗(δ) be generated by the assumptions. Then
applying Lemma 7.6 from [32] to Vδ , with k = 1, ensures
the existence of a continuously differentiable function Vδ and
class K-functions χ

δ
and χδ such that for all x ∈ X , with

X = H(δ,∆), and all t ∈ R≥0

χ
δ
(|x|) ≤ Vδ(t, x) ≤ χδ(|x|) (64)

∂Vδ
∂t

(t, x) +
∂Vδ
∂x

(t, x)f(t, x, θ) ≤ −kVδ(t, x) (65)

where
χ−1
δ

◦ χδ(s) = α−1
δ ◦ αδ(s), ∀s ≥ 0 (66)
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It then follows from (5) that

lim
δ→0

χ−1
δ

◦ χδ(δ) = 0. (67)

Furthermore, inverting (66) yields

χ−1
δ ◦ χ

δ
(s) = α−1

δ ◦ αδ(s), ∀s ≥ 0 (68)

Then by selecting a = δ and b = ∆ the requirements for
uniform boundedness as presented in Proposition 23 in [18]
are satisfied and we get that

|x0| ≤ ∆̄ =⇒ |x(t)| ≤ ∆, ∀t ≥ t0, (69)

where ∆̄ := χ−1
δ ◦χ

δ
(∆). This shows that solutions of initial

states in a ball B∆̄ never escape B∆. Applying Lemma 28
from [18] with X = H(δ,∆), k = 1 and c = 0 to (65) gives
that for any x0 ∈ B∆̄ and all t0 ∈ R≥0

|x(t)| ≤ α−1
δ ◦ αδ(δ) + α−1

δ

(
αδ(|x0|)e−(t−t0)

)
. (70)

Defining
βδ(s, t) := α−1

δ

(
αδ(s)e

−t) , (71)

δ̄ := α−1
δ ◦ αδ(δ), (72)

implying that ∀x0 ∈ B∆̄ and ∀t0 ∈ R≥0 the solution satisfies

|x(t)| ≤ δ̄ + βδ(|x0|, t− t0). (73)

It can be seen that βδ(|x0|, t− t0) is a class KL function and
from (67) that δ̄ can be arbitrarily diminished by choice of δ,
and by extension parameters θ.

B. Proof of Proposition 1
The main part of this proof consists of showing that so-

lutions of (6) starting sufficiently close to the origin do not
exit the ball B̊∆0

. Then, since by assumption the right-hand
side of (6) is locally Lipschitz everywhere in the state space,
by [26, Theorem 3.3] solutions starting at some time t0 and
which lie entirely in the compact set B̊∆0

are defined for all
time t ≥ t0, completing the statement (9).

We will prove that solutions of (6) starting sufficiently
close to the origin do not exit B̊∆0

by contradiction. Let
Assumptions 1-3 be satisfied, and assume that for any ∆0,
any δ1, any δ2 and any γ > 0, there exist solutions of (6) with
θ = θ∗, generated by δ1, δ2, starting from initial conditions
x0 ∈ B̊γ and which cross the boundary of B̊∆0

. The parameter
θ∗ consists of θ∗1 = θ∗1(δ1) generated by Assumption 3 and
θ∗2 ∈ Df2(δ2,∆2) ∩ Θ2. In other words, for any ∆0, any δ1
and any δ2, there are solutions of (6), with θ = θ∗ , starting
arbitrarily close to the origin which reach the boundary of
B̊∆0

. Then we can construct a sequence of initial conditions(
x0n

)
n∈N ⊂ B̊∆0

, limn→∞ x0n = 0 where for each n, there
exists an initial time t0n ≥ 0 and a finite Tn > 0 such that the
solution of (6) starting in x0n at time t0n reaches the boundary
of B̊∆0

after a time interval Tn, i.e.

t0n ≤ t < t0n + Tn ⇒ |x(t, t0n, x0n, θ∗)| < ∆0,

|x(t0n + Tn, t
0
n, x

0
n, θ

∗)| = ∆0

(74)

Since we assume (74) has to hold for any ∆0, let ∆0 <
min(∆1,∆2), where ∆2 and ∆1 follow from by Assump-
tions 2 and 3, respectively.

Now, we make use of the system properties similarly to the
reasoning in the stability proof in [18]. Consider a function
Vδ1 generated by Assumption 3, and let Lemma 27 in [18]
with X = H(δ1,∆1) and with the choice k = 1 generate a
function Vδ1 , class K functions χ

δ1
, χδ1 , and a continuous

nondecreasing function dδ1 such that∀x ∈ X and ∀t ∈ R≥0

χ
δ1
(|x|) ≤ Vδ1(t, x) ≤ χδ1(|x|) (75a)

∂Vδ1
∂t

(t, x)+
∂Vδ1
∂x

(t, x)f(t, x) ≤ −Vδ1(t, x) (75b)∣∣∣∣∂Vδ1∂x
(t, x)

∣∣∣∣ ≤ dδ1(|x|) (75c)

hold for Vδ1 , for some δ1 < ∆0. From [18, Lemma 27], we
have that for any s ∈ R≥0

χ−1
δ1

◦ χδ1(s) = α−1
δ1

◦ αδ1(s). (76)

The Lie derivative of Vδ1 with θ = θ∗ yields

V̇δ1 =
∂Vδ1
∂t

+
∂Vδ1
∂x1

(f1(t, x1, θ
∗
1) + g(t, x, θ∗)x2). (77)

Then ∀x1 ∈ H(δ1,∆1) and ∀t ≥ 0

V̇δ1 ≤ −Vδ1 +
∣∣∣∣∂Vδ1∂x1

∣∣∣∣ |g(t, x, θ∗)||x2|, (78a)

≤ −Vδ1 + dδ1(|x1|)G(|x|)|x2|. (78b)

Let xi(t, x
0
n) := xi(t, t

0
n, x

0
n, θ

∗) for i = 1, 2, and
vδ1,∆1

(t, x0n) := Vδ1,∆1
(t, x1(t, x

0
n)). Since x0n ∈ B∆0

⊂
B∆2

, by Assumption 2 there exists a class KL function β2
s.t.

|x2(t, x0n)| ≤ β2(|x2(t0n, x0n)|, t− t0n) + δ2 ∀t ≥ t0n (79)

holds for any δ2 < ∆2. Now define

Γn :=
{
t ∈ [t0n, t

0
n + Tn] | δ1 ≤ |x1(t, x0n)| ≤ ∆1

}
. (80)

Note that by (74) and since δ1 < ∆0 ≤ ∆1, the set Γn is
nonempty (since it contains at least t0n+Tn, and by continuity
of solutions some interval preceding that).

Combining (78), (74) and (79), we have that ∀t ∈ Γn,

v̇δ1(t, x
0
n) ≤ −vδ1(t)

+dδ1(∆1)G(∆0)
(
β2(|x2(t0n, x0n)|, t− t0n) + δ2

)
≤ −vδ1(t) + c3(|x0n|)

(81)

where
c3(·) = dδ1(∆1)G(∆1) (β2(·, 0) + δ2) . (82)

Integrating (81) over Γn in the same manner as is done in the
proof of Lemma 28 in [18], and writing x(t0n + Tn, x

0
n) for

x(t0n + Tn, t
0
n, x

0
n, θ

∗), we have

|x(t0n + Tn, x
0
n)| ≤ δ1 + α−1

δ1

(
αδ1(δ1) + c3(|x0n|)

)
+ α−1

δ1

(
αδ1(|x0n|)e−Tn + c3(|x0n|)

)
≤ δ1 + α−1

δ1

(
αδ1(δ1) + c3(|x0n|)

)
+ α−1

δ1

(
αδ1(|x0n|) + c3(|x0n|)

)
.

(83)

Define

δ3 := δ1 + α−1
δ1

(αδ1(δ1) + c3(0)) + α−1
δ1

(c3(0)) , (84)
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η(s) :=α−1
δ1

(αδ1(δ1) + c3(s)) + α−1
δ1

(αδ1(s) + c3(s))

− α−1
δ1

(αδ1(δ1) + c3(0))− α−1
δ1

(c3(0)) ,
(85)

where, since c3 is a continuous nonincreasing function, η is a
class K function. By Assumptions 2 and 3, we can choose
δ1, δ2 respectively, to generate corresponding parameters
θ∗1 , θ

∗
2 such that δ3 < ∆0 − 2ε for some ε > 0. Furthermore,

since η is a class K function and limn→∞ x0n = 0, we can
find an N such that η(|x0n|) < ε ∀n ≥ N . This gives

|x(t0n + Tn, t
0
n, x

0
n, θ

∗)| ≤ ∆0 − ε ̸= ∆0 ∀n ≥ N (86)

which contradicts (74). Taking γ < η−1(ϵ), for a ∆0 <
min(∆1,∆2), we have thus found a δ1, δ2 and γ such that no
solution starting from x0 ∈ B̊γ can exit B̊∆0

.

C. Proof of Theorem 2

The proof of Theorem 2 follows from the proof of Theorem
13 in [18] by setting ∆1 to be constant.

Consider Vδ1 as given by (75). For any δ1 that satisfies
∆1 > δ1 > 0 it follows from (5) and (76) that

lim
δ1→0

χ−1
δ1

◦ χδ1(δ1) = 0. (87)

Define ∆ := min{∆1,∆2, γ} where γ is given by Proposi-
tion 1. Choose any θ∗1 ∈ Θ1 satisfying Assumption 3 and
θ∗2 ∈ Df2(δ2,∆2)∩Θ2 such that Proposition 1 holds. We first
show that there exists a positive δ3 such that the ball Bδ3 is
uniformly stable by constructing η ∈ K such that ∀x0 ∈ B∆

|x1(t, t0, x0, δ)|δ3 ≤ η(|x0|). (88)

We use this property to prove that a ball larger than Bδ3 ,
is uniformly attractive (UA) on B∆ and we construct a KL
estimate for the solutions. Finally, we show that the estimates
of the ball to which solutions converge can be arbitrarily
diminished. The time derivative of Vδ1 with θ = θ∗ is given
by (77).

Additionally, we define the subset

Γ := {t ≥ t0 | δ1 ≤ |x1(t, t0, x0, θ∗)| ≤ ∆1}. (89)

We now use x1(t) for x1(t, t0, x0, θ
∗) and vδ1(t) for

Vδ1(t, x1(t)). We then have ∀x0 ∈ B∆,∀t ∈ Γ,

v̇δ1(t) ≤ −vδ1(t) + dδ1(∆1)G(∆1)|x2(t)|. (90)

Like previously, since by Assumption 1 the driving sys-
tem (6b) is UPAS, there is a class KL function

|x2(t)| ≤ β2(|x20|, t− t0) + δ2,∀t ≥ 0. (91)

for x20 ∈ B∆2
. It follows that ∀x0 ∈ B∆ and ∀t ∈ Γ

v̇δ1(t) ≤ −vδ1(t)
+ dδ1(∆1)G(∆1) (β2(|x20|, t− t0) + δ2) ,

(92)

which implies that

v̇δ1(t) ≤ −vδ1(t) + c3(|x0|), ∀x(t) ∈ H(δ1,∆1), (93)

where c3 is the same function as defined by (82).
We now consider Lemma 28 in [18], which allows us to

construct a bound with V = Vδ1 , k = 1, c = c3(|x0|) and

X = H(δ,∆). In view of Proposition 1, we have that ∀x0 ∈
B∆ and ∀t0 ∈ R≥0

|x(t)| ≤ δ1 + α−1
δ1

(αδ1(δ1) + c3(|x0|))
+ α−1

δ1
(αδ1(|x0|) + c3(|x0|)) .

(94)

Defining δ3 and a function η as given by (84) and (85),
respectively, we conclude that, for any x0 ∈ B∆ and all
t0 ∈ R≥0 it holds that

|x1(t)|δ3 ≤ η(|x0|), ∀t ≥ t0. (95)

Uniform stability of Bδ3 on B∆ follows by noticing that η is
a class K function. To show uniform attractivity of a ball, we
again consider (92).

Because β2 is a class KL function, there is a time t1 ≥ 0
such that

β2(∆, t− t0) ≤ δ2, ∀t ≥ t0 + t1. (96)

Therefore it is implied that

v̇δ1 ≤ −vδ1(t) + 2dδ1(∆1)G(∆1)δ2, ∀t ≥ t0 + t1. (97)

Applying Lemma 28 [18] again, it follows that for any x0 ∈
B∆, all t0 ∈ R≥0 and all t ≥ t0 + t1

|x(t)|δ1 ≤α−1
δ1

(αδ1(δ1) + 2dδ1(∆1)G(∆1)δ2)+

α−1
δ1

(
αδ1(∆1)e

−(t−t0−t1)+2dδ1(∆1)G(∆1)δ2

)
.

(98)

We define
t2 := t1 + ln

(
αδ1(∆1)

αδ1(δ1)

)
. (99)

By inserting (99) and defining

δ4 := δ1 + 2α−1
δ1

(αδ1(δ1) + 2dδ1(∆1)G(∆1)δ2) , (100)

we get the following bound;

|x1(t, t0, x10)|δ4 = 0, ∀t ≥ t0 + t2. (101)

Meaning that the set is uniformly attractive. Furthermore, it
can be seen that δ3 ≤ δ4 from equation (84) and (100). Let

δ := max{δ2, δ4}, (102)

Then we see that from (95) it is implied that |x1(t)|δ ≤
η(|x0|), ∀t ≥ t0. Furthermore, by considering (101) the
following bound can be found ∀t ≥ t0, ∀x0 ∈ B∆

|x1(t)| ≤ δ + η(|x0|)e−(t−t0−t2). (103)

Recalling that t2 is not dependent on t0 or x0, and defining

β(s, t) := max
(
η(s)e−(t−t2), β2(s, t)

)
, (104)

we can conclude that for any x0 ∈ B∆

|x(t)| ≤ δ + β(|x0|, t− t0), (105)

because this is a class KL function, we conclude that Bδ is
UAS on B∆. To show that δ can be arbitrarily diminished,
consider (5) in Assumption 3, while recalling that dδ1 , G and
χ
δ1

are independent of δ2. Then δ4 and by extension δ3 can
be made arbitrarily diminished by choice of δ1 and δ2. Hence
it is sufficient to pick the parameters θ∗1 ∈ Θ1 and θ∗2 ∈ Θ2

generated by the chosen δ1 and δ2 to conclude that for any δ
satisfying ∆ > δ > 0, there exists some parameters such that
Bδ is UAS on B∆.
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D. Analysis of the Modified Guidance Law and Attitude
Controller

An analysis of the modified guidance law and attitude
controller used in the high-fidelity simulations is given here.
Consider (10f) and define the control input uθ = g2(ϕ0). We
can then write

ṙ = −λ1r + λ2Vduθ + gθ(λ, t, ϕ̃, z1), (106)

where

gθ(λ, t, ϕ̃, z1) = λ2Vdα1(λ) + g3(t, ϕ̃, z1). (107)

Because g3(t, ϕ̃, z1) is bounded as explained in Section V-D,
Vd is bounded by design and α1(λ) is a vector of sin-functions,
we can define the following bound

gθ(λ, t, ϕ̃, z1) ≤ Gθ. (108)

We then select the input as

uθ =
1

λ2Vd
(λ1rd −Kθ r̃ + ṙd −KReR). (109)

By inserting (109) into (106), we obtain:

ẏ1 = −(λ1 +Kθ)y1 + gθ(λ, t, ϕ̃, z1)−KReR. (110)

We define xϕ := [eR, y1]
T , φϕ = [K1,KR]

T and φ′
5 =

[φϕ,φ1]
T . Combining (110), (26) and (32b), gives

ẋϕ = fϕ(t,xϕ,φϕ) + g3(t,x4), (111a)

ẋ4 = f4(t,x4,φ1). (111b)

We then make the following propositions:
Proposition 8: Consider a system given by (10) and the

controller (109) and assume that the initial conditions satisfy

Ψ(R(0),Rd(0)) < 2, (112a)

y210 < 2KR(2−Ψ(R(0),Rd(0))). (112b)

Then for sufficiently small values of ϕ̃ and z1 and by selecting
Kθ such that

Gθ
(λ1 +Kθ)

<< 2KR (113)

it can be shown that Ψ(R(0),Rd(0)) ∈ L2 ∀t.
Proof: Define the Lyapunov function Vθ,1 =

1

2
y21 +

KRΨ(R,Rd). By differentiating and inserting (109) and
(108), we get

V̇θ,1 ≤ −(λ1 +Kθ)y
2
1 +Gθy1. (114)

By selecting the gains as in (113), the Lyapunov function is
negative definite when approaching the circle with radius 2KR.
Implying that if the initial conditions satisfy (112), the states
are bounded away from βr ∀t.

Proposition 9: Consider a system given by (10) with the
controller (109) and the guidance law described in Section V-
D. By selecting Kθ and KR such that

KR >
λ1 +Kθ

2
(115)

and assuming that the bounds given by (113) are satisfied, the
system is UPAS on the set of parameters φ′

5.

Proof: The proof follows along the lines of the proof
for Proposition 5. Consider the bounds given by (37), and the
Lyapunov function Vθ,2 = Vθ,1+βϕeRy1. By using the bounds
(37), we show that the Lyapunov function is bounded by

xTϕMθ,1xϕ ≤ Vθ,2 ≤ xTϕM θ,2xϕ, (116)

where M θ,1=
1
2

[
KR −βϕ

−βϕ 1

]
, M θ,2=

1
2

[
2KR

2−ψϕ
βϕ

βϕ 1

]
. Selecting

βϕ <
√
KR, the eigenvalues of M θ,1 and Mθ,2 are positive,

and the following bounds can be used

λm(M θ,1)||yθ||2 ≤ Vθ,2 ≤ λM (M θ,2)||yθ||2. (117)

The derivative of the Lyapunov function is then bounded by

V̇θ,2 ≤ −(λ1 +Kθ)y
2
1 +Gθy1 + βϕCy

2
1

+ βϕeR(−(λ1 +Kθ)y1 +Gθ −KReR),
(118)

V̇θ,2 ≤ −((λ1 +Kθ)(1−
1

2
βϕ)− βϕC)|y1| −Gθ)|y1|

− βϕ((KR − λ1 +Kθ

2
)|eR| −Gθ)|eR|.

(119)

Now select

βϕ < min
{

(λ1 +Kθ)

λ1 +Kθ + C
,
√
KR, 2

}
, (120)

and the gains according such that (115) holds. Then the nom-
inal part of the dynamics (110) is UPAS by Theorem 1. The
system (111) then satisfies Assumption 1-3 and by Theorem 2
the cascaded system is UPAS on the set of parameters φ′

5.
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