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ABSTRACT

In this paper, we will present a pilot study that explores the relation-
ship between music and movement in dance phrases spontaneously
choreographed to follow phrases of electroacoustic music. Motion
capture recordings from the dance phrases were analyzed to get
measurements of contraction-expansion and kinematic features,
and the temporal location of the peaks of these measurements was
subsequently compared with the peaks of a set of audio features
analyzed from the musical phrases. The analyses suggest that the
dancers variably accentuate their movements to the peaks or ac-
cents in the music. The paper discusses the findings in addition to
possible improvements of the research design in further studies.
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1 INTRODUCTION

In this pilot study, we aim to investigate the degree of synchroniza-
tion between dance and music phrases focusing on the relationship
between accents in the music and spontaneously choreographed
dance. Our objective is to identify movement and audio parameters
that can capture accents and allow us to measure the degree of
temporal alignment of these. We recorded motion capture data of
two dancers spontaneously performing dance phrases to electroa-
coustic music rich with accents but without a salient rhythm. Initial
results are reported on examining the relationship between audio
and movement data by comparing the peaks in the two datasets
and use this to reflect on further investigations of the material.
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2 BACKGROUND

Dance usually engages a temporally synchronized interplay be-
tween movement and music, despite some exceptions in contempo-
rary dance like Merce Cunningham, who famously choreographed
independently of music [12]. The nature of the relationship between
dance, or more generally, movement, and music has been an object
of several empirical studies in recent years.

A body of research has investigated the rhythmic interplay be-
tween dance and music. Particularly, Naveda and colleagues have
conducted extensive studies investigating the relationships between
dance and music in popular genres like Samba and Charleston [11].
These studies often focus on how standardized and repetitive pat-
terns are related to music. Similarly, Burger et al. [1] found correla-
tions between rhythmical pulses and whole-body movements, as
well as between spectral flux and percussiveness, and specific body
parts.

There seem to be fewer studies involving music without periodic
rhythmical patterns. Casciato and his team’s work reported simi-
larities in movement density and gestural qualities with musical
features when dancers moved spontaneously to music without any
salient rhythm [3]. Furthermore, they reported that quantity of
motion (QoM) decreased along with spectral brightness and energy.
Sound tracing studies have also shown how rising pitch and spectral
centroid are correlated to upward as well as downward movement,
and impulsive sounds would most often make the subjects produce
an accentuated attack (=high acceleration value in the beginning
of the sound), in other words, an accent [15]. This is also following
Mora and Pellicer’s definition of movement accents as the peak of
the magnitude of the kinematic acceleration vector [13].

This brings us to the focus of our study, namely accents, which
are temporal events of relatively short duration with a high degree
of salience that occur both in music and dance [6, 8]. Thoresen notes
that accents in music stand out from the context they appear in
"most often by being louder; having a more ample mass, a brighter
spectrum or a sharper onset quality; and/or being longer than
other elements in their context" [18]. Similarly, Jordan remarks how
accents in dance refer to "physical movements at these particular
points [that] are particularly powerful (or, [...] ’salient’) within their
context" [8].

3 METHOD

We enlisted two female dancers from the Dance, Choreography
MA Program at Zurich University of the Arts (ZHdK), selected via
open call and rewarded with 30 CHF gift cards to a local ballet shop.
Individual motion capture recordings were performed at at the
Immersive Arts Space (ZHdK) with an OptiTrack system, featuring
40 Prime 17W cameras and Motive 2.2 software, complemented
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by Canon Legria HF G50 video footage. The dancers wore full-
body suits with 37 markers adhering to Motive’s Standard skeleton
template. The selection of female dancers was due to availability,
not to answer a gender-specific research question.

3.1 Tasks and selection of musical phrases

Prior to the test itself, the first author, an expert in electroacoustic
music analysis, selected 15 phrases with a duration of 7 to 15 seconds
based on criteria including manageable duration and complexity
for choreography, and a range of different beginnings and endings.
Following a pilot test with a single dancer, six phrases were removed
due to excessive complexity and difficulties synchronizing with the
music. To facilitate synchronization, the remaining 9 phrases were
gently manipulated to impose an audible pulse in the music.

In the main test, each dancer’s task was to individually create
and perform short dance phrases that closely followed a set of
electroacoustic music phrases. The dancer first had to listen to all
musical phrases before the choreography phase. The remainder of
the session was split into nine parts - one for each phrase. During
each part, the dancer created and tested out choreographic ideas
while listening to the phrase multiple times. Once ready, the mocap
recording began after which the dancer performed the choreogra-
phy four times. After each performance, the dancer completed an
oral survey that included a question about their preferred phrase.

3.2 Data cleaning and preparation

Before further calculation of all movement features except mocap-
grams (see below), mocap markers with gaps of over 20 subsequent
frames (1/6 sec.) were identified and removed. To fill gaps of less
than 20 missing markers, a shape-preserving piecewise cubic spline
interpolation algorithm from the fillmissing function in MATLAB
was used. Moreover, one mocap recording also had to be discarded
because it had missing data during the initial clap that provides
the synchronization point between mocap, audio playback, and
video. A few occurrences of low-amplitude flicker noise also made
it necessary to use a Savitsky-Golay smoothing filter. Here, we
used a 15-frame window to achieve a good balance between rapid
response and curve smoothness. The mocap recordings were subse-
quently divided into four separate sections (takes), each preceded
and followed by a few seconds of stillness.

3.3 Movement feature analysis

Standard kinematic features (velocity, acceleration, and jerk) and
their vector norms were calculated from gap-filled and smoothed
mocap data, using Savitzky-Golay filtering. Mocapgrams, a mocap
visualization technique, were plotted for all kinematic features,
serving as a valuable tool for a qualitative inspection of the data
(see Fig. 1)[14, 15]. After a qualitative evaluation, kinematic features
were calculated separately for seven body regions (head, upper
torso, right arm, left arm, lower torso, right leg, and left leg), and
means for the kinematic vector norms.

By drawing upon a previous study [20] and carefully assessing
the initial qualitative visual representation of the dancers’ move-
ments in the mocapgram, we decided to focus our initial studies on
the contraction-expansion index (CEI). It evaluates how a dancer’s
body moves through space during a dance phrase by measuring
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Figure 1: Mocapgram showing norm acceleration (m/s) for
markers, normalized to 0-1 and shown as gray scale: Head
1-3; upper torso 4-9, 15-16; right arm 10-14; left arm 17-21,
lower torso 22-25, right leg 26-31, left leg 32-37.

the extent to which their limbs and torso enlarge or reduce in size
relative to their barycenter. The barycenter, or center of mass, is a
geometrical point around which the mass of a body or system is
distributed and is determined for each frame before the CEI was cal-
culated. We used four dorsal markers, two of which were positioned
on the hips and two underneath the shoulders, to compute the mean
coordinate as the barycenter. The distance between the barycenter
and five markers on the dancer’s extremities including the top of the
head, two for each wrist (Left and Right), and two for each foot (Left
and Right) was then measured. Given a dataset D with barycen-
ter coordinates By (j), By(j), Bz(}j) for each frame j and extremity
markers set E = Head Top, LWristOut, RWristOut, LToeOut, RToeOut,
we computed the distance d, (j) between the barycenter and each
extremity marker e, where e € E:

de(j) = \/(xe(j) = Bx(1))? + (ye (j) = By()? + (ze(j) = Bz(j))?
1)

The raw contraction-expansion index CEI(j) is the sum of the
distances de (j) for all extremity markers e:

CEI(j) = ) de()) @

ecE

This number was then normalized to the range from 0 to 1, yield-
ing the final CEI where a value close to 0 signifies contraction and 1
indicates expansion. Since both can be included in the articulation
of accents, both the peaks (expansion) and troughs (contraction)
were identified.

3.4 Audio feature analysis

All audio analyses were performed using the MIRToolbox 1.8.1
in Matlab [10]. The extracted features were RMS, spectral flux,
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brightness (amount of energy above 1.5 kHz), and novelty.! We
then calculated the most prominent peaks for all features. The time
values were converted into corresponding mocap frames to analyze
the coincidence of movement feature peaks with audio features.
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Figure 2: Plot indicating CEI with its peaks and troughs, and
vertical lines for RMS, Novelty, Spectral Flux, and Brightness
peaks for Phrase 3.

3.5 Movement-audio analysis

Since accents are brief events, a simple way to investigate the corre-
spondence between music and dance is to compare the peak timings
of the selected audio and movement features. Two peaks would
likely be experienced as simultaneous if they fall within a so-called
temporal binding window (TBW). Since the average adult TBWs lie
around 160 ms for brief audio-visual stimuli like flashes and beeps
[21], a simultaneity boundary of 166 ms (20 mocap frames) was
chosen.? Since peak detection will affect the results directly, we
have tuned our peak finding algorithms for both audio and move-
ment features (argrelextrema, Scipy; mirpeaks, MIR Toolbox and
findpeaks MATLAB ) so that only the most prominent peaks will
be identified [9, 19]. We analyzed a total of 14 takes in total across
5 different phrases since they fit our criteria of no missing data for
the markers that were utilized to extract movement features.

4 RESULTS

To measure the degree of synchronization between accents in music
and movement, we employed a quantitative measure known as the
"Jaccard Similarity Index’, a method that calculates the degree of
overlap between two sets. The index is determined by dividing
the size of the intersection of the sets by the size of the union
of the sets [16]. For our study, this methodology was applied to
compute Jaccard Similarity percentages between the movement
and audio feature peaks, where the criterion for similarity was that
the peaks must reside within a TBW of 20 frames. Consequently,
!Based on similarity matrix calculation [7] of Mel-frequency spectrogram. The novelty
feature was calculated by cross-correlating local configurations along the diagonal of
the similarity matrix with an ideal Gaussian checkerboard kernel with a kernel size of
400 samples.

2This value might be adjusted in future studies due to e.g. the asymmetry of visual-
and audio-leading stimuli for the TBW.
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the percentages we derived represent the proportion of peaks in
both music and dance that coincide within this defined TBW.

In Table 1, due to space constraints, we report a subset of these
percentages which illustrate the varying degrees of coinciding
movement features. This suggests a diverse distribution across dif-
ferent phrases and takes. Notably, certain features, such as Novelty
and RMS, demonstrate higher alignment in certain scenarios, while
others, like Brightness, exhibit lower synchronization. This implies
the existence of underlying patterns and relationships between
these features. Fig. 2 provides a visual illustration of the audio and
movement features plotted together, where one can observe how
the peaks and troughs follow, coincide with, or precede the audio
features. This suggests a selective influence of the music on the
dancers’ movements, varying for different accents. Interestingly,
for some phrases there is a larger difference, up to 50% between
the minima and maxima for the peaks of kinematic features for
separate body parts. For several phrases, this coincides with salient
differences between the body parts from our qualitative evaluations.

We provide a summary statistics of the percentage of coinciding
peaks and troughs (see Table 2) where the median values for co-
inciding acceleration peaks range from 4.55 to 26, while the mean
values range from 8.86 to 25.38 with standard deviations between
7.16 and 10.41. The coinciding CEI peaks and troughs exhibit lower
median and mean values, suggesting less alignment in these fea-
tures across the dataset. These insights aid in understanding the
relationships between music and movement among dancers, and
provide a foundation for selecting the most suitable features for
future research endeavors.

5 DISCUSSION, CONCLUSION AND FUTURE
WORK

Our findings revealed a diverse distribution of alignment across
different phrases and takes, as well as among different features.
The results suggest that individual preferences play a significant
role in choreography and the relationship between audio features
and movement patterns is dynamic. In addition, they highlight the
intricate interplay between auditory stimuli and human kinematics
and provide some understanding of the factors influencing audio-
visual spatial synchronization among dancers. These findings are
essential for expanding our knowledge of the interplay between
auditory stimuli and human kinematics, with the potential to impact
fields such as dance pedagogy, performance analysis, and human-
computer interaction in general.

While our initial analysis provides insights, these are only prelim-
inary results which going forward will be augmented by broadening
our dataset and performing further statistical tests to validate our
findings. This could permit us to perform more sophisticated statis-
tical tests such as autoregressive modeling for time-series [4, 5] and
discretization of timestamps to correlate with expert annotations
for salient moments in the dance phrases. Based on previous studies
[2, 17] we also aim to investigate other movement features such as
motion index, postural tension and symmetry, and intra-personal
phase-synchrony. As we continue to explore these future research
directions, we aim to progressively enhance our comprehension of
the relationship between music and movements and gain a deeper
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Table 1: Jaccard similarity percentages between peaks in audio and movement analysis features

% of coinciding accel. peaks

% of coinciding CE peaks

% of coinciding CE troughs

Phrase & ID Take Novelty RMS SF  Brightness Novelty RMS  SF  Brightness Novelty RMS SF  Brightness
11ID2 1 9.1 23.1 30 9.1 0 0 0 0 0 0 0 50
21ID1 1 20 27.3 25 0 33.33 0 20 0 0 25 0 0
31ID1 1 0 0 13 0 40 0 0 33.33 0 0 9.09 0
6 ID1 3 20 375 375 12.5 20 33.33 33.33 33.33 20 0 0 0
91ID2 2 17 16.7 25 20 0 11.11 20 0 0 0 0 0

Table 2: Summary statistics of Jaccard similarity percentages of coinciding peaks and troughs
Acceleration peaks CEI peaks CEI troughs
Particulars Nov RMS SF Brt Nov RMS SF Brt Nov RMS SF Brt
Median 18.50 21.55 26.00 4.55 0.00 0.00 0.00 0.00 0.00 0.00 9.09 0.00
Mean 16.44 22.12 25.38 8.86 10.36 1.02 8.48 14.29 10.00 9.27 7.40 7.14
Std. Deviation 7.16 10.41 8.22 10.17 17.37 3.82 11.26 20.52 15.57 12.28 7.73 26.73

understanding of perceived relevance and salience in music and
dance.
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