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Abstract. Adoption of new cybersecurity capabilities in an organization can be 
seen as examples of adoption of technological innovations. While regulators use 
rules, standards and codes of practice to influence the state of cybersecurity in 
regulated organizations – other factors, such as technological complexity, organ-
izational size, management support have been shown to influence technological 
adoption. Limited empirical research exists on factors influencing cybersecurity 
implementation in organizations. Existing models have focused on productivity 
or leisure applications - adoption of security innovations is fundamentally differ-
ent because their adoption is founded on the intention to prevent incidents in the 
future with limited direct positive gain. A systematic literature review on existing 
research on adoption of security innovations is presented and suggestions for fur-
ther research in more quantitative measures for the drivers of organizational cy-
bersecurity technology adoption is suggested. 
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1 Introduction 

Cybersecurity is an arms race between attackers and defenders continually driven by 
innovations in both attacker and defender techniques, tools and tactics. For each new 
attack technique organizations, and the security industry, is driven to innovate, develop, 
market and adopt new countermeasures in a continually changing risk landscape. The 
continually increasing interconnectedness through IoT, industry 4.0, smart cities and 
cyber physical systems change attack and defense possibilities and capabilities giving 
little pause for defenders. 

For organizations seeking to protect their information assets, IT systems and ser-
vices, there is no lack of advice, frameworks, standards, products and services. As in 
all marketplaces, some innovations succeed while others fall by the wayside. But for 
organizations choosing to adopt innovative cybersecurity technologies the adoption in-
herently implies risk - the risk of adopting technologies that doesn’t live up to its pur-
ported potential or that loses support from its vendors as well as the potential of wasted 
time and resources on building product specific skill and competencies in the internal 
organization. 

The rate of innovation in the cybersecurity market is high - by innovation we under-
stand implementing something new or significantly improving upon existing products, 
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services, processes – this will be time dependent, while firewalls were once an innova-
tion, implementing SaaS and cloud based security technologies may now be classified 
as innovations. This rate of innovation is posing several challenges for organizations 
wanting to adopt them – both in identifying relevant innovations, understanding how 
the innovations fit existing technologies in the organization, integrating them as well as 
educating the cybersecurity workforce to be able to operate and take full advantage of 
the innovations. Cybersecurity investments also primarily show their value in a reactive 
way by preventing incidents – and as cybersecurity attacks and incidents are often com-
plex and can take many paths, it can be hard to estimate the precise value and contribu-
tion of each investment. 

Several theoretical frameworks exist to explain how and why organizations adopt 
technologies and innovations – from the initial theories of Diffusion of Innovation[1] 
explaining various characteristics of innovations (complexity, trialability, observability 
etc.) and the social mechanisms through which innovations spread, to variants of the 
Technology Acceptance Model[2] where perceived usefulness and perceived ease of 
use affects attitude and intention to use a new technology.  Traditional technology ac-
ceptance models have been critiqued for not being sufficient when the technology 
adopted is a security technology, and the value of the product is not related to its use-
fulness directly, but to its ability to prevent future harm – theoretical models with roots 
in preventive medicine has therefore also been used, such as Protection Motivation 
Theory[3] and Health Belief models, that account for how perceptions of vulnerability 
and the effectiveness of preventive measures affect attitudes towards preventive 
measures. 

Understanding the drivers of cybersecurity adoption has the potential to increase so-
cietal security by allowing policy makers, regulators and industry stakeholders to de-
velop policies and engage in activities that promote organizational uptake of cyberse-
curity technology. While previous surveys have reviewed organizational security on 
the policy level [4], and reviewed literature on specific types of adoption theories, such 
as Deterrence theory [5], the intention of the current paper is to give a survey and a 
broader overview of the existing main theories used to explain the drivers behind cy-
bersecurity technology adoption, to describe their main concepts and how they have 
been adapted by researchers to fit cybersecurity specific issues, and give suggestions 
for further development of the understanding of organizational cybersecurity adoption. 

The contributions of this research is mainly to: 

• Contribute to a better understanding of the factors affecting cybersecurity innovation 
implementation in organizations 

• Allow stakeholders and practitioners to focus on the adoption measures that most 
significantly affect adoption and implementation of innovative cybersecurity capa-
bilities 

• Serve as a foundation to develop improved approaches to measuring and improving 
cybersecurity innovation adoption in organizations 

This paper first presents the theoretical background of the major technology adoption 
models, firstly general technology adoption theories followed by adoption theories 
rooted in preventive health that take into account risk, vulnerability etc. We then present 
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the literature review methodology before presenting our findings, including the re-
search based on the various models, as well as what extensions researchers have sug-
gested to adapt their research models towards cybersecurity. 

2 Theoretical background 

Rogers Diffusion of Innovation[1] (DoI) framework has been the leading theoretical 
framework for understanding the diffusion and adoption of innovations from an indi-
vidual and organizational perspective. Rogers describes a five phased adoption process 
for individual adoption of innovations consisting of the phases knowledge, persuasion, 
decision, implementation and confirmation/continuation. Likewise, on an organiza-
tional level, he described a process consisting of agenda setting, matching, redefin-
ing/restructuring, clarifying and routinizing, where the organization moves from initial 
problem awareness and identification of the need for innovation, to the innovation be-
coming a normal part of the organizations work processes.  To explain the rate of adop-
tion, Rogers described five primary characteristics of an innovation that contribute to 
the adoption – the innovation´s relative advantage, compatibility, complexity, trialabil-
ity and observability. 

Innovation adoption have been studied from both a process and a factors perspec-
tive[2] – the process perspective studies the behavior and progression over time of the 
organization in its adoption of innovations, while the factors perspective studies the 
attributes that influence, facilitate or inhibit the adoption process. In the organizational 
perspective the adoption of technology in an organization is often divided in two main 
phases – firstly the organizational decision process where typically the organizations 
management decides on introducing a new technology, and the later phase where the 
technology needs to be implemented and assimilated into the organization, affecting 
routines, work processes and organizational culture. 

2.1 Technology acceptance models 

While DoI is a generic model for the diffusion of ideas and innovations of all kinds, the 
Technology Acceptance Model [3] (TAM) has been one of the leading frameworks for 
reasoning about technological acceptance and adoption[4]. The framework builds on 
Aizen and Fishbeins Theory of Reasoned Action (TRA) [5] as a theoretical basis.  
While TRA is a very generic model, useful for explaining general behavior, the TAM 
was designed to apply only to computer usage behavior.  TRA is based on the concepts 
that a person’s behavior is determined by the persons behavioral intention, which again 
is determined by attitude towards the behavior and subjective norm (the perception of 
what others around the person think about the behavior, as well as the persons motiva-
tion to comply with this social pressure. 

In the Theory of planned behavior (TBP)[6], Aizen added the concept of Perceived 
behavioral control, to improve the predictive power of TRA, a concept grounded in 
psychological theories of self-efficacy – the individuals perceptions of their own 
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abilities to successfully implement the behavior. This perception interacts with attitude 
and subjective norm, and collectively these concepts affect behavioral intention. 

TRA and TPB leaves open exactly what contributes to the beliefs for a specific be-
havior. To address this, TAM seeks to develop a model directly related to computer use 
and technology acceptance. TAM leaves out TRA’s subjective norm, arguing that this 
is less understood and difficult to disentangle from the subjective norms indirect effects 
via attitude. In TAM, the attitude towards technology use is determined by the percep-
tion of Ease of use, and the perception of Usefulness.  In the original TAM, usefulness 
is described as “the subjective probability that using a particular application system will 
increase his or her job performance within an organizational context”. 

Venkatesh and Davis extended the TAM to better explain the concept of Perceived 
usefulness in TAM2[4], also reintroducing the subjective norm from TRA affecting 
both perceived usefulness and intention to use. Subjective norm was however found to 
be dependent on the degree of voluntariness - when use is mandatory, as is often the 
case in an organizational setting, social norm has little effect on intention to use (but 
may still influence perceived usefulness – leaving room for improving adoption through 
social persuasion).  Subjective norm also influences image, that is the individuals per-
ception of how the innovation affects their social status among peers – and image in-
fluences perceived usefulness. The users direct experience with the innovation over 
time, also reduces the effect of subjective norm.  Job relevance, output quality and re-
sult demonstrability, the more direct experience that the technology contributes to the 
job performance of the user. The users experience also affect the social norm – as a 
user is more acquainted with the system he or she is more likely to rely on personal 
evaluation to determine usefulness. 

TAM2 was further developed into TAM3 by Venkatesh and Bala[7] seeking to better 
explain perceived ease of use from the original TAM. Here determinants of perceived 
ease of use are Computer self-efficacy, perception of external control, computer anxi-
ety, computer playfulness, perceived enjoyment and objective usability. 

In the Unified theory of acceptance and use of technology (UTAUT)[8], Venkatesh 
et al. reviewed eight theories of user acceptance and developed a unified model. The 
original concepts of Behavioral intention leading to Use behavior are consistent with 
TRA, but four new concepts that drive behavioral intention are Performance expec-
tancy (largely similar to perceived usefulness from TAM), Social influence (similar to 
subjective norm from TRA and TAM), Effort expectancy (similar to perceived ease of 
use from TAM), and  Facilitating conditions ( defined as “the degree to which an indi-
vidual believes that an organizational and technical infrastructure exists to support the 
use of the system”) – this concept influencing actual use behavior, that is, when the 
necessary conditions for forming a behavioral intention is present, the actual use is also 
modified by the facilitating conditions in the organization.  The concepts of gender, 
age, experience and degree of voluntariness also serve as moderators of the interactions 
in the model.  While the original UTAUT was originally defined in an organizational 
context, the model was further developed into UTAUT2[9], to better account for be-
havior in a consumer context, removing the moderating effect of voluntariness and add-
ing the new concepts of hedonic motivation, price value and habit. 
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Another framework widely used to explain technology adoption in organizations is 
the Technology – organization – environment (TOE) framework[10]. The framework 
seeks to explain innovation adoption through three contextual influences that affect the 
organization. Firstly the technology itself, secondly intraorganizational factors such as 
internal communication, management communication, organizational structure and 
size and slack capacity in the organization and thirdly environmental factors such as 
the structure of the industry, availability of service providers to aid in implementation 
as well as regulatory pressures that inhibit or promote innovation. 

The TOE framework is a very generic framework, and researchers have used the 
framework to explain technological adoption in many different settings and adapted the 
framework to account for the technologies being researched[11], and this is considered 
both a strength and a weakness of the model – since the model is rarely similar across 
research areas, direct comparisons can be difficult, but the flexibility and continued use 
have also shown its power to serve as a theoretical framework for understanding organ-
izational adoption processes. 

2.2 Preventive models 

The application of general technology adoption frameworks has been critiqued for 
not properly accounting for cybersecurity technologies, in particular because their ini-
tial focus on adoption of productivity technologies in organizations, or in later itera-
tions, more consumer oriented, hedonistic applications[9]. For example, [12] argue 
that TAM models do not include the concept of threat.  Also, [13] found limited sup-
port for the concepts of ease of use and attitude, and between self-efficacy and per-
ceived behavioral control – arguably because the use of protection technologies is 
driven more by the threat of unwanted incidents than by direct benefits of the technol-
ogy. 

There are several factors that contribute to making cybersecurity innovations differ-
ent from “normal” innovations: 

• There is little immediate, visible gain from security technologies so the value of se-
curity may be seen as more abstract, especially compared to the directly observable 
costs of implanting the technology[14]. 

• Adoption of security technologies are often seen as a way to manage risk – and can 
be seen from an economic perspective to be a calculation comparing the cost of the 
security technology against an assumed cost of a security incident, and this cost be-
ing an expected value of the likelihood of the incident (as driven by threats and vul-
nerabilities) and the impact (driven by the valuation of the impacted assets) 

• Cybersecurity is adversarial and the threats that needs to be defended against are 
continually changing, new vulnerabilities and attack tactics are continuously devel-
oped – adoption of security technologies have to be a continuous process of evalu-
ating and prioritizing investments. 

Adoption of cybersecurity innovations may be seen as examples of adoption of pre-
ventive behavior, and several theories with roots in preventive health theory have 
been used to explain the adoption, on individual or organizational level, of 
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cybersecurity innovations. These theories are based on a concept of security behavior 
being similar to adopting positive health behaviors, such as taking up exercise and 
quitting smoking, that like security technology is prescribed to prevent unwanted inci-
dents (a disease, bad health) that constitute threats, and imply a perception of the 
threat, the patients perception of their own susceptibility to the threat as well as their 
perception of how they might avoid the threat. 

The Health belief model (HBM) was initially developed in the early 1950s to ex-
plain behavior surrounding the adoption of disease prevention measures in the popula-
tion or participating in screening tests for diseases. The model posits that in order to 
take action to prevent a disease, the individual firstly must have a perception of their 
susceptibility to the disease as well as the severity. The individual would also have a 
perception of the benefits of taking action as well as take into account any barriers to 
taking action. In addition, cues to action, internal or external, such as symptoms or 
public health warnings, facilitate the action. 

Protection motivation theory[15] (PMT) is a similarly grounded theory that posits a 
protection motivation calculus based on a threat appraisal that takes into account the 
severity and the vulnerability, in addition to the rewards, or benefit of taking action, 
as well as a coping appraisal that takes into account the perception of response effi-
cacy, that is how likely the action is considered to be successful, as well as self-effi-
cacy, an evaluation of the individuals ability to perform the action. 

The Fear Appeals Model [12] (FAM) is an extension of protection motivation the-
ory that incorporates TAM concepts of social influence and behavioral intent (but not 
performance expectancy that was found insignificant in pilot testing of the model). 
The model is intended to explain the intention of performing protective behaviors (in 
the study, implementing protection against spyware) recommended through “fear in-
ducing persuasive communication”. One central finding was that people react differ-
ently to fear communication, some may be inspired to take protective action, while 
others reject the fear appeal and take action to reduce their fear instead. 

The Technology Threat Avoidance Theory build on the health belief model and risk 
analysis models to posit three main processes of threat appraisal, coping appraisal 
and coping. The threat appraisal is an evaluation of the perceived threat taking into 
account the perceived susceptibility and perceived severity. The coping appraisal 
takes into account the perceived effectiveness, perceived costs and self-efficacy giving 
rise to a perceived avoidability, that is, how likely is the adoption of the preventive 
measure to succeed in avoiding the unwanted outcome. The threat appraisal and the 
coping appraisal drives the avoidance motivation and avoidance behavior in a prob-
lem focused coping process – however, if the perceived avoidability is low, the indi-
vidual might resort to emotion focused coping behavior (for example - hoping to 
avoid or choosing to accept the unavoidable). 

3 Literature review on the diffusion of cybersecurity 
innovations 

In order to investigate how the cybersecurity literature has approached the question of 
motivation to adopt cybersecurity measures a literature review was performed – two 
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major databases, Scopus.com and the AIS Digital Library was searched, as these to-
gether give good coverage in both the IS and CS domains. 

Title, abstract and keywords were searched for the terms : 

 ("cyber security"  OR  "cybersecurity"  OR  "information 
security" )  AND  ( "technology acceptance"  OR  "tech-
nology adoption" ) 

Articles not describing adoption processes, and articles describing the effect of secu-
rity/trust evaluations on the adoption of other technologies were excluded from the sur-
vey. As our focus is on the drivers of adoption, papers describing the effect of adoption, 
for example on corporate profit have been excluded. 

The search resulted in 158 papers from Scopus.com and 824 papers from the AIS 
digital library (in addition to two papers found by snowballing method from the re-
viewed papers). After screening of abstracts 904 papers were excluded according to the 
inclusion criteria and 9 papers were not available for access. 69 papers were assessed 
for eligibility by full text reading. After reading an additional 28 papers were excluded, 
resulting in a total of 41 papers included in this review. A high number of papers were 
excluded in the initial abstract screening process, this due to the quite generic search 
terms. A PRISMA diagram of the review process is presented in figure 1. 

 
Fig. 1.   PRISMA diagram 

 
A summary of the reviewed papers as to what main model they are based on (“Main 

model”), the central concepts of the main models (“Central Concepts”) and extensions 
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that researchers have added (“Suggested extensions”) to the models are given in table 
1.    Several studies used more than one framework and are mentioned under more than 
one “main model”. Several also referenced some of the precursor frameworks to the 
main framework(s) of the research, these are not mentioned in the table. 

 
Table 1. Summary of identified papers, the central concepts used and the authors suggested  ex-
tensions to the main models 

Main model Central concepts References Suggested extensions 
Health Belief 
Model[16] 

Perceived susceptibility, 
Perceived seriousness, Per-
ceived benefits, Barriers, 
Cues to action 

[17], [18] Normalization Process theory to 
explain continued adoption: Tool 
cohesion, Adoption willingess, In-
crease in understanding [18] 

Protection motiva-
tion theory (Rog-
ers, 1975) 

Perceived severity, per-
ceived vulnerability, per-
ceived response efficacy, 
perceived self efficacy 

[19]–[21], 
[22], [23] 

Trust (only partially)[20] 
Herd behaviour [19], 
Gender [22], psychological own-
ership [23] 

Theory of reasoned 
action (ishbein & 
Ajzen, 1975) 

Attitude, subjective norm [24] No added extentions 

Theory of planned 
behaviour (Ajzen, 
1991) 

Attitude, subjective norm, 
perceived behavioural con-
trol 

[13], [25]–
[27], [28], [29] 

General security awareness (price 
level not significant) [26], 
Social influence, usefulness, self-
efficacy, facilitating conditions 
[28], 
culture [29] 

Technology Threat 
Avoidance Theory 
[30] 

perceived susceptibility, 
perceived severity, per-
ceived threat,  perceived ef-
fectiveness, perceived costs, 
self-efficacy, avoidance mo-
tivation, avoidance behav-
iour, emotion-focused cop-
ing. 

[31]–[33] distrust of security, theft of pri-
vacy, vulnerability, security 
threats and security self-efficiacy 
[32] 
 

Fear Appeal Model 
[12] 

perceived threat severity, 
threat susceptibility, re-
sponse efficacy, self effi-
cacy, social influence 

[34]  

Technology ac-
ceptance model 

Perceived ease of use, per-
ceived usefulness 

[33], [35]–[38] 
[13], [21], 
[24], [39]–
[41], [25], 
[27], [42] 

external environment, security 
budget, prior experience, per-
ceived risks, security planning, 
confidence in information security 
and security awareness and train-
ing [37] 
organizational support, personality 
traits[38] 
perceived risk [35] 
security knowledge [39] 
negatively framed messaging [40] 
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security knowledge [24] 
psychological ownership, gender 
[21], 
technology awareness [27] 
technology specific aspects (bio-
metric)[42] 

TOE (Techology – 
Organization – En-
vironment) frame-
work 

Technology, organization, 
environment 

[25], [43] Cyber catalysts, practice standards 
[43] 

UTAUT (and vari-
ants) 

Performance expectancy, 
Effort expectancy, social in-
fluence, facilitating condi-
tions, hedonic motivation, 
price value, habit, behav-
ioural intention 

UTAUT [41], 
[44] 
UTAUT2 
[36], [45], [46] 
 

Trust [46] 

Other or no spe-
cific framework 

 [47], [48], 
[49], [50], 
[51], [52], 
[53], [54], 
[55], [56] 

Institutional forces (regulatory, 
external consultants, other compa-
nies), Market forces (consumer 
concern, size)[47] 
Personal propensity to trust, struc-
tural assurance, firm reputa-
tion[48] 
awareness, budget, security pol-
icy, management support[49] 
social influence, observability [50] 
Economic, organizational, envi-
ronmental, behavioral/cognitive 
aspects [51], 
Culture [52], 
Task-Technology fit [53], 
Decisions under uncertainty[54], 
Size, ict use, telework, innovative-
ness [55], 
Decision-maker overconfidence 
[56] 

 

4 Discussion 

The literature review has identified two main lines of conceptualizing cybersecurity 
innovation adoption – through the general technology accept theories (mainly TAM, 
UTAUT, TOE) or through the preventive health models (mainly PMT and TPB). Re-
searchers have frequently found it necessary to extend the base models by including 
additional constructs relevant for cybersecurity. Several concepts from other disciplines 
such as psychology and sociology have been used, such as institutional theory, 
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behavioral/cognitive factors such as culture, trust, social influence, awareness, deci-
sion-making under uncertainty and overconfidence. Structural issues, such as size and 
technology use, as well as the perceived fit between technology and task have also been 
used. 

Of the two main approaches, the preventive health based approach is the approach 
more conceptually close to cybersecurity risk with its concepts of threats and vulnera-
bilities. The TAM model of ease-of-use and usability is conceptually easy, and the con-
cept of usability is easily capable of being seen as a formative concept based on differ-
ent preceding concepts, such as a technology’s task-fit and its perceived ability to re-
duce risk. However several authors find the traditional TAM models lacking in regard 
to cybersecurity adoption issues [9], [12], and have pointed to the preventive health 
models as a better theoretical framework because of its inclusion of risk-related con-
structs. We start by discussing the research based on the general models before moving 
on to the preventive models. 

4.1 Research based on general technology acceptance models 

Among the general technology adoption frameworks 14 of the identified studies used 
the Technology Adoption Model as the main (or a major) theoretical framework, mak-
ing this the most frequently used framework, trailed by UTAUT/UTAUT2 with 5 stud-
ies and TOE with 2 studies among the general technology adoption frameworks.  With 
its concept of ease of use and usefulness, the model is very generic and applicable for 
many types of technology adoption studies, but its generic nature may also be its weak-
ness, as illustrated by the fact that many studies added new concepts to make the frame-
work more security specific. We summarize some of these studies as follows. 

The main additions suggested to the TAM framework were concepts around the per-
ception of risk (perceived risks, security knowledge, general or more specific security 
technology awareness),  organizational aspects (budget, planning, organizational sup-
port) and psychological aspects (confidence, ownership, negatively framed messag-
ing). 

The UTAUT-based studies rarely added concepts, with the exception of one study 
on password managers, adding trust as a new concept. The UTAUT framework has 
received criticism for having too many variables and moderators[57], which may ex-
plain a lesser need to extend the framework. 

The TOE framework (Technology-Organization-Environment) is also a very generic 
framework where the TOE aspects are specified for the specific research area. For ex-
ample, [25] in the organizational adoption phase of their adoption framework, suggest 
the classical DoI technology factors (relative advantage, complexity, compatibility, vis-
ibility and trialability) for the technology concept, for the organization factor top man-
agement support, size and security readiness, expertise and culture, and for the envi-
ronment concept, government regulations and risks of outsourcing. [43] also, through 
qualitative interviews with IT leaders in various industries, expanded on the TOE 
framework with cybersecurity specific themes as well as expanding it with two main 
areas, cyber catalysts (containing cyber risk, privacy, cyber vulnerability), and practice 
standards (containing ethics, insurance, legal and assessment). 
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4.2 Preventive models 

Among the models with roots in preventive health, the Theory of Planned Behavior 
with 6 studies and its predecessor, Theory of Reasoned Action with one study was most 
frequently used. Both these models are quite parsimonious with few, but generic vari-
ables (attitude, subjective norm and self-efficacy) that are usually tailored to the spe-
cific technology or problem domain they are used in, for example questions specific to 
cybersecurity knowledge [27], or by adapting the survey questions on attitude, subjec-
tive norm etc. directly to the topic (anti-malware or home security software)[24], [26], 
[28]. The survey questions in these studies may serve as examples to researchers for 
how to adapt the generic model to the specific research questions. 

Protection motivation theory (5 studies) and Health Belief Model (2 studies), with 
the security relevant concepts of perceived susceptibility/vulnerability and perceived 
severity/seriousness, perceived benefits/response efficacy, barriers/perceived self-effi-
cacy show how the risk management process of evaluating threats and vulnerabilities 
affect security adoption decisions. For these studies as well, the survey questions re-
flecting or forming the concepts were modified from existing scales to be fit for cyber-
security.  The main additions to the models are primarily modifiers to the original rela-
tionships, such as trust, gender, psychological ownership. 

For the Fear Appeals Model, only on study, a replication study performed via Ama-
zon Mechanical Turk, was identified [34] – this replication study found opposite effects 
for two of five hypothesis in the original study in that they found threat severity to have 
a positive effect on both response efficacy and self-efficacy, and suggesting that there 
are differences in the populations in the studies that may explain this, for example fa-
miliarity with technology or cultural differences in the samples. 

Technology Threat Avoidance Theory, with three identified studies have several 
common concepts with protection motivation theory, such as perceived susceptibility 
and perceived severity,  perceived effectiveness, perceived costs and self-efficacy, and 
the main new contribution is the division between problem-oriented and emotional cop-
ing behavior. One such emotional coping (or rather, non-coping) mechanism, is capit-
ulation, studied in [32], looking at how experiences with privacy loss and distrust of 
security leads employees to capitulate when faced with a threat landscape they do not 
feel capable of managing or contributing to, again leading to a lack of compliance with 
internal security policies. A division between internal coping mechanisms (self-effi-
cacy) and external coping mechanisms (based on the concepts from TAM) is suggested 
in [33] to extend the TTAT in a study on acceptance of email authentication services. 

4.3 Other approaches to security innovation adoption 

In addition to the studies based on the identified major frameworks, 10 studies used 
some other theoretical framework, or used other approaches such as qualitative or 
mixed methods to elicit new concepts or constructs relevant to security adoption. 

The authors of [47] suggests a research design that uses institutional theory to inves-
tigate factors impacting regulatory compliance in the US health care sector, specifically 
HIPAA compliance, and the effects of institutional forces (regulatory requirements, use 
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of consultants, other hospitals compliance) and market forces (consumer concern and 
firms relative size).  Institutional theory describes how organizations tend to organize 
in a similar fashion (isomorphism), mainly driven by three forms of pressure – coercive 
pressure, for example regulations, laws, cultural expectations in the society they oper-
ate, mimetic pressure, when organizations operating under uncertainty, decide to mimic 
other successful organizations, and normative pressure, often driven through stakehold-
ers, professional organizations and networks that set standards of professionalism an 
organization is expected to adhere to. 

The authors of [49] investigated factors influencing the implementation of infor-
mation security management systems (ISMS) in universities in Indonesia, and found 
that awareness, budget, information security policy, and top management support were 
significant factors. The authors of [52] also investigated the use of ISMS’s – specifi-
cally ISO27001, but from a cultural perspective – and found higher use of the standard 
in countries with higher ICT development and discussed cultural aspects such as future 
orientation, power distance and low institutional collectivism to explain this difference. 

The authors of [46] investigated the intention to use password managers based on 
initial trust of the technology based on the Initial Trust Model from [58]. The study 
found that initial trust, as based on the concepts of structural assurances (guarantees of 
technical measures, certifications etc) and firm reputation were found to significantly 
relate to initial trust (but not the users personal propensity to trust), and initial trust had 
a significant effect on the intention to adopt password managers. 

In [50] the role of social influence in the adoption of security measures, specifically 
three Facebook security features, were investigated. The study suggested that social 
influence (the effect of peers, friends adoption) affects security feature adoption, but 
this was moderated by both the technologies individual attributes, the overall adoption 
among friends as well as the number of distinct social spheres the friends originate 
from. 

The authors of [51] highlights that traditional, cost based risk analyses does not ad-
equately address the factors that contribute to cybersecurity investment decisions, and 
neglects the importance of economic, organizational, environmental and behav-
ioral/cognitive aspects. Based on a series of expert interviews, they elaborated on some 
of these themes and conducted a literature survey on decisions around security invest-
ments.  Also highlighting cognitive aspects, [56] investigated how the overconfidence 
of executives affect information security investments and posits that existing models 
are overly reliant on the decision makers rational behavior.  They found through a sur-
vey that overconfidence had a negative effect on security investments. 

The authors of [55] suggested a theoretical model for the adoption of a security tech-
nology, InfoCards, based on the Task-Technology Fit model [59] a research model that 
seeks to explain technology adoption based on the fit between the task to be performed 
and the technology. The task and technology factors that make up the concept of "fit" 
needs to be tailored to the specific area/technology under adoption, but the authors also 
suggest TAM as a model that should be integrated. In a similar way, [55] investigated 
the adoption of PKI as a security technology in European firms, the study found high 
use of ICT, telework, company innovativeness and size to be factors contributing to the 
adoption. 
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With a behavioral economics approach, [54] investigated the adoption of security 
products as a process of decision under uncertainty, the uncertainty being related to the 
environment (knowledge of threats) and the product (level of information about the 
effectiveness of the product), and suggested an experiment to evaluate this model. 

4.4 Adoption in an organizational context 

Several of the diffusion and acceptance models focus on adoption and acceptance in 
voluntary context and as a personal choice – something which is often less relevant in 
an organizational context where choice of technologies is more dependent on manage-
rial and organizational decision processes, organizational strategies, acquisition pro-
cesses and financial investment choices.   In this setting, the individual employee might 
have less of a say in what innovations are adopted, but their role in the implementation 
of the innovation is crucial to the final outcome or success of the total innovation pro-
cess. 

In an organizational setting the adoption process is generally divided in three stages 
- initiation (pre-adoption), adoption-decision and implementation (post-adoption). In 
the organizational context the first two phases may be said to mostly follow and be 
influenced by organizational policies and practices and is therefore best understood by 
frameworks focusing on organizational adoption, while the implementation and post-
adoption phase is to a larger extent dependent on individual behavior and thereby better 
understood by more individually oriented frameworks such as TAM and TPB. This is 
also supported by [2] that reviewed 151 innovation adoption studies, and found the DoI 
framework and the TOE framework to be the most frequently used framework for or-
ganizational level adoption studies, while  TAM, TRA, TPB were most frequently used 
to study adoption on an individual level. 

The difference between organizational and individual adoption, and the stagewise 
process from decision to implement to actual organizational user acceptance is also 
discussed in [60], which suggest that traditional Diffusion of Innovation models fall 
short when it comes to explaining adoption in organizational settings where users are 
mandated to use the technology, or where there is a high need for knowledge or coor-
dinated action to implement the technology or the implementation. Hameed and Arach-
chilage [25] also suggest a two-phased model of IS security innovation where the or-
ganizational adoption is described by factors from the TOE framework, while the user 
acceptance phase is determined by user attitude, subjective norms, perceived behavioral 
control, computer self-efficacy, perceived usefulness, perceived ease of use and image, 
concepts largely found in the UTAUT framework. 

5 Further work 

As illustrated, a range of theories and frameworks have been used to explain cyberse-
curity adoption decisions, and no unified framework exists. While the parsimonious 
models from the general technology adoption models and the preventive health based 
models have had success in explaining adoption on an individual level, research on 



14 

organizational adoption have utilized more complex models like TOE, but at the cost 
of predictive power and more quantitative measures on the effect of the various drivers. 
Further work should focus on developing more quantitative measures, first by identify-
ing good measures for organizational cybersecurity innovations, and identifying rele-
vant metrics to measure the effect of these concepts. While several frameworks have 
been suggested to build metrics for cybersecurity maturity, like certification schemes 
such as ISO 27001, or capability maturity models like the NIST Cybersecurity Frame-
work CSF, or C2M2), these frameworks are extensive and time consuming, and the 
reliability at times questionable. To operationalize the concept of cybersecurity adop-
tion, the scoring of the number of implemented technical cybersecurity controls from a 
set of validated advanced capabilities, technologies not in general use, as judged from 
the complexity scores from relevant cybersecurity frameworks that rate complexity to 
implement (like the Critical Security Controls) , as well as from a set of cybersecurity 
experts with practical knowledge of control implementation across a large set of organ-
izations, may be suggested as one measure of cybersecurity innovation adoption. 

Further research should also focus on measuring the effect of other factors identified 
from the survey to evaluate the effect of concepts such as perceived severity and per-
ceived vulnerability (organizational threat assessments), the effects of social norms, for 
example in the context of knowledge sharing networks often suggested for sectors and 
industries. More research should also be done to identify the suitability of different 
models for different use cases, and how the effect of the different constructs may vary 
according to the situation the model is applied to. 

6 Conclusion 

Several approaches to describe and model the adoption of cybersecurity innovations, 
and our literature review identified two main approaches – the Technology adoption 
model based approaches, and the behavioral health based approaches. Most of the iden-
tified studies focused on the adoption of a single technology, and many discuss adop-
tion in a voluntary, non-organizational setting, but collectively they contribute to a bet-
ter understanding of factors driving cybersecurity technology adoption from various 
viewpoints. 

Based on the literature review, we have identified several relevant factors to study 
cybersecurity innovation adoption in an organizational setting, and suggest how these 
concepts may be used in later research to build better models for technological adoption 
of cybersecurity innovations. 
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