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Abstract
The formations above a producing reservoir can exhibit large mechanical changes, cre-

ating a risk of significant subsidence and loss of rock integrity. These changes can

be monitored by time-lapse seismic acquisition, which measures the corresponding

velocity changes via time-shifts. Third-order elastic theory can be used to connect sub-

surface strains and stress changes to these seismic attribute changes. Existing models

assume isotropic strain dependence of the dynamic stiffness in shales. It is impor-

tant to re-evaluate this isotropic assumption considering the inherent anisotropy of

shales and their abundance in the overburden. Thus, we instead propose a third-order

elastic model with a transversely isotropic strain dependence of the dynamic stiff-

ness. When calibrated, this new model satisfactorily predicted P-wave velocity changes

determined in undrained laboratory experiments conducted on overburden field shales,

covering a wide range of propagation directions and stress variations. The shales exhibit

anisotropic dynamic strain sensitivity, resulting in a significantly higher strain sen-

sitivity predicted for Thomsen’s anisotropy parameters epsilon and delta subjected

to a uniaxial strain parallel to the horizontal bedding plane compared to the verti-

cal direction. Geomechanical modelling, considering a depleting disk-shaped reservoir

surrounded by shales, was employed to predict the dynamic stiffness changes of the

overburden using the laboratory-calibrated third-order elastic model. The overburden

time-shifts increased with offset angle, peaking at about 45˚, suggesting a strong influ-

ence of shear strains on the time-shifts. In contrast, a corresponding model with an

isotropic third-order elastic tensor, calibrated to the same data, exhibited a significantly

lower sensitivity to the shear strains. These results underscore the importance of consid-

ering the anisotropic strain dependence of the dynamic stiffness when studying shales.

Interpreting offset-dependent trends in pre-stack time-lapse seismic data, along with

geomechanical modelling and an appropriate strain-dependent rock physics model, can

assist in quantifying subsurface strains and stress changes.
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2 BAKK ET AL.

INTRODUCTION

Experiments show that velocities in rocks depend on strain

and stress (e.g. Johnston, 1987; Jones & Wang, 1981). Most

of the rocks in the crust are anisotropic (Crampin et al., 1984;

Helbig & Thomsen, 2005; Thomsen, 1986; Tsvankin, 1997).

Shales, frequently encountered in the overburden, exhibit

inherent anisotropy and are significantly stress-sensitive.

This results in substantial velocity changes that depend on

angle and stress path, which is commonly defined as the

ratio between horizontal and vertical stress variations (Bakk,

Holt, Bauer, et al., 2020; Bauer et al., 2008; Herwanger &

Koutsabeloulis, 2011; Holt et al., 2018; Hornby, 1998; Per-

vukhina et al., 2008; Sarout & Guéguen, 2008; Scott, 2007).

The first time-lapse seismic studies at Ekofisk (Hall et al.,

2002) and Valhall (Guilbot & Smith, 2002) demonstrated a

significant strain dependence of velocities in the overburden.

Thus, 4D seismic data are influenced not only by the changes

in the reservoir itself but also by the induced geomechanical

changes in the overburden manifested as time-shifts (De Gen-

naro et al., 2008; Hatchell & Bourne, 2005; Hawkins, 2008;

Herwanger & Horne, 2009; Hodgson, 2009; Kenter et al.,

2004; MacBeth et al., 2018; Røste & Ke, 2017).

By integrating geomechanical data and rock physics mod-

els, 4D seismic data have a significant potential in quantifying

strains and stress changes. The compaction of the reservoir

can have a critical impact on the overburden, influencing

sea-floor subsidence (Angus et al., 2015; Barkved et al.,

2005), fault integrity (Kristiansen et al., 2005; Zoback &

Zinke, 2002) and well stability both during drilling (Ditlevsen

et al., 2018) and in cased holes (Ewy, 2021). The ‘R-factor’

model, which assigns a constant ratio between the frac-

tional vertical P-wave velocity change and the vertical strain

(Hatchell & Bourne, 2005; Røste et al., 2006), has been widely

used. Although simplified empirical models can offer valu-

able insight into dominating trends, more refined models are

often needed to understand and predict the behaviour of the

rocks in more detail. Anisotropic micromechanical models for

dynamic stiffness, often based on cracks and inclusions, have

long been popular due to their ability to link the physics at

different length scales (Hudson, 1981; Mavko et al., 1995;

Sayers & Kachanov, 1995). The effective TOE models con-

stitute another significant group of models (Fuck & Tsvankin,

2009; Hughes & Kelly, 1953; Prioul et al., 2004; Rasolofos-

aon, 1998; Shapiro, 2017; Sinha & Kostek, 1996; Thurston

& Brugger, 1964; Winkler & Liu, 1996). The TOE theory

provides a constitutive framework for quantification of the

dynamic stiffness changes resulting from strains and stresses

exerted on rocks. Sripanich et al. (2021) showed that the TOE

coefficients are connected to adiabatic pressure derivatives

of elastic moduli. The TOE model proposed by Prioul et al.

(2004) assumes isotropic symmetry of the third-order ten-

sor, resulting in a strain sensitivity of the dynamic stiffness

that is independent of direction. This model has been cali-

brated to ultrasonic data obtained from different lithologies

(Prioul & Lebrat, 2004; Prioul et al., 2004) and has been

utilized to predict the seismic response (Asaka, 2023; Fuck

et al., 2009; Herwanger & Koutsabeloulis, 2011; MacBeth

et al., 2018). Apart from Duda et al. (2020) and Bakk, Holt,

Duda et al. (2020), who studied a model with hexagonal sym-

metry of the TOE tensor, restricted to isotropic horizontal

strains, only isotropic TOE tensors have been employed in the

modelling of sedimentary rocks (Asaka, 2023; Donald & Pri-

oul, 2015; Fuck et al., 2009; Prioul & Lebrat, 2004; Prioul

et al., 2004; Rasolofosaon, 1998; Sarkar et al., 2003; Sinha

& Kostek, 1996; Winkler & Liu, 1996). To our knowledge, a

transversely isotropic (TI) symmetric TOE tensor has not been

previously proposed for any application. Anisotropic TOE

tensors are important because of the anisotropic behaviour

of sedimentary rocks, particularly overburden shales. Such

models can give insight into the time-shift dependency on

offset and azimuth. This can benefit the interpretation of

both pre-stack and post-stack time-lapse data and thereby

improve the quantification of strains and stress changes. It

is therefore important to quantify the extent of third-order

anisotropy in rocks and to compare predictions obtained

from anisotropic TOE tensors with those from isotropic TOE

tensors, as addressed in this study.

In this work, we propose an anisotropic model with TI

symmetry of the TOE tensor. The elastic coefficients of this

model, as well as those of the corresponding model with an

isotropic TOE tensor, were determined using ultrasonic exper-

imental data from three different field shales. The fit of the

TOE models to the experimental data is discussed in terms of

velocity changes as a function of ray angle, relative to the sym-

metry axis of the rock, and stress path. To examine the TOE

models in relation to 4D seismic data, a finite-element geome-

chanical modelling case was studied, featuring a depleting

reservoir surrounded by an anisotropic medium populated

by the properties of the experimentally tested shales. The

resulting strains from the modelling were used in conjunction

with the model to calculate angular variations of time-shifts,

demonstrating their dependency on the symmetry of the TOE

tensor.

The novelty of the present work is as follows: (1) devel-

opment of an anisotropic TOE tensor with TI symmetry that

accommodates the complete strain tensor; (2) calibration of

the TOE coefficients to laboratory data from different over-

burden field shales; and (3) discussion of angular time-shift

trends for a geomechanical modelling case with both TI and

isotropic symmetries of the TOE tensor.

THIRD-ORDER ELASTIC MODEL

In this section, the anisotropic third-order elastic (TOE) stiff-

ness tensor with TI symmetry is developed. The TOE theory

enables prediction of how velocities depend on strain. The
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 3

expansion of the elastic strain energy of a medium around

a reference state of zero strain, truncating at the third-order

terms, takes the common form (Brugger, 1964; Fuck &

Tsvankin, 2009; Lubarda, 1997; Rasolofosaon, 1998; Shapiro,

2017; Sinha, 1982; Thurston, 1974; Wang & Schmitt, 2021)

𝑊 = 1
2
𝐶𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙 +

1
6
𝐶𝑖𝑗𝑘𝑙𝑚𝑛𝜀𝑖𝑗𝜀𝑘𝑙𝜀𝑚𝑛, (1)

where 𝐶𝑖𝑗𝑘𝑙 and 𝐶𝑖𝑗𝑘𝑙𝑚𝑛 are coefficients of the second-order

elastic (SOE) and TOE stiffnesses, respectively, 𝜀𝑖𝑗 are the

strain components, and i, j, k, l, m and n are dummy indices

where summation over repeated indices in each term is

implied. Note that the strains in the experiments and simula-

tions herein are of the order 10−3 or less, that is infinitesimal.

Thus, we will disregard nonlinear terms in the strain itself

(albeit not in the strain energy in Equation (1), which can be

expressed in terms of spatial coordinates 𝑥𝑖 and displacements

𝑢𝑖 as (Fjær et al., 2021, p. 21)

𝜀𝑖𝑗 =
1
2

(
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖

)
. (2)

Strain is defined positive for compression. The TOE the-

ory was initially applied to crystals where the unstrained

configuration may serve as an appropriate reference state

(Thurston, 1974, p. 216). Given our focus on field shales,

the reference configuration is more naturally that with initial

in situ stress and pore pressure. The reference and strained

states are hereinafter called the baseline and monitor states,

respectively.

For convenience, we adopt Voigt notation, also called

abbreviated notation or engineering notation. The tensor com-

ponents 𝜀𝑖𝑗 of the strain are expressed as vector components

𝑒𝐼 in Voigt notation:

[
𝜀11, 𝜀22, 𝜀33, 2𝜀23, 2𝜀13, 2𝜀12

]T
≡
[
𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5, 𝑒6

]T
,

(3)

where the superscript T stands for transposed. In Voigt nota-
tion, the strain energy expanded to the third-order becomes

(Brugger, 1964)

𝑊 = 1
2
∑
𝐼

𝐶II𝑒
2
𝐼
+
∑
𝐼<𝐽

𝐶IJ𝑒𝐼𝑒𝐽 + 1
6
∑
𝐼

𝐶III𝑒
3
𝐼

+1
2
∑
𝐼≠𝐽

𝐶IIJ𝑒
2
𝐼
𝑒𝐽 +

∑
𝐼<𝐽<𝐾

𝐶IJK𝑒𝐼𝑒𝐽 𝑒𝐾, (4)

where the subscripts run from 1 to 6. The SOE and TOE ten-

sors possess permutation symmetry, that is 𝐶𝐼𝐽 = 𝐶𝐽𝐼 and

𝐶𝐼𝐽𝐾 = 𝐶𝐽𝐼𝐾 = 𝐶𝐾𝐼𝐽 .

The coordinate systems of the strain tensor and the

medium’s baseline symmetry must align. Nevertheless, an

anisotropic strain implies asymmetry of the effective stiff-

F I G U R E 1 Schematic illustration of the different samples at 0˚,

45˚ and 90˚ relative to the TI symmetry axis (𝑥3). The bedding is in the

[𝑥1, 𝑥2] plane.

ness tensor of the strained medium. Thurston (1974, p.

227) referred to this phenomenon as the ‘stretched-string

effect’. This is a fundamental difference from an unstrained

anisotropic medium implying symmetric effective stiffness.

Yet, the asymmetry in monitor stiffness is relatively small as

the stress change is much smaller than both the second- and

third-order stiffness terms, as highlighted by several authors

(Fuck & Tsvankin, 2009; Fuck et al., 2009; Prioul et al., 2004;

Rasolofosaon, 1998; Thurston, 1974), and also observed here.

Thus, we disregard any asymmetry of the effective stiffness

in our analysis. Consequently, the effective monitor stiffness

for small amplitude waves becomes (Fuck & Tsvankin, 2009;

Prioul et al., 2004; Shaprio, 2017)

𝐶m
𝐼𝐽

= 𝐶
𝐼𝐽

+ 𝐶𝐼𝐽𝐾𝑒𝐾. (5)

In Voigt notation, the SOE coefficients (baseline stiff-

nesses) can be represented by a 6 × 6 matrix, and the TOE

coefficients can be represented by a 6 × 6 × 6 matrix or equiv-

alently a six-component vector composed of 6 × 6 matrices.

The principle of invariance of the strain energy with respect to

transformations implies, at most, 21 independent SOE coeffi-

cients and 56 independent TOE coefficients (Brugger, 1965;

Fumi, 1951, 1952; Hearmon, 1953).

In this work, we study shales with TI properties, as

addressed further below. The hexagonal SOE tensor, which

also possesses TI symmetry as proved below, has five inde-

pendent coefficients: 𝐶11, 𝐶13, 𝐶33, 𝐶44 and 𝐶66, as chosen

here. The constraint on the last non-vanishing SOE coefficient

is (e.g. Fjær et al., 2021, p. 60)

𝐶12 = 𝐶11 − 2𝐶66. (6)

Although the constraints of the hexagonal TOE tensor are

known (Fumi, 1952), it does not possess the required TI sym-

metry (Fuck & Tsvankin, 2009). To further constrain the

hexagonal TOE tensor to TI symmetry, a TI medium with a

symmetry axis along 𝑥3 is considered (Figure 1). The axis

orientation and notation (𝑥𝑖) refer to the coordinate system of

the material symmetry in the baseline state. Hearmon (1953)

noted that the constraints on the isotropic TOE coefficients
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4 BAKK ET AL.

could be obtained by combining the highest symmetries in

the cubic and hexagonal systems. A similar reasoning may be

used for the TI system, for which isotropy is only required

in the [𝑥1, 𝑥2] plane. We generalize the method of Hearmon

(1953) by hypothesizing that TI symmetry is obtained by

combining the maximum symmetries in the tetragonal and

hexagonal systems. This effectively adds a fourfold symme-

try axis along 𝑥3 in the hexagonal system. Thus, one new

constraint emerges as compared to the hexagonal TOE tensor,

𝐶166 = 𝐶266. The number of independent third-order coeffi-

cients in the TI system is nine: 𝐶111, 𝐶113, 𝐶133, 𝐶144, 𝐶166,

𝐶333, 𝐶344, 𝐶366 and 𝐶456, as chosen here, which are subject

to the following constraints:

𝐶112 = 𝐶122 = 𝐶111 − 4𝐶166,

𝐶123 = 𝐶113 − 2𝐶366,

𝐶222 = 𝐶111,

𝐶223 = 𝐶113,

𝐶233 = 𝐶133,

𝐶244 = 𝐶155 = 𝐶144 + 2𝐶456,

𝐶255 = 𝐶144,

𝐶266 = 𝐶166,

𝐶355 = 𝐶344.

(7)

To verify our hypothesis, the strain energy of the system

must be invariant to all transformations corresponding to the

symmetry (Birch, 1947; Hearmon, 1953). Because the TI

TOE system further constrains the hexagonal system, and the

constraints on the SOE and TOE coefficients in the hexag-

onal system are known (Fumi, 1952), it remains to verify

the invariance of the strain energy regarding arbitrary rota-

tion around 𝑥3. This procedure holds valid solely under the

approximation of symmetry of the effective stiffness, as previ-

ously discussed. The strain energy 𝑊 for the TI TOE system

is obtained from Equation (4) along with the constraints in

Equation (7), resulting in

2𝑊 = 𝐶11
(
𝑒1 + 𝑒2

)2 + 2𝐶13
(
𝑒1 + 𝑒2

)
𝑒3 + 𝐶33𝑒

2
3

+𝐶44
(
𝑒24 + 𝑒25

)
+ 𝐶66

(
𝑒26 − 4𝑒1𝑒2

)
+1
3
𝐶111

(
𝑒1 + 𝑒2

)3 + 𝐶113
(
𝑒1 + 𝑒2

)2
𝑒3

+𝐶133
(
𝑒1 + 𝑒2

)
𝑒23 + 𝐶144

(
𝑒1 + 𝑒2

) (
𝑒24 + 𝑒25

)
+𝐶166

(
𝑒1 + 𝑒2

) (
𝑒26 − 4𝑒1𝑒2

)
+ 1

3
𝐶333𝑒

3
3

+𝐶344
(
𝑒24 + 𝑒25

)
𝑒3 + 𝐶366

(
𝑒26 − 4𝑒1𝑒2

)
𝑒3

+ 2𝐶456
(
𝑒1𝑒

2
5 + 𝑒2𝑒

2
4 + 𝑒4𝑒5𝑒6

)
. (8)

Consider a clockwise rotation of a strain tensor 𝜀 by an

arbitrary angle 𝛽 around 𝑥3. The transformed strain tensor is

obtained by (Fjær et al., 2021, p. 687)

⎡⎢⎢⎢⎣
𝜀̄11 𝜀̄12 𝜀̄13

𝜀̄12 𝜀̄22 𝜀̄23

𝜀̄13 𝜀̄23 𝜀̄33

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣
cos 𝛽 sin 𝛽 0
− sin 𝛽 cos 𝛽 0

0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝜀11 𝜀12 𝜀13

𝜀12 𝜀22 𝜀23

𝜀13 𝜀23 𝜀33

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cos 𝛽 − sin 𝛽 0
sin 𝛽 cos 𝛽 0
0 0 1

⎤⎥⎥⎥⎦
.

(9)

In Voigt notation, the transformed strain is

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑒1

𝑒2

𝑒3

𝑒4

𝑒5

𝑒6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑒1cos2𝛽 + 𝑒2sin2𝛽 + 𝑒6 cos 𝛽 sin 𝛽
𝑒1sin2𝛽 + 𝑒2cos2𝛽 − 𝑒6 cos 𝛽 sin 𝛽

𝑒3
1
2

(
𝑒4 cos 𝛽 − 𝑒5 sin 𝛽

)
1
2

(
𝑒4 sin 𝛽 + 𝑒5 cos 𝛽

)
(𝑒2 − 𝑒1) cos 𝛽 sin 𝛽 + 1

2𝑒6(cos
2𝛽 − sin2𝛽)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

The strain energy in Equation (8) can be recast to

2𝑊 =
(
𝐶11 +

1
3
𝐶111𝐼1

)
𝐼21 +

(
𝐶33 +

1
3
𝐶333𝐼3

)
𝐼23

+
(
2𝐶13 + 𝐶113𝐼1 + 𝐶133𝐼3

)
𝐼1𝐼3

+
(
𝐶44 + 𝐶144𝐼1 + 𝐶344𝐼3

)
𝐼2

+
(
𝐶66 + 𝐶166𝐼1 + 𝐶366𝐼3

)
𝐼4 + 2𝐶456𝐼5, (11)

where

𝐼1 = 𝑒1 + 𝑒2,

𝐼2 = 𝑒24 + 𝑒25,

𝐼3 = 𝑒3,

𝐼4 = 𝑒26 − 4𝑒1𝑒2,
𝐼5 = 𝑒1𝑒

2
5 + 𝑒2𝑒

2
4 + 𝑒4𝑒5𝑒6.

(12)

By substituting 𝑒𝐼 from Equation (10) for 𝑒𝐼 in Equa-

tion (12), we obtain 𝐼𝑖(𝐞̄) = 𝐼𝑖(𝐞) for 𝑖 = {1, 2, 3, 4, 5}. This

means that all five combinations of strain in Equation (12)

are specific invariants for the rotation around 𝑥3. These strain

invariants should not be mistaken for the ordinary strain

invariants that are applicable to arbitrary transformations of

the strain tensor (e.g. Fjær et al., 2021, p. 19). Importantly,

this implies that the strain energy in Equation (11) is invariant

as well, because 𝑊 (𝐞̄) = 𝑊 (𝐞). Thus, the imposition of any

rotation around 𝑥3 whatsoever on the strain energy will sim-

ply lead to an identity and there can be no further reduction

in the number of independent coefficients. This proves that

the proposed TOE tensor with nine independent coefficients,

along with the constraints in Equation (7), has the required

TI symmetry. Furthermore, this supports our hypothesis that

constraining the hexagonal system with a fourfold symmetry

axis is consistent with TI symmetries for both the SOE and

TOE tensors. Hence, the 21 distinct monitor stiffness coeffi-

cients for a medium with TI symmetry of both the SOE and
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 5

TOE tensors are

𝐶m
11 = 𝐶11 + 𝐶111𝑒1 +

(
𝐶111 − 4𝐶166

)
𝑒2 + 𝐶113𝑒3,

𝐶m
12 = 𝐶11 − 2𝐶66 +

(
𝐶111 − 4𝐶166

) (
𝑒1 + 𝑒2

)
+
(
𝐶113 − 2𝐶366

)
𝑒3,

𝐶m
13 = 𝐶13 + 𝐶113𝑒1 +

(
𝐶113 − 2𝐶366

)
𝑒2 + 𝐶133𝑒3,

𝐶m
14 = 𝐶144𝑒4,

𝐶m
15 =

(
𝐶144 + 2𝐶456

)
𝑒5,

𝐶m
16 = 𝐶166𝑒6,

𝐶m
22 = 𝐶11 +

(
𝐶111 − 4𝐶166

)
𝑒1 + 𝐶111𝑒2 + 𝐶113𝑒3,

𝐶m
23 = 𝐶13 +

(
𝐶113 − 2𝐶366

)
𝑒1 + 𝐶113𝑒2 + 𝐶133𝑒3,

𝐶m
24 =

(
𝐶144 + 2𝐶456

)
𝑒4,

𝐶m
25 = 𝐶144𝑒5,

𝐶m
26 = 𝐶166𝑒6,

𝐶m
33 = 𝐶33 + 𝐶133

(
𝑒1 + 𝑒2

)
+ 𝐶333𝑒3,

𝐶m
34 = 𝐶344𝑒4,

𝐶m
35 = 𝐶344𝑒5,

𝐶m
36 = 𝐶366𝑒6,

𝐶m
44 = 𝐶44 + 𝐶144𝑒1 +

(
𝐶144 + 2𝐶456

)
𝑒2 + 𝐶344𝑒3,

𝐶m
45 = 𝐶456𝑒6,

𝐶m
46 = 𝐶456𝑒5,

𝐶m
55 = 𝐶44 +

(
𝐶144 + 2𝐶456

)
𝑒1 + 𝐶144𝑒2 + 𝐶344𝑒3,

𝐶m
56 = 𝐶456𝑒4,

𝐶m
66 = 𝐶66 + 𝐶166

(
𝑒1 + 𝑒2

)
+ 𝐶366𝑒3.

(13)

The complete TI TOE model in Equation (13) is only valid

for a strain tensor with the directional indices referring to the

principal coordinate system of the TI baseline state of the

medium, which is fulfilled in the laboratory tests as well as

in the geomechanical modelling case. In case the medium

has a dip in a global reference system, the strain tensor must

therefore be oriented in the local (dipping) coordinate sys-

tem, dictated by the baseline material symmetry, to which the

corresponding effective stiffnesses and all derived quantities

(e.g. velocities) also pertain. Note that the TI TOE tensor does

not generally imply a TI symmetry of the monitor stiffness

in Equations (5) and (13), except in cases where the stress

change has rotational symmetry around the TI symmetry axis.

In our modelling scenarios, and in field cases in general, the

principal strain (and stress change) tensor can take any ori-

entation. The symmetry of the strained medium depends on

the symmetry of the TOE tensor and the structure of the

strain tensor, as pointed out by Fuck and Tsvankin (2009),

as well as the symmetry of the SOE tensor. It is also worth

mentioning that the model in Equation (13) can alternatively

accommodate any symmetry of the baseline stiffness 𝐶𝐼𝐽 ,

although assuming equal symmetry in the second- and third-

order tensors is a natural choice in most cases. If the baseline

tensor has lower symmetry than the third-order TI stiffness,

the complete elastic tensor, including the second- and third-

order terms, will have lower symmetry than TI. However,

this does not violate the derived constraints on the TI TOE

parameters.

The corresponding model with isotropic TOE tensor

(isotropic TOE model) has three independent isotropic TOE

coefficients: 𝐶 iso
111, 𝐶

iso
113 and 𝐶 iso

144, as chosen here, along with

the constraints (Fuck & Tsvankin, 2009; Hearmon, 1953):

𝐶 iso
133 = 𝐶 iso

113,

𝐶 iso
333 = 𝐶 iso

111,

𝐶 iso
166 = 𝐶 iso

344 =
1
4

(
𝐶 iso
111 − 𝐶 iso

113
)
,

𝐶 iso
366 = 𝐶 iso

144,

𝐶 iso
456 =

1
8

(
𝐶 iso
111 − 𝐶 iso

113
)
− 1

2𝐶
iso
144.

(14)

Note the constraints in Hearmon (1953) need to be trans-

posed because we apply Voigt notation, implying 𝐶𝑖𝑗𝑘𝑙𝑚𝑛 =
𝐶𝐼𝐽𝐾 (Brugger, 1964; Fuck & Tsvankin, 2009). The monitor

stiffness for the isotropic TOE model is obtained by substi-

tuting 𝐶 iso
IJK from Equation (14) for 𝐶

𝐼𝐽𝐾
on the right hand

side of Equation (13). By accommodating shear strains, this

isotropic TOE model is thus generalizing the model proposed

by Prioul et al. (2004).

METHOD

Materials, experimental setup and
establishment of in situ conditions

All tests follow established geomechanical testing guide-

lines (Dudley et al., 2016). Samples made of aluminium and

polyetheretherketone were used for the static and dynamic

calibration of the setup. Laboratory experiments were con-

ducted on three different field shales: M shale, D shale and B

shale. After coring at the rig, each shale core, 4 in. in diame-

ter and 12 in. long, was protected using the ‘seal peel’ method

before being safely stored. This involves wrapping the core in

plastic film, covering it with aluminium foil and applying a

layer of wax. The aluminium foil acts as a vapour barrier and

reflects heat during the wax-dipping process. This preserva-

tion technique enables the cores to be stored for a long time

while retaining their suitability for subsequent testing, as it

minimizes the loss of pore fluid that would otherwise cause

irreversible damage to the shales. The experimental data from

these shales are also discussed by Bakk, Holt, Bauer et al.

(2020), Bakk, Holt, Duda et al. (2020), Holt et al. (2018) and

Duda et al. (2020). The key characteristics of the shales are

summarized in Table 1. Representative samples, drilled next

to the samples used in the static and dynamic testing, were

used to estimate porosity from water loss upon heating and

clay content from XRD analysis. All tests are conducted at

room temperature. The field samples have not experienced
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6 BAKK ET AL.

T A B L E 1 Geological age, true vertical depth measured from sea-level, porosity, clay content (wt%: weight per cent relative solid mass), in situ

vertical stress 𝜎Z, in situ horizontal stress 𝜎H and in situ pore pressure 𝑝F of the tested field shales.

Shale Geological age Depth (km) Porosity (%) Clay content (wt%) 𝝈𝐙 (MPa) 𝝈𝐇 (MPa) 𝒑𝐅 (MPa)

M Middle Miocene 1.4 36 71 27.3 25.9 17.2

D Eocene 2.5 29 73 50.3 49.2 37.9

B Early Miocene 3.4 24 76 49.8 47.4 35.0

any heating prior to testing, apart from the in situ formation

temperature experienced prior to coring and a slight tempo-

rary temperature rise during the waxing procedure for the

‘seal peel’.

For each shale, three cylindrical samples, 38 mm in diam-

eter and 50–60 mm long, were drilled at angles of 0˚, 45˚

and 90˚ relative to the bedding-plane normal (Figure 1).

Our selection for where to drill the samples was based on

visual inspection and CT images of the cores provided by

the operator. This process aims to avoid significant fractures

and inhomogeneities, as these can lead to stress concentra-

tions, potentially causing non-elastic (plastic) deformation

and failure. These mechanisms are beyond the objectives of

our current study, which focuses on elastic deformations. Sig-

nificant inhomogeneities may also lead to position-dependent

strain and wave velocities, making it challenging to determine

representative bulk properties due to the presence of differ-

ent rock domains. This approach is expected to yield results

closer to in situ local properties of the shales, as fractures

may have resulted from core retrieval or sample handling. A

comprehensive assessment of geological features, including

layering, structure, fracture systems and faults as experienced

in the field, would require additional tests and models that

are beyond the scope of the present study. The 0˚, 45˚ and

90˚ samples were used for the inversion of the static stiffness,

whereas the 0˚ and 90˚ samples were used for the inversion

of the dynamic stiffness. Following drilling, each sample was

placed in a heat shrink sleeve for protection and support dur-

ing trimming and grinding of the end surfaces (Figure 2). All

preparation was performed using an inert white oil as cool-

ing and circulation fluid, effectively providing an oil surface

on the sample to preserve its natural moisture content and

avoid any direct exposure to air, without inducing adverse

alterations to the rock matrix or pore fluid. Between prepa-

ration and testing, the sample was stored, submerged in an

inert white oil, in separate closed-lid containers. During test-

ing, a specially designed Viton rubber sleeve was used to seal

the sample from the confining fluid, enabling the application

of horizontal stress (Figure 3a). The sleeve also facilitated

the insertion of the steel pistons exerting vertical stress to the

end faces of the samples, as well as allowing for precise posi-

tioning of the horizontal ultrasonic sensors and the horizontal

strain cantilevers, all in direct contact with the sample surface.

This stack was finally placed in a triaxial load frame, where

the vertical stress and the isotropic horizontal (confining)

stress were adjusted independently. Note that the ‘vertical’

and ‘horizontal’ directions in the experiments refer to the

setup, where the axis of the cylindrical sample was aligned

with the vertical direction. The vertical strain was deter-

mined as the average value of recordings from three linear

variable differential transformers (LVDTs) distributed uni-

formly azimuthally (every 120˚) around the sample. Similarly,

horizontal strains were determined by averaging recordings

from the strain gauges attached to two orthogonal pairs of

cantilevers, positioned in the same horizontal plane, aligned

at 45˚ azimuth relative to the horizontal ultrasonic source-

receiver transducer alignments (ray paths). The utilization of

redundant strain measurements is a well-established approach

for enhancing accuracy. The deviation between the mean

strain and the individual strains measured by the LVDTs,

respectively, was one order of magnitude smaller than the

strain magnitude for the loading and unloading steps. This

level of deviation falls within the estimated error of the ver-

tical strain. In the case of horizontal strains, this deviation is

reduced to two orders of magnitude smaller than the magni-

tude of the strain for the loading and unloading steps. Based on

the individual strain measurements, there are no indications

of significant non-uniformity or bias from the TI symmetry

in the considered shale samples (as further discussed below).

Pore-pressure control was maintained with access through

each piston, with a pore-pressure sensor connected to each

piston. Radial and end drains, including the use of a fine metal

mesh attached to the sample’s circumferential surface, were

used during testing to enhance drainage and thereby reduce

the time required for pore-pressure equilibration during the

drained stages.

We determined ultrasonic velocities using pulse trans-

mission with longitudinal transducers, generating mostly P-

waves, and transverse (shear) transducers, generating mostly

S-waves. P-wave ultrasonic velocities were measured in mul-

tiple ray-path directions, relative to the axis of the cylindrical

sample, at 0˚, 22˚ (only used for B Shale), 37˚, 47˚, 68˚ and

90˚ (Figure 3b). All longitudinal transducers were in the same

vertical plane. S-wave velocities were measured vertically

and horizontally, with the polarization directions illustrated in

Figure 4. The horizontal transverse transducers were aligned
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 7

F I G U R E 2 Samples drilled normal to the

bedding (0˚ samples) prior to the mechanical testing.

To reduce the possibility of damage before testing,

the samples were wrapped in a shrink sleeve at this

stage.

F I G U R E 3 (a) Setup (stack) for the testing prior to mounting in the load frame. The sample is embedded inside the black Viton rubber sleeve.

Source/Receiver: longitudinal sources and receivers used for measuring oblique and horizontal P-wave velocities aligned at ray angles: 37˚, 47˚, 68˚

and 90˚, all within the same vertical plane. Longitudinal and transverse transducers aligned at 0˚ and longitudinal transducers aligned at 22˚ are

integrated in the front of the loading pistons above and beneath the sample. LVDT: linear variable differential transformer for vertical strain

measurements (LVDT 3 is hidden). DefH: attachments for two pairs of cantilevers for horizontal strain measurements (DefH 4 is hidden). (b) At the

in situ stress and pore pressure, vertical and isotropic (confining) horizontal stress changes were independently exerted on the cylindrical samples

according to the different stress paths (Table 2). Ultrasonic P-wave velocities were measured along multiple ray paths (red lines) relative to the axis

of the cylindrical sample, constrained by the positions of the transducers (black discs).

at 90˚ azimuthally relative to the plane defined by the lon-

gitudinal transducers. The velocities for the different angles

and modes were sampled in a sequence, separated by a delay

of a few seconds to avoid any noise (interference) from the

preceding sampling. Small ultrasonic longitudinal transduc-

ers (2 mm in diameter) for the oblique velocity measurements

were utilized to obtain group velocities directly, as verified

by finite-difference wave-propagation simulations (Dellinger

& Vernik, 1994; Dewhurst & Siggins, 2006; Hornby, 1998;

Larsen et al., 2011; Sarout & Guéguen, 2008). The domi-

nant excitation frequencies for the vertical and non-vertical

propagating P-waves were 500 and 600 kHz, respectively,
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8 BAKK ET AL.

F I G U R E 4 Polarization (red arrows) and propagation direction (blue arrows) of the S-waves obtained in the principal directions: (a) 0˚ sample

test (all samples), (b) 90˚ sample test for M shale and (c) 90˚ sample test for D shale. The corresponding determined stiffnesses 𝐶𝐼𝐼 are also indicated.

and 125 kHz for the S-waves. The frequency is determined

by the composition and design of the piezoelectric transduc-

ers, with transverse transducers requiring a lower frequency,

compared to longitudinal transducers, to mitigate the pro-

nounced signal attenuation in shales. At the beginning of the

test, the sample was subjected to 5 MPa isotropic stress and

3 MPa pore pressure, whereupon it was exposed to the in

situ brine salinity estimated from a pore fluid analysis of the

field cores. After consolidation (Dudley et al., 2016; Fjær

et al., 2021, p. 73), which involved maintaining a constant

and relatively low external stress and allowing drainage of the

pore fluid, the sample was loaded in a drained condition to

match the estimated in situ stress and pore-pressure values as

provided by the field operator (Table 1). Drained conditions

mean that the pore pressure is controlled externally by open-

ing the valves to a pump (fluid reservoir) and maintaining a

constant (target) pore pressure. A drained loading to in situ

stress and pore pressure is expected to lead to full saturation

(Dudley et al., 2016). The magnitude of the stress changes

applied in our tests (a few MPa) aligns with strain levels

typically observed in the vicinity of a depleting reservoir.

Therefore, our tests are directly relevant to field conditions.

The changes in porosity and density associated with such

stress changes are generally small in the surroundings of the

reservoir (Holt et al., 2018). A good indication of proper

saturation was obtained by determining the undrained pore-

pressure response to an isotropic stress change (Skempton,

1954). The corresponding Skempton B coefficients were as

follows: 0.86 for M shale, 0.87 for D shale and 0.83 for B

shale. These values align with the expected range for satu-

rated shales (Holt et al., 2018). For undersaturated samples,

the Skempton B coefficients would have been significantly

lower (Vernay et al., 2019). Regarding the tests conducted

with the 45˚ and 90˚ samples, it was not possible to obtain

the in situ total stress because the setup was constrained to

isotropic horizontal stress. For these samples, the baseline

stress was isotropic, equal to the horizontal in situ stress.

This bias from in situ vertical stress is not expected to sig-

nificantly influence the results because the horizontal and

vertical in situ stresses are very close for the tested sam-

ples. There was no indication of rock failure in any of the

tests.

Transverse isotropy is commonly employed in the study

of overburden shales (Asaka, 2023; Delle Piane et al., 2011,

2014; Dewhurst & Siggins, 2006; Hornby, 1998; Johnston,

1987; Jones & Wang, 1981; Sarout & Guéguen, 2008;

Thomsen, 1986). However, to conclude, this needs to be

experimentally verified. As detailed above, a pair of longi-

tudinal transducers were employed to measure the horizontal

P-wave velocity (Figure 3a). The horizontal transverse trans-

ducers can then be utilized to quantify possible P-wave

anisotropy in the horizontal plane, as they are azimuthally

aligned at 90˚ relative to the horizontal longitudinal trans-

ducers. We exploited the fact that the horizontal transverse

source inevitably generates a small P-wave signal, which can

be recorded as a first arrival by the S-wave receiver. This sig-

nal was used to determine the P-wave velocity azimuthally

orthogonal to the alignment of the horizontal longitudinal

transducer pair. Under constant in situ stress conditions, the

azimuthal variation of the P-wave velocity ranged from 10 to

40 m/s for the three shales, which is one order of magnitude

lower than the difference between the vertical and horizontal

P-wave velocities. This azimuthal variation of the horizontal

P-wave velocities falls within the absolute error of the P-

wave velocity determination (see the ‘Error analysis’ section).

Thus, it is inconclusive whether this slight discrepancy arises

from a small deviation from TI symmetry or measurement

uncertainties. Also note, the bedding plane of the shales was

visually evident, allowing for precise drilling of the samples

relative to the bedding-plane normal. These considerations

indicate that the conclusion of intrinsic TI symmetry for our

field shales is appropriate.

To further assess the consistency of the oblique P-wave

velocities with the TI conclusion, we monitored the fit over a

5-h period under constant in situ stress, recording 40–50 data

points for each shale. With a maximum variation of 0.05 in

Thomsen’s δ parameter (Thomsen, 1986), the TI prediction

matched all the measured oblique velocities consistently at all
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 9

F I G U R E 5 Schematic diagram of the test protocol with the

different in situ cycles involving the following stress paths: isotropic

stress change, uniaxial stress change, uniaxial strain and

constant-mean-stress change. In situ total stresses and pore pressures

for the different shales are provided in Table 1, whereas the

corresponding stress changes and the number of steps are provided in

Table 2. Pore pressure was drained to the in situ value prior to each

cycle, ensuring accurate and consistent starting conditions at the in situ

pore pressure (indicated by dots). During the stress cycles, the sample

was kept undrained. The actual pore-pressure response depends upon

the specific material properties, stress path and stress magnitude.

recordings. This observation reinforces the validity of the TI

conclusion.

In situ stress paths

After consolidation at the in situ stress and pore pressure, a

sequence of undrained stress cycles involving different stress

paths was applied, as schematically shown in Figure 5. Ultra-

sonic velocity data from the stress cycles were subsequently

utilized to calibrate the TOE coefficients. The undrained

state imposed during stress cycling is considered realistic

for shales due to their low permeability, as further discussed

below. The stress cycling involved externally controlled stress

paths with stress changes detailed in Table 2, including (1)

isotropic stress change, (2) uniaxial stress change, (3) uniax-

ial strain and (4) constant-mean-stress change. Noteworthily,

this leads to a corresponding cycling of the pore pressure

due to the undrained conditions (Cheng, 1997). The constant-

mean-stress path was included because close to constant

mean-stress changes are predicted in a subsurface with equal

stiffness of the reservoir and the surrounding rocks (Fjær

et al., 2021; Geertsma, 1973, p. 626). One stress cycle consists

of following stages:

1. Loading step (5 MPa vertical stress increase), accom-

panied by a simultaneous change in horizontal (radial

confining) stress (different for each stress path, Table 2),

and by a simultaneous corresponding change in pore pres-

sure (undrained response to stress change; not externally

controlled).

2. Holding period of 2–4 h for consolidation (pore pressure

equilibration).

3. Recording of velocities and strains, as described below.

4. Unloading step, the reverse of the loading step.

5. Holding period of 2–4 h for consolidation.

6. Recording of velocities and strains.

Prior to each stress cycle, the connection between the sam-

ple and the pore-pressure intensifier was opened to ensure that

all cycles consistently started accurately at the in situ pore

pressure.

Static stiffness from laboratory data

The experimentally determined TI static stiffnesses of the

shales were utilized in the geomechanical modelling. Because

of the small strains, we assume that the static stiffness is inde-

pendent of strain. Incorporating finite strain would only result

in a marginal correction to the linear strain and would not

contribute to the understanding of the overburden dynamic

trends of this study. It can be mentioned that finite strains

can be accounted for in a static TOE model such as Wang

and Schmitt (2021) suggested for isotropic materials. How-

ever, this will complicate the calculation of the static model,

and consequently also the dynamic TOE model in our case,

because a strain implies a change of moduli, which in turn

changes the strain.

Hooke’s law for the static stiffness 𝑐 of a TI medium with

the symmetry axis aligned with 𝑥3 is (Fjær et al., 2021, p. 60)

⎡⎢⎢⎢⎢⎢⎢⎣

𝜎1
𝜎2
𝜎3
𝜎4
𝜎5
𝜎6

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎣

𝑐11 𝑐11 − 2𝑐66 𝑐13 0 0 0
𝑐11 − 2𝑐66 𝑐11 𝑐13 0 0 0

𝑐13 𝑐13 𝑐33 0 0 0
0 0 0 𝑐44 0 0
0 0 0 0 𝑐44 0
0 0 0 0 0 𝑐66

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
𝑒6

⎤⎥⎥⎥⎥⎥⎥⎦
. (15)

Hooke’s law for the compliance 𝐬 ≡ 𝐜−1 of a TI material is

𝐞 = 𝐬𝝈. (16)

The static stiffness used in the geomechanical modelling

was obtained from three samples drilled at 0˚, 45˚ and 90˚

relative to the symmetry axis (Figure 1). From the uniaxial

strain along 𝑥3 in the 0˚ sample, we obtained the vertical uni-

axial strain modulus 𝐻V and the associated 𝐾0 ratio from

Equation (15):

𝐻V =
Δ𝜎3
𝑒3

= 𝑐33, 𝑒𝐼 = 0 for 𝐼 ≠ 3, (17)
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10 BAKK ET AL.

T A B L E 2 Sample alignment (˚) (Figure 1) and stress changes Δ𝜎𝑖 upon vertical loading steps, relative to the in situ (baseline) total stresses in

Table 1. For unloading steps, signs of the stress changes were inverted. Δ𝜎(45◦): load along the cylindrical axis of the 45˚ sample; ‘steps’: total

number of stress steps.

Stress path (˚) 𝚫𝝈𝟏 (MPa) 𝚫𝝈𝟐 (MPa) 𝚫𝝈𝟑 (MPa)
𝚫𝝈(𝟒𝟓◦)
(MPa)

M shale
(steps)

D shale
(steps)

B shale
(steps)

Isotropic stress change 0 5.0 5.0 5.0 0 4 4 4

Uniaxial strain 0 3.3–3.8a 3.3–3.8a 5.0 0 4 2 4

Uniaxial stress change 0 0 0 5.0 0 4 2 4

Constant-mean-stress change 0 −2.5 −2.5 5.0 0 3 2 4

Uniaxial stress change 45 0 0 0 5.0 4 2 4

Isotropic stress change 90 5.0 5.0 5.0 0 3 4b 4b

Uniaxial stress change 90 0 5.0 0 0 3 4 4b

a3.8 MPa for M and D shales; 3.3 MPa for B shale.
bData not utilized here.

𝐾0 =
Δ𝜎1
Δ𝜎3

=
𝑐13
𝑐33

, 𝑒𝐼 = 0 for 𝐼 ≠ 3. (18)

Uniaxial stress change along 𝑥3 in the 0˚ sample test pro-

vides the vertical Young’s modulus 𝐸V, and a uniaxial stress

change along 𝑥2 in the 90˚ sample test provides the horizontal

Young’s modulus 𝐸H. From Equation (16) we obtain:

𝐸V =
Δ𝜎3
𝑒3

= 𝑐33 −
𝑐213

𝑐11 − 𝑐66
,Δ𝜎𝐼 = 0 for 𝐼 ≠ 3, (19)

𝐸H =
Δ𝜎2
𝑒2

=
4𝑐66

[(
𝑐11 − 𝑐66

)
𝑐33 − 𝑐213

]
𝑐11𝑐33 − 𝑐213

,Δ𝜎𝐼 = 0 for 𝐼 ≠ 2.

(20)

For a uniaxial stress change at a general angle relative to the

symmetry axis, Nye (1985, p. 145) provided Young’s modu-

lus expressed in terms of compliances. Young’s modulus at

45˚, 𝐸(45), which relates a uniaxial stress change Δ𝜎(45) and a

uniaxial strain 𝑒(45) at 45˚, can be recast in terms of stiffnesses

to

𝐸(45) =
Δ𝜎(45)
𝑒(45)

=
16𝑐44𝑐66

[
𝑐33

(
𝑐11 − 𝑐66

)
− 𝑐213

]
4
[
𝑐11𝑐33 − 𝑐213 + 𝑐44

(
𝑐11 − 𝑐13

)
− 𝑐66

(
𝑐33 + 𝑐44

)]
𝑐66 + 𝑐44

(
𝑐11𝑐33 − 𝑐213

) . (21)

Each of these static quantities, 𝐻V, 𝐾0, 𝐸V, 𝐸H and 𝐸(45),

was determined as the average value of all steps for the rel-

evant stress path. These quantities were combined within the

compound parameter

𝐴 ≡
𝐸V𝐾

2
0𝐻

2
V

𝐻V − 𝐸V
, (22)

allowing determination of the five independent TI static

stiffness coefficients:

𝑐11 = 𝐴

(
1
𝐸V

+
𝐸H

4𝐴 −𝐻V𝐸H

)
, (23)

𝑐13 = 𝐻V𝐾0, (24)

𝑐33 = 𝐻V, (25)

𝑐44 =
(

4
𝐸(45)

+
𝐻V𝐾0
𝐴

− 1
𝐸V

− 1
𝐸H

)−1
, (26)

𝑐66 =
𝐴𝐸H

4𝐴 −𝐻V𝐸H
. (27)

The correctness of the expressions for the stiffnesses

𝑐𝐼𝐽 can be verified by inserting the right hand side of

Equations (23)–(27) into Equations (17)–(21), respectively.

Dynamic stiffness from laboratory data

Wave propagation in the symmetry directions of the TI shales,

that is in the 𝑥3 direction or in the [𝑥1, 𝑥2] plane, implies equal

phase velocities and group velocities, and equal phase angles
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 11

and group angles (Thomsen, 1986). Thus, the 𝐶11, 𝐶33, 𝐶44
and 𝐶66 (TI) dynamic coefficients, in both the baseline and

monitor states, are determined by

𝐶𝐼𝐼 = 𝜌𝑉 2
𝐼𝐼
, 𝐼 = {1, 3, 4, 5,6} , (28)

where 𝜌 is the density (corrected for volumetric strain in the

monitor state).𝑉𝐼𝐼 are the corresponding P- and S-wave group

velocities for propagation in the symmetry directions: 𝑥1, giv-

ing 𝑉11 = 𝑉𝑃 (90◦) and 𝑉66 = 𝑉𝑆𝐻 (90◦); 𝑥2, giving 𝑉55 =
𝑉𝑆𝑉 (90◦); and 𝑥3, giving 𝑉33 = 𝑉𝑃 (0◦) and 𝑉44 = 𝑉𝑆𝑉 (0◦) =
𝑉𝑆𝐻 (0◦), with propagation angles relative to the 𝑥3 symme-

try axis (Figure 4a). To determine 𝐶13 from the 0˚ sample

test, the oblique group velocities measured at 22˚ (only for B

shale), 37˚, 47˚ and 68˚ were additionally utilized (Figure 3b).

A complete set of velocities was measured every 30 s. For each

set, an optimization routine was run to determine 𝐶13. The ray

angle𝜙 corresponds to the angle between the straight line con-

necting the centre positions of the transducer source-receiver

pairs and the axis of the cylindrical sample (Figure 3b). For

the oblique P-wave velocities, the phase angle 𝜃 and the phase

velocity 𝑣 were obtained from Thomsen (1986)

𝜙 = tan−1
[(

tan 𝜃 + 1
𝑣

𝜕𝑣

𝜕𝜃

)(
1 − tan 𝜃

𝑣

𝜕𝑣

𝜕𝜃

)−1]
, (29)

𝑣 =
{

1
2𝜌

[
𝐶33 + 𝐶44 +

(
𝐶11 − 𝐶33

)
sin2𝜃 +𝐷

]} 1
2
, (30)

with

𝐷 ≡

{(
𝐶33 − 𝐶44

)2 + 2
[
2
(
𝐶13 + 𝐶44

)2 − (
𝐶33 − 𝐶44

)
(
𝐶11 + 𝐶33 − 2𝐶44

) ]
sin2𝜃 +

[(
𝐶11 + 𝐶33 − 2𝐶44

)2
−4

(
𝐶13 + 𝐶44

)2] sin4𝜃} 1
2
. (31)

Following Berryman (1979), the scalar magnitude of the

group velocity 𝑉 was calculated according to

𝑉 =
[
𝑣2 +

(
𝜕𝑣

𝜕𝜃

)2] 1
2
. (32)

By minimizing the sum of square deviations between the

predicted group velocities and the measured group veloci-

ties, 𝐶13 was determined (Duda et al., 2020). The theory

involved in this routine is valid for arbitrary (not just weak)

TI anisotropy. Commonly, when determining 𝐶13 (or Thom-

sen’s 𝛿 parameter) in TI rocks, only the 45˚ direction is

considered beyond the 0˚ and 90˚ directions (Delle Piane

et al., 2011; Dewhurst & Siggins, 2006; Hornby, 1998;

Sarout & Guéguen, 2008). Obtaining a redundancy of oblique

P-wave measurements will improve the determination of

𝐶13 (Thomsen, 1986), as done in this study. It is also

worth noting that there are other methods for inverting stiff-

nesses in anisotropic media; for example Mah and Schmitt

(2003) used an inversion technique based on plane wave

decomposition.

Calibration of third-order elastic coefficients to
experimental data

The TOE coefficients were calibrated by optimizing the mon-

itor stiffnesses predicted by Equation (13) with respect to

the experimentally determined stiffnesses. In the 0˚ sample

tests, the horizontal (H) strains were isotropic because the

principal stress-change tensor was aligned with the symmetry

of the TI rock, and only isotropic horizontal stress-changes

were exerted on the TI medium, that is, 𝑒H ≡ 𝑒1 = 𝑒2. There

were no shear strains in the coordinate system of the sample

because it was vertically aligned with the laboratory setup,

where only normal stresses were exerted. Thus, the corre-

sponding (nonzero) independent monitor TI TOE stiffnesses

in Equation (13) are

𝐶m
11 = 𝐶11 + 2

(
𝐶111 − 2𝐶166

)
𝑒H + 𝐶113𝑒3

𝐶m
13 = 𝐶13 + 2

(
𝐶113 − 𝐶366

)
𝑒H + 𝐶133𝑒3

𝐶m
33 = 𝐶33 + 2𝐶133𝑒H + 𝐶333𝑒3

𝐶m
44 = 𝐶44 + 2𝐶∗

144𝑒H + 𝐶344𝑒3
𝐶m
66 = 𝐶66 + 2𝐶166𝑒H + 𝐶366𝑒3,

(33)

with the compound coefficient

𝐶∗
144 ≡ 𝐶144 + 𝐶456. (34)

To determine the TI TOE coefficients, P-wave velocities

were measured along all ray paths shown in Figure 3b in

addition to horizontal and vertical S-wave velocities for all

stress paths in Table 2. As a result, seven out of the nine TI

TOE coefficients were determined from the 0˚ sample data:

𝐶111, 𝐶113, 𝐶133, 𝐶166, 𝐶333, 𝐶344 and 𝐶366. In addition, the

compound coefficient 𝐶∗
144 was obtained.

The isotropic TOE model was compared with the predic-

tions of the TI TOE model. This is important because only

isotropic TOE models were investigated previously. The cali-

bration of the isotropic TOE coefficients,𝐶 iso
111, 𝐶

iso
113 and𝐶 iso

144,

is uniquely performed with data from the 0˚ sample test. With

the constraints in Equation (14) inserted into Equation (13),

the (nonzero) independent monitor stiffnesses utilized for the
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12 BAKK ET AL.

calibration of the isotropic TOE coefficients are

𝐶
m,iso
11 = 𝐶11 +

(
𝐶 iso
111 + 𝐶 iso

113
)
𝑒H + 𝐶 iso

113𝑒3,

𝐶
m,iso
13 = 𝐶13 + 2

(
𝐶 iso
113 − 𝐶 iso

144
)
𝑒H + 𝐶 iso

113𝑒3,

𝐶
m,iso
33 = 𝐶33 + 2𝐶 iso

113𝑒H + 𝐶 iso
111𝑒3,

𝐶
m,iso
44 = 𝐶44 +

[
𝐶 iso
144 +

1
4

(
𝐶 iso
111 − 𝐶 iso

113
)]

𝑒H

+1
4

(
𝐶 iso
111 − 𝐶 iso

113
)
𝑒3,

𝐶
m,iso
66 = 𝐶66 +

1
2

(
𝐶 iso
111 − 𝐶 iso

113
)
𝑒H + 𝐶 iso

144𝑒3.

(35)

Equation (35) is equivalent to the model proposed by

Prioul et al. (2004), except they used a different triple of

independent isotropic TOE coefficients. Only the TOE coef-

ficients are isotropic in Equation (35), whereas the SOE

coefficients have TI symmetry as in the TI TOE model in

Equations (13) and (33). This allows for a direct compari-

son between the TOE tensors with isotropic symmetry and

TI symmetry. The coefficients of the TI TOE model in Equa-

tion (33) and the isotropic TOE model in Equation (35)

are calibrated by iteratively minimizing the residual R,

defined as the sum of square deviations between the monitor

stiffness predicted (P) by the model 𝐶
m,P
IJ and the exper-

imentally (E) determined stiffness 𝐶
m,E
IJ , summed over all

steps:

𝑅 =
∑ 1

𝑁𝑖

[(
𝐶

m,P
11 − 𝐶

m,E
11

)2 + (
𝐶

m,P
13 − 𝐶

m,E
13

)2
+
(
𝐶

m,P
33 − 𝐶

m,E
33

)2 + (
𝐶

m,P
44 − 𝐶

m,E
44

)2 + (
𝐶

m,P
66 − 𝐶

m,E
66

)2]
.

(36)

Because the number of steps (𝑁𝑖) per stress path (𝑖) varied

(Table 2), the residual is averaged per stress path, giving equal

weight to each of the stress paths in the inversion.

To obtain the remaining TI TOE coefficients𝐶144 and𝐶456,

we utilized the uniaxial stress path cycle in the 90˚ sample

tests to obtain the required strain anisotropy in the [𝑥1, 𝑥2]
plane (𝑒1 ≠ 𝑒2). By substituting 𝐶∗

144 from Equation (34) into

𝐶m
44 and 𝐶m

55 in Equation (13), we obtain

𝐶m
44 = 𝐶44 + 𝐶144𝑒1 +

(
2𝐶∗

144 − 𝐶144
)
𝑒2 + 𝐶344𝑒3 (37)

and

𝐶m
55 = 𝐶44 +

(
2𝐶∗

144 − 𝐶144
)
𝑒1 + 𝐶144𝑒2 + 𝐶344𝑒3. (38)

Since𝐶∗
144 and𝐶344 were calibrated from the 0˚ sample test,

we could determine 𝐶144 from the 90˚ sample test. The hori-

zontally propagating S-waves in M shale (𝐶m
55, Figure 4b), and

both the vertically and horizontally propagating S-waves in D

shale (𝐶m
44 and 𝐶m

55, Figure 4c) were utilized for the determi-

nation of 𝐶144. Finally, the ninth TOE coefficient, 𝐶456, could

be determined from Equation (34).

Error analysis

A reference test on aluminium indicates a standard deviation

of less than 2% of the static Young’s modulus. However, the

moduli of shales will in general have less error than mea-

sured for aluminium, as aluminium has a Young’s modulus of

70 GPa while shales are much softer, implying a larger strain

for a given stress. Conservatively, we still assign a standard

deviation of 2% for the explicitly determined static quantities,

𝐻V, 𝐸V, 𝐸H, 𝐸(45) and K0, in Equations (17)–(21). The errors

of the static TI stiffnesses 𝑐𝐼𝐽 are determined through stan-

dard error propagation from 𝐻V, 𝐸V, 𝐸H, 𝐸(45) and K0 to 𝑐𝐼𝐽
in Equations (23)–(27). In the undrained state, there is a small

fluid volume (dead volume) between the sample and the clos-

ing valves (about 2 mL) that is directly connected to the pore

space of the sample. This may lead to an error in the undrained

moduli, which is not quantified.

The errors associated with the velocities were estimated

from the errors related to the picking of arrival times, sam-

ple length, sample radius, stress, strain and temperature. The

waveforms and picking of arrivals are discussed in detail by

Bakk, Holt, Bauer et al. (2020). All measurements are done in

a consolidated (equilibrium) state, and no significant drift in

the measurements was observed (see below for details). The

standard deviation of the absolute velocities was estimated to

be 30 m/s.

This work primarily focuses on velocity changes, which

yield distinct error estimates compared to those associated

with absolute velocities. For the velocity changes, the error

associated with the picking of arrival times is considered the

dominant source of error. We analysed 50 consecutive wave-

forms from a field-shale test over a 25-min interval under

constant stress conditions. A standard deviation of 2 m/s was

determined, which indicates the picking error. To enhance the

accuracy of the determination of the velocity changes, we uti-

lized the average of 10 consecutive velocity measurements

(5-min interval) in the consolidated state after each stress

change (see the ‘In situ stress paths’ section). By incorpo-

rating smaller errors related to stress, strain and temperature

beyond the error estimate for the picking of the arrival times,

the standard deviation of the velocity changes is estimated to

2.8 m/s. Based on this error estimate, a Monte Carlo simula-

tion with 106 inversions of the TOE coefficients was done.

In each of these iterations, random errors from a Gaussian

distribution were added to the experimentally determined

dynamic stiffnesses, respectively. From the distribution of the

individual TOE coefficients, the 95% confidence intervals for

the TOE coefficients were obtained (Table 4).

For each of the shales, the in situ stress cycles of the

0˚ tests lasted about 3 days and involved 20–28 steps (10–

14 cycles). To assess possible drift in the velocities, the
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 13

F I G U R E 6 Vertical section intersecting the centre of the

axisymmetric geomechanical model. Top horizontal boundary of the

disk-shaped reservoir is located at a depth of 3 km. Reservoir has a

diameter of 2 km and a thickness of 0.2 km. Straight ray paths in the

vertical section [𝑥1, 𝑥3] were utilized to quantify two-way traveltime

shifts at different ray angles 𝜙 from the source to the receiver, via the

mid-point reflector at the top of the reservoir. A miniature top view of

the entire model in the [𝑥1, 𝑥2] plane is shown in the right panel,

highlighting the cylindrical boundary of the model, where the

intersection of the vertical section is indicated by the broken line.

velocities before the first in situ cycle and after the last in

situ cycle step were compared at identical (in situ) stress. The

average absolute velocity deviation over a 3-day period, across

seven different velocities, was found to be around 2–3 m/s for

all three shales. The average volumetric strain per step was of

the order of 10−3 (absolute value). The difference (absolute

value) between the volumetric strain before and after the stress

cycles, that is measured at the in situ total stress at both stages,

was of the order of 10−5 for D and M shales and 10−4 for

M Shale. This is indicative of a high stability of the acoustic

and strain measurements, well-preserved core material, and

sufficiently close to elastic behaviour of the rock.

Geomechanical model

We conducted geomechanical simulations using finite-

element software (DIANA FEM), employing an axisymmet-

ric model that includes a depleting disk-shaped reservoir

surrounded by shales to represent a simplified field case

(Figure 6). This model can highlight useful trends predicted

by the TOE tensor related to the angular dependence of time-

shifts and time-strains in the overburden, providing insights

that are more challenging to attain with a complex geome-

chanical model. No horizontal displacements were permitted

at the vertical (cylindrical) boundary (right panel in Figure 6),

whereas no vertical displacements were permitted at the hori-

zontal boundary at the bottom of the model. A free surface was

assumed at the horizontal boundary at the top of the model.

We simulated the rock’s response to a homogeneous pore-

pressure reduction (depletion) in the reservoir from 35 MPa

(baseline state) to 0 MPa (monitor state). The pore pres-

sure was uniform in the entire reservoir in both the baseline

and monitor states. The static drained stiffness of the reser-

voir is isotropic, and represents a compliant sandstone with

Biot’s 𝛼 = 1 (Fjær et al., 2021, p. 665). Outside the reservoir,

homogeneous static (undrained) and dynamic second-order

stiffnesses were assigned according to the calibrated values

for the three shales (Table 3), respectively, corresponding to

the baseline state in each simulation case. For each case, we

assigned calibrated TOE coefficients from either the TI TOE

model or the isotropic TOE model from Table 4 for the cal-

culation of the monitor stiffness, as explained below. This

requires three different geomechanical simulations, resulting

in five different scenarios, as the TI TOE tensor was not deter-

mined for B shale. It would have been more realistic to have

posited spatial variation in properties outside of the reservoir,

but this would not have added to understanding the overbur-

den’s response to the compacting reservoir within the scope

of this study.

Calculation of overburden time-shifts and
time-strains in the modelling case

Homogeneous baseline properties outside the reservoir imply

straight ray paths in the baseline state within the overburden.

After the depletion, the strain field becomes inhomogeneous.

However, with the small strains involved in our study, straight

ray paths are also assumed in the monitor state. The modelled

strains in the irregular simulation mesh were interpolated onto

a fixed regular grid (computational grid) consisting of cubes

with an edge length of 50 m. Each grid cell was assigned a

homogeneous (interpolated) strain. The computational grid

adopts a cylindrical arrangement, representing the physical

situation of the axisymmetric model. The boundary of the

vertical section [𝑥1, 𝑥3] shown in Figure 6 is rectangular and

aligns with the boundaries of both the simulation mesh and

computational grid. Although the regular grid introduces a

small numerical bias with cubic anisotropy in the calculation

of time-shifts, these errors have negligible impact on the over-

all trends discussed in the study. The 50-m computational grid

size strikes a balance between ensuring sufficient quality of

the interpolated strain data and achieving computational effi-

ciency. We first consider a ray-path segment of baseline length

𝐿 at ray angle 𝜙. The longitudinal strain of this segment is

found by rotating the coordinate system of the strain tensor 𝛆
by an angle𝜙 clockwise around 𝑥2, such that the new (rotated)

𝑥3-axis becomes aligned with the ray-path segment. This is

obtained by the transformation (Fjær et al., 2021, p. 687):

⎡⎢⎢⎢⎣
𝜀̄11 𝜀̄12 𝜀̄13

𝜀̄12 𝜀̄22 𝜀̄23

𝜀̄13 𝜀̄23 𝜀̄33

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣
cos𝜙 0 sin𝜙
0 1 0

− sin𝜙 0 cos𝜙

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝜀11 𝜀12 𝜀13

𝜀12 𝜀22 𝜀23

𝜀13 𝜀23 𝜀33

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cos𝜙 0 − sin𝜙
0 1 0

sin𝜙 0 cos𝜙

⎤⎥⎥⎥⎦
.

(39)

Thus, the longitudinal (geometric) strain of the ray-path

segment becomes in Voigt notation

𝑒RP ≡ 𝜀̄33 = 𝑒1sin2𝜙 + 𝑒3cos2𝜙 − 𝑒5 cos𝜙 sin𝜙. (40)
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14 BAKK ET AL.

T A B L E 3 Static (undrained) and dynamic (ultrasonic) second-order elastic stiffnesses of the tested field shales within a 95% confidence

interval (in parentheses). Static stiffness of the reservoir sandstone in the modelling case is also included.

Rock Modulus C11 (GPa) C33 (GPa) C13 (GPa) C44 (GPa) C66 (GPa)

M Static 7.6 (0.6) 7.3 (0.3) 5.6 (0.3) 0.5 (0.1) 1.3 (0.1)

D Static 9.7 (0.7) 9.3 (0.4) 7.0 (0.4) 1.0 (0.1) 1.9 (0.2)

B Static 13.7 (0.8) 10.3 (0.4) 6.7 (0.4) 2.0 (0.1) 4.5 (0.6)

M Dynamic 13.2 (0.6) 9.9 (0.5) 8.0 (0.9) 1.6 (0.2) 2.9 (0.3)

D Dynamic 15.7 (0.7) 12.6 (0.6) 9.2 (1.1) 2.0 (0.3) 2.8 (0.3)

B Dynamic 20.9 (0.8) 15.3 (0.6) 10.2 (1.0) 3.1 (0.3) 5.3 (0.4)

Reservoir Static 2.4 2.4 1.3 0.6 0.6

T A B L E 4 Calibrated TOE coefficients within a 95% confidence interval (in parentheses) for the TI and isotropic TOE models.

Shale TOE 𝑪𝟏𝟏𝟏 (GPa)a 𝑪𝟏𝟏𝟑 (GPa) 𝑪𝟏𝟑𝟑 (GPa) 𝑪𝟏𝟔𝟔 (GPa) 𝑪𝟑𝟑𝟑 (GPa) 𝑪𝟑𝟔𝟔 (GPa) 𝑪𝟏𝟒𝟒 (GPa) 𝑪𝟑𝟒𝟒 (GPa) 𝑪𝟒𝟓𝟔 (GPa)

M TI 312 (179) 107 (27) 89 (27) 68 (93) 105 (24) 21 (43) 25 (10) 33 (9) 20 (20)

D TI 332 (67) 145 (29) 114 (35) 61 (27) 137 (31) 32 (24) 47 (14) 34 (12) 0 (23)

M Isotropic 94 (17) 57 (18) 57 (18) 9 (25) 94 (17) 11 (12) 11 (12) 9 (25) −1 (14)

D Isotropic 145 (27) 104 (29) 104 (29) 10 (40) 145 (27) −2 (12) −2 (12) 10 (40) 6 (16)

B Isotropic 252 (14) 194 (17) 194 (17) 14 (22) 252 (14) 13 (6) 13 (6) 14 (22) 1 (8)

aThe corresponding unit of strain in Equation (13) is 1.

The time-shift Δ𝑡 for this segment is

Δ𝑡 = 𝑡m − 𝑡b = 𝐿

(
1 − 𝑒RP
𝑉m(𝜙)

− 1
𝑉b(𝜙)

)
, (41)

where 𝑡 is the traveltime and 𝑉 (𝜙) is the group velocity in the

baseline (b) and monitor (m) states at ray angle 𝜙. The two-

way traveltime shiftΔ𝑇 is obtained by summing the local two-

way traveltime changes in Equation (41) along the ray path

through the computational elements 𝐼 :

Δ𝑇 = Tm − 𝑇b =
∑
𝐼

𝐿𝐼

(1 − 𝑒RP,𝐼

𝑉m(𝜙)
− 1

𝑉b(𝜙)

)
. (42)

The geometric (G) contribution to the time-shift in Equa-

tion (42), that is the proportion of the time-shift associated

with changes in the seismic path length, is obtained by setting

𝑉b(𝜙) = 𝑉m(𝜙):

Δ𝑇G = −
∑
𝐼

𝐿𝑖𝑒RP,𝐼

𝑉b(𝜙)
. (43)

Time-strains, defined as fractional (local) time-shifts, are

introduced to quantify the local dynamic alterations (Rickett

et al., 2007). The time-strain is obtained from Equation (41)

Δ𝑡
𝑡b

=
𝑉b(𝜙)
𝑉m(𝜙)

(
1 − 𝑒RP

)
− 1. (44)

The geometric strain in Equation (43) incorporates the sur-

face (top) displacement where the source and receiver are

embedded, which consequently alter positions upon the reser-

voir depletion. In our case, the horizontal surface strains

are particularly small and vanish with increasing angle. This

implies that the horizontal displacements of the source and

receiver are negligible. In some cases, time-shifts are deter-

mined at a fixed offset, that is maintaining identical horizontal

distance between the source and receiver in both the base-

line and monitor states (e.g. Kudarova et al., 2016; Landrø

& Stammeijer, 2004; Røste et al., 2006, 2007). In Appendix

A, the corresponding path strain for a fixed offset is provided.

To predict angular time-shifts and time-strains, the baseline

velocities were first calculated. At a chosen ray angle 𝜙, the

corresponding phase angle and phase velocity were obtained

by Equations (29) and (30). Subsequently, the group velocity

was obtained by Equation (32). It is possible to have a higher

symmetry of the monitor stiffness than of the TOE tensor,

for example an isotropic strain in a medium with hexagonal

SOE and TOE tensors implies TI symmetry of the moni-

tor stiffness (Fuck & Tsvankin, 2009). However, in a field

case, the symmetry of the monitor stiffness will typically

be equal to or lower than the lowest symmetry among the

SOE and TOE tensors. Hence, we need to deploy a more

robust method to predict velocities for arbitrary symmetry

of the monitor stiffness and arbitrary propagation directions.

We utilized the open-source Python module Christoffel to

solve the Christoffel equation to obtain direction-dependent
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 15

group velocities (Fedorov, 1968; Jaeken & Cottenier, 2016).

The input parameters to the Christoffel module included the

group angle, monitor stiffnesses in Equation (13) calculated

with the strain from the modelling, and the monitor den-

sity. The output was the group velocity, which was used to

predict angular two-way traveltime shifts by Equations (42)

and (43) and time-strains by Equation (44). The proce-

dure for converting geomechanical data to monitor angular

velocities using the TI TOE model can be summarized as

follows:

1. Generate the six-component (Voigt) strain vector from a

finite-element simulation oriented in the same coordinate

system as the principal coordinate system of the rock in the

baseline state.

2. Use the strains and the experimentally determined TOE

coefficients into Equation (13) to calculate the monitor

stiffness.

3. Calculate the monitor group velocity at a given ray

angle using the Python module developed by Jaeken and

Cottenier (2016).

RESULTS

Experimental data

The second-order static and dynamic stiffnesses for the differ-

ent shales are provided in Table 3. Overall, stiffness increases

with depth and decreases with porosity. For M shale, the

quality of the horizontal S-wave signal in the 0˚ sample test

was insufficient. Instead, we obtained 𝐶66 from the SH-wave

velocity measured during the isotropic stress path cycle of the

90˚ sample test (Figure 1). The TOE coefficients are provided

in Table 4. For B shale, the quality of the vertical S-wave

velocity change was insufficient (affecting 𝐶44), such that the

TI TOE coefficients could not be determined.

The second-order dynamic moduli are significantly larger

than the static moduli. All inverted TI TOE coefficients

exhibit a positive value. However, for three of the inverted

isotropic TOE coefficients, slightly negative values are

obtained. Additionally, for certain TOE coefficients, the con-

fidence intervals exceed the corresponding inverted values.

This is plausible since there were no restrictions on the sign

during the inversion. Given our strain sign convention, neg-

ative signs for some of the third-order coefficients are also

reported by Prioul et al. (2004) based on experiments, and

Wang and Li (2009) based on ab initio simulations, along

with the references cited therein. The fundamental stability

criterion for an elastic medium is positive definite elastic

energy (Nye, 1985, p. 142). We are not aware of any rig-

orous bounds for the TOE coefficients. Prioul and Lebrat

(2004), who quantified isotropic TOE coefficient for a range

of sedimentary rocks subjected to isotropic stress changes,

argued that for P- and S-waves, stiffnesses mainly respond

to the stress in the propagation and polarization directions.

For static anisotropy, any bounds derived from this argu-

ment will depend on the static stiffness. Given the explicit

strain dependence of the TOE model, a similar argument can

be made for isotropic strain: for P- and S-waves, stiffnesses

mainly respond to strain in the propagation and polariza-

tion directions. By considering 𝐶m
11, 𝐶

m
33, 𝐶

m
44, and 𝐶m

66 in

Equation (13), this argument implies 𝐶111 > 𝐶113, 𝐶166 >

0, 𝐶333 > 𝐶133, 𝐶344 > 𝐶144, 𝐶166 > 𝐶366, and 𝐶456 > 0. For

isotropic TOE coefficients, the first three constrains are

identical, and the last three constraints are also identical,

implying two distinct constraints. These constraints hold for

all shales discussed herein, except for the fourth constraint,

which is marginally violated for the isotropic TOE coeffi-

cient of M shale and for the TI TOE coefficient of D shale

(Table 4). However, it remains to rigorously prove that these

constraints are bounds for the TOE coefficients for a given

symmetry.

The measured group velocity changes (𝑉m − 𝑉b) due to a

5 MPa vertical stress increase are provided for the different

stress paths and ray angles, showing a significant dependency

on the stress path (Figure 7). These values are the average of

all steps for a given angle and stress path, with the sign of

the velocity changes reversed for the vertical unloading steps.

The data exhibit relatively flat or slightly decreasing veloc-

ity changes with increasing angle for the isotropic stress path

and the uniaxial-strain path. The velocity changes decrease

significantly with angle for the uniaxial stress path and the

constant-mean-stress path, notably reaching negative values

at 68˚ and 90˚ for the constant-mean-stress path. The lat-

ter is caused by a significant expansion of the rock in the

ray-path direction. These trends highlight the strong coupling

between the stress path and the angular strain dependence

of velocities. The TI TOE model demonstrates a good fit

to the experimental data, considering the diversity of stress

paths and angles involved. The isotropic TOE model overes-

timates the velocity changes for the triaxial stress path and

the constant-mean-stress path for all three shales, whereas for

M and D shales, the velocity changes for the isotropic stress

path and the uniaxial-strain path are underestimated. Despite

the quantitative limitations, the isotropic TOE model qual-

itatively predicts the angular trends of the velocity changes

satisfactorily for all stress paths.

Geomechanical modelling

The results based on the modelling data are only considered

within the vertical section [𝑥1, 𝑥3] that intersects the sym-

metry axis of the reservoir (Figure 6). The strains in the

surroundings are most significant near the reservoir, with
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16 BAKK ET AL.

F I G U R E 7 Group velocity changes, for 5 MPa vertical loading, versus ray angle for the different stress paths for (a) M shale, (b) D shale and

(c) B shale, with measured data (full connection lines) and predicted data by the isotropic and TI TOE models (broken connection lines),

respectively. The 95% confidence interval for the measured data is ±5.6 m/s. B shale was not calibrated to the TI TOE model because the vertical

S-wave velocity changes were not reliable.

horizontal in-plane strains (𝑒1) having qualitatively opposite

sign to vertical strains (Figure 8). The horizontal tangential

(‘hoop’) strains (𝑒2) around the reservoir are positive due to

the reservoir depletion. Generally, strain magnitude decreases

with increasing static stiffness of the shales. With the axisym-

metric model, the shear strains (𝑒5) are anti-symmetric about

the vertical symmetry axis of the reservoir. The presence

of shear strain implies rotation of the corresponding prin-

cipal strain tensor relative to the coordinate system of the

rock. Considering the vanishing strains outside the main strain

cloud, the size of the geomechanical model is assessed to be

sufficient to avoid adverse boundary effects.

Two-way traveltime shifts were predicted as a function of

angle with respect to the TI TOE model (not obtained for B

shale) and the isotropic TOE model (Figure 9). With the TI

TOE model, a pronounced peak of the traveltime shifts is
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 17

F I G U R E 8 Strains in the vertical section [𝑥1, 𝑥3] obtained from the modelling case upon 35 MPa uniform reservoir depletion, with properties

of the surrounding rocks equivalent to (a) M shale, (b) D shale and (c) B shale. Reservoir is indicated by the grey rectangle in the centre of the figures.
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18 BAKK ET AL.

F I G U R E 9 Two-way traveltime shifts for the modelling cases

predicted by the TI TOE model (not obtained for B shale) and the

isotropic TOE model. Two additional variants are included: one

disregarding the shear strain (𝑒5 = 0) in the TOE models and the other

considering only the geometric contribution to the time-shift.

predicted at ray angles around 45˚. In contrast, with the

isotropic TOE model, the time-shifts are decreasing with

increasing angle for D and B shales, whereas for M shale,

the time-shifts reach a slight peak at 20˚. Shear strains have

a significant impact on time-shifts, especially in the TI TOE

model. The geometric contribution to the time-shifts (Equa-

tion 43) is relatively small for all shales. The largest vertical

time-shift is observed for B shale, primarily due to stress

arching that increases with the stiffness of the non-reservoir

formations (Mulders, 2003; Yan et al., 2020, 2023). To better

visualize the spatial variation of the dynamic changes, time-

strains are provided at 0˚ and 45˚ (Figures 10 and 11), as

further discussed below.

DISCUSSION

We have developed a TOE tensor with TI symmetry, which

satisfactorily predicts P-wave velocity changes measured in

two overburden field shales covering a wide range of prop-

agation directions and stress variations. The TI TOE model

allows us to quantify the anisotropy of the strain sensitiv-

ity by analysing the dynamic response to a small uniaxial

strain (0.001) applied along the horizontal (𝑥1) and vertical

(𝑥3) directions, respectively. Consequently, the symmetry of

the deformed medium, which possesses TI symmetry in the

baseline state, maintains TI symmetry under uniaxial ver-

tical strain while transforming to orthorhombic symmetry

under uniaxial horizontal strain (Fuck & Tsvankin, 2009).

In Figure 12, Thomsen’s anisotropy parameters 𝜀Th, 𝛿Th and

𝛾Th (Thomsen, 1986), extended to orthorhombic media by

Tsvankin (1997), are quantified within the [𝑥1, 𝑥3] plane for

D shale. The horizontal strain sensitivity predicted by the

TI TOE model significantly exceeds the vertical strain sen-

sitivity for both 𝜀Th and 𝛿Th. In contrast, the isotropic TOE

model predicts a notably smaller horizontal strain sensitivity

for these parameters. For both TOE models, 𝛾Th demonstrates

a relatively low strain sensitivity in both directions. It is

also verified that, for small strains, the Thomsen parameters

exhibit near perfect linear correlation with the uniaxial strain.

B shale exhibits similar strain sensitivities as D shale with

respect to the Thomsen parameters.

The calibration of the TOE coefficients seems robust, with

the determined values closely aligning with the mean values

obtained from the error analysis through random variations

within their precision limits. This indicates a globally opti-

mized set of TOE coefficients. For D shale, we bootstrapped

the inversion of the TI TOE coefficients by using subsets

of experimental data including only two stress paths, result-

ing in six subsets, as also discussed by Duda et al. (2020)

with a hexagonal TOE model. Except for the subset that

included the isotropic stress path and the uniaxial-strain path,

all bootstrapped TOE coefficients remained within the 95%

confidence interval obtained in the complete inversion. For

M shale, only the isotropic stress path for 𝐶66 was used in the

inversion of the TI TOE coefficients, which implied relatively

large errors of 𝐶111 and 𝐶166. The corresponding errors for D

shale, utilizing four stress paths for 𝐶66 in the inversion, are

significantly smaller. Including a diversity of stress paths in

the calibration of the TOE coefficients seems thus to improve

the quality and robustness of the predictions. Field-specific

geomechanical modelling can be used to assess which stress
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 19

F I G U R E 1 0 Time-strains for the modelling case predicted by the TI TOE model for ray angles at 0˚ and 45˚, where the directions are

indicated with the inserted arrows.

F I G U R E 1 1 Vertical strain (𝑒3), horizontal in-plane strain (𝑒1), horizontal normal-to-plane strain (𝑒2) and in-plane shear strain (𝑒5) as

functions of depth obtained from the modelling with M and D shale properties, respectively. Data correspond to the straight ray path from the left

source to the reflection point at 0˚ and 45˚ ray angles, respectively (Figure 6). The horizontal strains are equal at 0˚ ray angle due to the symmetry.
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20 BAKK ET AL.

F I G U R E 1 2 Thomsen’s anisotropy parameters for D shale in the

baseline and monitor states upon a uniaxial (compacting) strain of

magnitude 0.001 along the 𝑥1 (horizontal) and 𝑥3 (vertical) directions,

predicted by the TI TOE model (full connection lines) and by the

isotropic TOE model (broken connection lines).

paths are relevant from case to case (Mulders, 2003; Yan et al.,

2023). In our study, two tests were needed to obtain all nine TI

TOE coefficients, because the setup was limited to isotropic

horizontal stresses. In a true-triaxial setup, stresses and strains

can be individually adjusted in three orthogonal directions.

A complete inversion of all TI TOE coefficients and a larger

variation in stress paths can thus be obtained from a single test

in a true-triaxial setup.

We advocate the importance of conducting undrained

experiments on overburden shales. The strain sensitivity of

dynamic stiffness in shale will generally be different in stati-

cally drained conditions as compared to undrained conditions

(Bauer et al., 2008; Fjær, 2019; Holt et al., 2018). The mon-

itoring of a producing field typically spans from months to a

few decades. Shales, abundant in the overburden, are known

for their low permeability. It is commonly assumed that

shales exhibit undrained static stiffness (Bauer et al., 2008;

Delle Piane et al., 2011; Islam & Skalle, 2013; MacBeth &

Bachkheti, 2021; Sarout & Guéguen, 2008; Soldal et al., 2021;

Thompson et al., 2021). In low-permeability formations, the

immediate response to reservoir depletion is a heterogeneous

undrained pore-pressure change that occurs within a sub-

stantial volume surrounding the reservoir, encompassing the

entire overburden (Duda et al., 2023; Yan et al., 2023). The

permeability and characteristic diffusion lengths can be used

to estimate the time required for pore-pressure equilibration

upon a strain in a low-permeable overburden, suggesting that

an undrained overburden response during a field’s lifespan

is realistic, as discussed by Duda et al. (2023). Overpres-

sured zones and hydrocarbon containment over geological

time further support the presence of a low-permeable over-

burden that exhibits minimal drainage. However, drainage

may effectively occur outside the reservoir in gas clouds and

in areas with more permeable formations, such as in sandy

layers and fractured zones. Drainage may also take place in

formations near the reservoir and wells implying short diffu-

sion lengths, though permeability is also a determining factor.

Nevertheless, a significant proportion of the overburden can

reasonably be assumed to exhibit undrained static behaviour

throughout the lifespan of a producing field, as reflected in

our model. In zones more prone to drainage, an assessment of

pore-pressure equilibration is necessary to determine whether

a drained TOE model is needed. A drained TOE model is

expected to be more complex than the TOE model described

here because an explicit inclusion of the pore-pressure depen-

dence is required. To calibrate a drained TI TOE model for

overburden shales, laboratory tests conducted under drained

conditions are necessary. The undrained tests we performed

took 2–4 weeks per test, and it is anticipated that similar tests

under drained conditions will require 4–8 weeks per test due

to the extremely low permeability. Notably, the isotropic TOE

coefficients obtained by Prioul et al. (2004) and Prioul and

Lebrat (2004) were obtained from drained tests (MacBeth &

Bachkheti, 2021). Hornby (1998) and Bathija et al. (2009)

showed that the strain sensitivity of velocities may be very

different at low total stress as compared to high total stress.

This underlines the importance of testing the rocks as close as

possible to relevant (in situ) stress, pore-pressure and drainage

conditions.

Ultrasonic velocities in the laboratory are typically

recorded in the 0.1–1 MHz range, whereas seismic data effec-

tively cover the 1–100 Hz range (Batzle et al., 2006; Delle

Piane et al., 2014; Duranti et al., 2005; Lozovyi & Bauer,

2019; Szewczyk et al., 2018). Laboratory measurements of

Mancos outcrop shale indicate a higher stress sensitivity at

seismic frequencies than at ultrasonic frequencies (Lozovyi,

2018; Szewczyk et al., 2018). At present, ultrasonic tests

quantifying strain- and stress-sensitivities offer significantly

higher accuracy and more flexibility as compared to low-

frequency tests, so we have used the ultrasonic data without

modification.

The geomechanical modelling demonstrates a significant

impact of shear-strain magnitude on the angular time-shift

trend predicted by the TI TOE model, exhibiting a maxi-

mum at offset angles around 45˚ (Figure 9). This is consistent

with vanishing shear strains along the 0˚ ray path, and sig-

nificant shear-strains along the 45˚ ray path for which the

shear strain peaks at a depth level 700–800 m above the

reservoir (Figures 10 and 11). In our axisymmetric case,

𝑒5 is the only nonzero shear strain. Thus, the shear-strain

contribution to the monitor stiffness is only associated with

the TOE coefficients 𝐶144, 𝐶344 and 𝐶456 (Equation 13).

However, compared to the TI TOE model, these coefficients

are relatively small in the isotropic TOE model (Table 4),

which may explain the relatively low sensitivity to shear

strains in the time-shifts predicted by the isotropic TOE model

(Figure 9).
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ANISOTROPIC STRAIN SENSITIVITY OF SHALES 21

Various offset-trends of time-shifts are reported by Mac-

Beth et al. (2018). However, these field cases are very

different regarding location, processing and analysis. For

an idealized isotropic medium with no lateral variations in

stiffness, strain and velocity changes, and isotropic velocity

changes, the time-strain in a vertically stretching formation

decreases with increasing angle prior to normal moveout

correction, whereas it increases after normal moveout cor-

rection (Bakk, Holt, Bauer, et al., 2020; Landrø & Janssen,

2002; Landrø & Stammeijer, 2004). This illustrates the

importance of comparing 4D attributes within the same

context, that is whether it is pre-stack or post-stack data.

Even though post-stack analysis of 4D data in many cases

gives substantial insight into production-induced events, pre-

stack analysis may disclose details that would be difficult

to observe in stacked data (Dvorak et al., 2018; Evensen

& Landrø, 2010; Røste et al., 2007; Shragge & Lumley,

2013).

In addition to the synthetic cases addressed in this study,

it is important to discuss the feasibility and applicability

of our model and method for improving field data pro-

cessing. Our work highlights the importance of integrating

4D seismic analysis, geomechanical modelling and TOE

models to improve quantification of strains. A potential

avenue for field applications involves leveraging the signif-

icant dependency of dynamic changes on stress path and

ray angle (Figure 7) to quantify the magnitude and direc-

tion of strains and stress changes. This could be achieved

by inverting 4D seismic time-shifts using the anisotropic

TOE model, or a simplified version, in conjunction with

geomechanical modelling data. To explicitly address the

spatial and angular velocity dependencies associated with

mechanical changes, the application of 4D tomography may

be a suitable method for analysing pre-stack seismic data

(e.g. Dvorak et al., 2018; Evensen & Landrø, 2010). This

approach can facilitate a more comprehensive understand-

ing of the important interplay between mechanical alterations

and the spatial and angular dependencies of velocity changes.

Since the TI TOE model seems to be sensitive to shear

strains, such a model may be used to detect shear-zones

of importance for rock integrity, well stability and infill

drilling.

Although the TI TOE model predicts the experimental

data well, nine TOE coefficients need to be determined. To

make such models more applicable, correlations between the

coefficients or a reduction of independent coefficients would

be beneficial. More laboratory testing, better utilization of

existing data and a sensitivity analysis of the model will be

important. Further progress could also be achieved by com-

paring TOE models to micromechanical models to obtain

a more intuitive understanding of the underlying physics

(Sripanich et al., 2021).

SUMMARY AND CONCLUSIONS

A strain-dependent TOE tensor with TI symmetry has been

developed. Both the TI model and the analogue model with

isotropic TOE tensor were calibrated using velocity changes

from laboratory tests on field shales. The TI TOE model ade-

quately predicted the P-wave velocity data obtained across

a large span of stress paths and propagation angles in the

experiments. Although the isotropic TOE model captured the

angular trends of velocity changes satisfactorily, it exhibited

some quantitative misfit depending on the stress path. Based

on strains obtained from a modelling case with a depleting

reservoir surrounded by shales, overburden time-shifts were

predicted as a function of angle using both TOE models. The

isotropic TOE model significantly underestimated the time-

shifts at higher angles, as compared to the TI TOE model,

mainly attributed to low sensitivity to shear strains in the

isotropic TOE model. This study highlights the potential of

pre-stack time-lapse data analysis for improving the detection

of altered stresses and strains, which may not be evident from

post-stack data. It also emphasizes the importance of interac-

tion among the geophysics, geomechanics and rock physics

disciplines for a better understanding of static and dynamic

alterations in the subsurface.
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APPENDIX A
PATH STRAIN FOR A FIXED OFFSET
This appendix pertains to the axisymmetric model involv-

ing wave propagation along (assumed) straight ray paths in

a vertical section [𝑥1, 𝑥3] intersecting the reservoir’s symme-

try axis (Figure 6). When considering a fixed offset, where

the horizontal distance between source and receiver remains

the same in the baseline and monitor states, the seismic path

length change between the source and the receiver is indepen-

dent of the horizontal strain. Therefore, the 𝑒1 term is omitted

from the path strain in Equation (40). In our scenario, the only

nonzero shear strain (𝑒5) results from the sum of two displace-

ment gradients along 𝑥1 and 𝑥3, respectively (Equation 2).

Only the 𝑥3 component of the displacement gradient in 𝑒5
contributes to the path strain in a fixed offset scenario. Con-

sequently, the longitudinal strain of the considered ray-path

segment in Equation (40) transforms to

𝑒RP,FO = 𝑒3cos2𝜙 − 1
2
𝜕𝑢3
𝜕𝑥1

cos𝜙 sin𝜙. (A1)

By substituting 𝑒RP in Equations (42)–(44) with 𝑒RP,FO in

Equation (A1), the two-way time shift, geometric contribution

to the time-shift and time-strain are obtained for a fixed offset.

 13652478, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1365-2478.13446 by Sintef E

nergy R
esearch, W

iley O
nline L

ibrary on [23/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense


