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Abstract

The safety and efficiency of marine operations at sea rely on accurate information
about the sea state, which includes the dominant wave height, wave direction, and
wave period. Unfortunately, many areas at sea lack this crucial data due to a scarcity
of measuring instruments or inadequate measurement resolution. However, ships have
the potential to address this issue since they are omnipresent at sea and situated near
the waves, making them optimal platforms for both measuring and reporting wave
conditions.

Shipboard sea state estimation uses sensor measurements of the sea surface from a
vessel to determine important wave characteristics through model-based or signal-
based approaches. Signal-based approaches have several advantages over model-based
methods as they estimate waves directly from sensor measurements without the need
for any complex ship model. However, these approaches often rely on expensive
instruments and expert assistance for installation and maintenance.

This doctoral thesis investigates a relatively new and unexplored signal-based approach
for shipboard wave estimation that is cost-effective and easy to implement. The
approach uses the phase-time-path-differences (PTPDs) between an array of inertial
measurement units (IMUs) to infer the directionality and frequency characteristics of
waves. Only a few works have considered using a PTPD approach for wave estimation
based on shipboard IMUs. However, these studies are restricted to model-ship wave
tank testing in regular waves, and its application appears to overlook the differences
between sensor delays on a rigid body and those directly obtained from sensors
situated on the ocean. Moreover, it is presently unclear how many IMUs are needed,
how far they should be separated, and how they should be geometrically arranged to
determine the prevailing sea state.

The present study proves that the main wave direction and wave number can be
uniquely determined from a minimum of two independent phase differences. Although
measurements of the latter can be obtained from a minimum of three noncollinear



IMU s, this work demonstrates that a single IMU is sufficient by utilizing a rigid-body
measurement transformation to generate the other measurements needed. Moreover,
a comprehensive theoretical assessment of the validity of the PTPD approach is
conducted, determining the conditions under which it may be safely applied to model
rigid body sensor delays. These conditions are validated experimentally through
extensive testing with a model ship in a wave tank.

As a ship moves forward in following seas, it is a well-known problem that each
encountered wave frequency can correspond to three distinct absolute wave frequen-
cies, making it challenging to accurately determine the correct wave frequency during
movement. However, through the observability results presented in this thesis, we
prove that the absolute wave frequency can be uniquely determined while the vessel is
moving using the PTPD approach. This interesting result is validated experimentally
in a wave tank with a model ship exposed to various regular and irregular waves.

An inherent drawback of using measured ship motions to determine wave characteris-
tics is that they are susceptible to distortions caused by the effect of vessel low-pass
filtering when the waves are sufficiently short. To address this challenge, a novel
analytical expression of the frequency bandwidth of undistorted waves is derived
based on the main vessel dimensions. This frequency bandwidth aids in identifying
the wave components that are safe to consider and those to avoid. This frequency
bandwidth is incorporated into our proposed methodology for implementing the PTPD
approach, which comprises a fast Fourier transform and an unscented Kalman filter.
Moreover, with our proposed methodology, we are able to yield estimates of the wave
direction and wave number/period close to real-time, with updates given every three
minutes after an initial six-minute startup period.

The validation of the proposed approach is carried out through model-scale and full-
scale field experiments. The latter involves a research vessel with a commercial wave
radar operating alongside various wave buoys under diverse sea state conditions. The
results of these experiments show strong agreement with wave reference systems,
confirming the competitiveness of our theory and method against existing wave
measurement technology. Notably, our proposed method offers advantages in cost-
effectiveness, simplicity, and environmental resilience, thereby establishing it as a
promising alternative or complementary aid within the field.
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1 Introduction

“The basic law of the seaway is the apparent lack of any law.”

— Lord Rayleigh, Kinsman, B. (1965)

1.1 Motivation

Observing waves has been an essential aspect of human activity for thousands of years,
dating back to ancient times when sailors and fishermen relied on their knowledge of
the ocean and its waves to navigate safely and make a living. The importance of this
activity has not changed, and information about waves and the sea state continues to
be paramount for the operational safety, efficiency, and sustainability of many ocean-
related activities. For activities such as maritime navigation and shipping, significant
waves may delay voyages and spell disaster for ships, their cargo, and personnel
safety.! To avoid such disasters, real-time measurements of the prevailing sea state
can facilitate real-time decision-making on ships to enhance safety and time and fuel
efficiency.

Information about the local sea state is also vital for accurate weather forecasting,
which, in turn, is crucial for the planning and execution of marine operations at
sea. However, despite the importance of marine weather forecasts, there are vast
areas at sea where information about local weather and waves is lacking and, as a
result, represents a significant risk for ships traversing these regions. In such areas,
satellites do not always provide the level of detail of the ocean conditions needed for
meteorological institutions to give accurate and reliable weather reports. Although
weather buoys do provide the level of detail needed, they are not everywhere and are

'As recent as 2015, the American-flagged cargo ship SS El Faro sank with its entire crew after
hitting the eyewall of Hurricane Joaquin. Furthermore, in 2021, the bulk carrier MV Arvin broke in two
and sank due to heavy seas, losing half its crew.
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Figure 1.1: A screenshot of the National Data Buoy Center (NDBC) website displaying
the current operational network of weather buoys [1]. Yellow buoys represent stations
with recent data, while red buoys denote stations lacking data in the past 8 hours.

usually constrained to near-shore positions for cost-effective service and maintenance
(Figure 1.1).

On the other hand, ships are everywhere, constantly traversing the high and deep
seas (Figure 1.2). Employing voyaging ships to observe local weather and waves will
significantly increase the availability of marine weather forecasts in the deep ocean,
thereby enhancing overall safety and efficiency at sea. The Voluntary Observing Ship
(VOS) program has applied this idea and enlists crew members around the world to
report observations of the local weather conditions during their voyage [3]. Using
various instruments and the naked eye, the crew members report values of the air
temperature, sea temperature, sea state, visibility, barometric pressure, wind speed,
and wind direction in a standardized format to meteorological institutions worldwide
as an endeavor to enhance marine weather forecasting.

However, some significant drawbacks of the VOS program are: (i) observations are
made every six hours, thus yielding scarce measurements; (ii) there are significant
uncertainties in the parameters obtained through visual observations (e.g., the sea state),
and (iii) it requires considerable human effort. In reality, for the weather forecasts
to be reliable, they require frequent and accurate measurements of the local ocean
conditions, which, in turn, requires a high degree of automation. As a preliminary
attempt to facilitate frequent, accurate, and autonomous observations of the sea state,
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1.1. Motivation

Figure 1.2: A snapshot of the global marine traffic based on AIS (automatic identifica-
tion system) [2].

this thesis is concerned with utilizing the ship itself and its wave-induced motions.
Instead of relying on visual observations by VOS observers to measure the sea state, a
more effective method is to equip the ship with sensors that autonomously measure
waves directly or indirectly.

Two types of approaches exist for measuring the sea surface from shipborne sensors:
model-based and signal-based. Model-based approaches consider the vessel as a
floating wave buoy and determine the sea state indirectly by using the measured
wave-induced ship motions and a mathematical model of the ship. The wave-buoy
analogy [4] dominates the research on sea state estimation from ships, mainly because
these approaches only (in theory) require the measured ship responses, which can be
obtained from inexpensive shipboard sensors. However, despite this advantage, they
have failed to materialize in industrial applications due to several ongoing challenges
[5], some of which include:

* The need for response amplitude operators (RAQOs): RAOs are transfer func-
tions that model the interactions between waves and vessel responses. These
functions should generally be determined for each unique ship using hydrody-
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namic software codes or extensive model wave tank testing, requiring substantial
effort. Furthermore, since RAOs are transfer functions, their theoretical validity
is constrained to linear systems, which correspond to mild and moderate wave
conditions for ships at sea.

* Time-delayed sea-state estimations: The sea-state estimations yielded by
methods based on the wave-buoy analogy can be delayed up to 10-15 min [6],
as they usually require long time windows for the underlying spectral analysis.
Given the dynamic and rapidly changing nature of the ocean, such delayed sea
state estimates might not accurately capture the current ocean conditions. This,
in turn, poses challenges for decision-support systems needing to promptly
respond to real-time events.

* The effect of vessel low-pass filtering: If the waves are sufficiently short
compared to the vessel size, the vessel will act as a low-pass filter and distort the
waves passing through it. When this happens, the measured vessel responses
will be nonlinear with the incident waves and cannot be relied upon for accurate
sea state estimation.

* Ambiguous wave-frequency estimation in following seas: For a ship moving
with forward speed, the experienced wave frequency will generally differ from
the actual wave frequency due to the Doppler effect. Although, in most cases,
the absolute wave frequency can be uniquely resolved from the encountered
frequency, this is not always true for following seas. In such circumstances, the
encountered wave frequency can map to three distinct absolute wave frequen-
cies.

While model-based methods have many challenges, signal-based approaches for
shipboard wave estimation are less susceptible to the issues above as most of these
methods use a marine radar and/or laser altimeter to measure the ocean surface directly.
Although such instruments are very accurate and commercially available, they tend to
be expensive, sensitive to environmental impact, and challenging to install without
expert help.

1.2 Research objectives and scope

The underlying motivation for this doctoral thesis is the challenge of autonomous sea
state estimation from ships and the effective sharing of this information among ships
and meteorological institutions to improve global maritime safety and efficiency. The
primary concern during voyages is adverse weather conditions manifested as hazardous

4



1.2. Research objectives and scope

Weather Forecasting

Global Sea State Database

Sh@ @9 - @ip

Figure 1.3: A network of ships sharing sea state and spatiotemporal information with
a common global database. This data is also valuable for meteorological institutions
to improve marine weather forecasts, which, in turn, can also be used by shipboard
decision support systems.

ocean waves. To mitigate this risk, a proposal is made: If all ships worldwide
measure the waves they encounter and share this data, the potential for disasters can
be significantly reduced (Figure 1.3). This cooperative approach would allow ships to
adapt their routes in real-time to avoid areas with reported or predicted dangerous wave
conditions. However, making this idea a reality requires fulfilling two key conditions:

1. All ships need to measure and report local wave conditions close to real-time.

2. The accuracy of wave condition estimations must meet a satisfactory standard.

Presently, meeting these prerequisites is challenging due to the high cost and com-
plexity associated with accurate shipborne wave measurement technology. To address
these challenges and move closer to achieving the goal of globally distributed sea state
information, the overarching objective of this doctoral thesis is as follows:
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General objective

Develop a sea state estimation approach that is both affordable and feasible to
implement on ships while still maintaining accuracy comparable to commercial
wave measurement technologies.

As we shall see, this ambitious objective can be realized through the utilization of
inexpensive inertial measurement units (IMUs) for shipboard wave measurement.
IMUs are small, lightweight, compact, and robust sensors that can measure vessel
motion responses when exposed to waves with a very high data sampling rate. The
approach considered in this Ph.D. work involves distributing multiple IMUs across
a ship and using the phase-time-path delays between these sensors to determine
important wave characteristics.” This signal-based wave estimation approach is new
and almost unexplored, which avoids many of the challenges faced with current model-
based and signal-based methods. Although this concept has been applied to distributed
sensors situated directly on the water, there has been limited research investigating
this approach within the context of shipborne sensors. Given this research gap and the
advantages of IMUs, the main research objective of this thesis emerges:

_ Main thesis objective

Develop and validate a novel shipboard sea state estimation method based on the
phase-time-path-differences (PTPDs) between an array of inertial measurement
units (IMUs). Investigate the feasibility and accuracy of this approach in
determining the main wave propagation direction and wave number for various
scenarios. Additionally, the performance of this approach should be compared
to existing wave measurement technologies.

The proposed PTPD method is applicable across vessels of all sizes. However, when
the waves are very short compared to the vessel size, the measured vessel responses
will be nonlinear with the incident waves, making accurate wave estimation challeng-
ing. Consequently, the frequency bandwidth of waves unaffected by vessel-lowpass
filtering is naturally narrower in large vessels compared to smaller vessels. As we shall
see, one of the contributions of this Ph.D. work is explicit formulas (i.e., Eqs. (3.14)
and (3.15)) quantifying the frequency bandwidth of ocean waves based on the main
ship dimensions. These formulas serve as important tools for assessing the reliability
of wave estimation across vessels.

The main thesis objective is realized through multiple smaller specific research objec-
tives:

2 Although model-based approaches typically employ such sensors, these approaches have important
challenges that need to be addressed before they can be utilized in the industry (see Section 1.1).

6



1.2. Research objectives and scope

_Specific research objectives

1. Theoretically assess the validity of the PTPD approach to model sensor
delays on a rigid body.

2. Derive a general kinematic PTPD model for vessels with constant forward
speed.

3. Determine the minimum sensor requirements and configuration needed
to successfully implement the PTPD method.

4. Develop a methodology to estimate the PTPDs between IMU measure-
ments obtained in real ocean waves and determine the wave direction and
wave number from the estimated PTPDs as close to real-time as possible.

5. Investigate the capability of the PTPD method to uniquely resolve the
absolute wave frequency for vessels moving with constant forward speed
in following waves.

6. Develop a strategy on how to handle high-frequency waves distorted by
the effect of vessel low-pass filtering.

7. Assess the validity of the approach in a wave tank involving a stationary
and moving model ship exposed to various regular and irregular waves.

8. Assess the validity of the approach in real ocean waves and compare
its performance to commercial wave measurement systems, including a
maritime wave radar and wave buoy.

The research scope of the present thesis encompasses the following aspects:

* Main wave direction and wave number/period estimation: The primary
focus of this research is to estimate the main wave direction and wave number
or period associated with the dominant wave component. The aim is to identify
and quantify the key characteristics of the most significant wave within a given
scenario. It is important to note that the scope does not extend to estimating the
entire directional wave spectrum.

* Vessels with constant forward speed and stationkeeping: The study will
specifically consider vessels that maintain a consistent forward speed and also
engage in stationkeeping.

* Wave tank experiments: The research will involve conducting wave tank
experiments encompassing a range of parameters, including various wave direc-

7
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tions, wave frequencies, wave heights, and vessel speeds. These experiments
will serve as controlled environments for systematic investigation and analysis.

* Full-scale experiments: The scope also includes full-scale experiments con-
ducted in real-world conditions. These experiments will explore various wave
directions and sea states to assess the applicability and accuracy of the proposed
method in practical maritime settings. Also, the proposed method will be com-
pared to commercial wave measurement technology such as a maritime wave
radar and wave buoy.

¢ Unimodal seas: The performance of our proposed method is exclusively as-
sessed in unimodal wave environments, i.e., long-crested waves. This limitation
arises from the constraints of the wave basin in the MC-lab, which only allows
the generation of long-crested waves. Additionally, during the full-scale field
experiments, the prevalent wave conditions were mainly swell-dominant.

Notably, the estimation of wave height is excluded from the current research scope
due to limited time. However, a potential strategy for estimating wave height within
the existing framework is discussed in Section 4.3.2. The primary emphasis of the
research remains on wave direction and wave number/period estimation.

1.3 Contributions at a glance

This doctoral thesis comprises two accepted journal papers, listed as Paper A and
Paper B, respectively:

(A) Johann A. Dirdal, Roger Skjetne, Jan Roha¢, and Thor I. Fossen. “Online wave
direction and wave number estimation from surface vessel motions using
distributed inertial measurement arrays and phase-time-path-differences.”
Ocean Engineering, vol. 249, 2022. DOI: 10.1016/j.oceaneng.2022.110760

(B) Johann A. Dirdal, Roger Skjetne, Jan Roha¢, and Thor 1. Fossen. “A phase-
time-path-difference approach for online wave direction and wave number
estimation from measured ship motions in zero and forward speed using a
single inertial measurement unit.” Ocean Engineering, vol. 288, Part 2, 2023.
DOI: 10.1016/j.oceaneng.2023.116131

Collectively, these papers address the research objectives outlined in Section 1.2. The
technical contributions of Papers A and B to the field of shipboard wave estimation
are listed below.



1.3. Contributions at a glance

1. A rigorous theoretical assessment of the validity of the PTPD method in mod-
eling sensor delays on a rigid body is presented. It is shown that the proposed
method is valid when sensor separations are sufficiently short, and ocean waves
are sufficiently long. These conditions are experimentally verified with a model
ship in a wave tank. (Paper B)

2. A novel PTPD model derivation for wave direction and wave number estimation
based on measured inertial ship motions in zero and constant forward speed is
introduced. (Papers A & B)

3. An observability analysis is provided in Paper A, demonstrating that the pro-
posed PTPD state-space model is observable from a minimum of two indepen-
dent phase difference measurements. Although three noncollinear shipboard
IMUs can provide these measurements, it is shown in Paper B that a single
IMU is sufficient by using a rigid-body transformation to generate the other
measurements needed.

4. An observability analysis in Paper B shows that the absolute wave frequency
can be uniquely resolved from a vessel with constant forward speed in following
waves, addressing the mapping ambiguity between encountered and absolute
frequency domains. This insight is experimentally validated during wave tank
testing with a model ship in both regular and irregular waves.

5. A novel frequency bandwidth measure is proposed, quantifying when vessel
filtering is likely to distort sensor measurements and indicating which wave
components can be used for wave estimation. (Papers A & B)

6. A methodology that combines a fast Fourier transform, an unscented Kalman
filter, and the frequency bandwidth threshold is introduced to successfully
implement the PTPD approach for online wave direction and wave number
estimation. (Paper B)

7. The proposed theory and method are experimentally validated on IMU data
gathered from a model ship with zero and constant forward speed in regular and
long-crested irregular waves. (Papers A & B)

8. The methodology is experimentally validated on full-scale IMU data involving
the research vessel Gunnerus and several wave reference systems, including a
commercial wave radar and multiple wave buoys. (Paper B)

A graphical overview of the research papers is shown in Figure 1.4, illustrating how
they contribute to each of the outlined research objectives in Section 1.2.
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Figure 1.4: A graphical overview of the contributions of Papers A and B to the research
objectives.

1.4 Thesis outline

The organization of this doctoral thesis is as follows:

* Part I: Background.

— Chapter 2: Measuring and quantifying ocean waves.
In this chapter, fundamental theory on ocean waves including formal defi-
nitions of a wave, sea state parameters, and the wave spectrum is presented.
Furthermore, a brief account of existing techniques and technology for
measuring waves is provided.

— Chapter 3: Shipboard sea state estimation.
In this chapter, current literature utilizing shipboard sensor measurements
for sea state estimation is presented and reviewed. The advantages and
disadvantages of existing approaches are addressed.

— Chapter 4: Phase-time-path-differences: A new approach for ship-
board wave estimation.

10



1.4. Thesis outline

In this chapter, the PTPD approach is presented—our contribution to
shipboard wave estimation—which includes the basic idea, the main con-
tributions of this thesis, a discussion about the wave height, conclusive
remarks, and comments about future work.

 Part II: Publications.
In this part, the publications of this doctoral thesis are listed.

While this thesis is presented as a compilation of papers, its organization may occa-
sionally resemble that of a monograph. This resemblance arises from the inclusion
of certain chapters that provide foundational explanations about ocean waves and
shipboard estimation techniques. The rationale behind this structure is to ensure that
the thesis is self-contained, facilitating readers who are newcomers to the field of
ocean wave modeling. By reading Part I initially, these readers can comprehend
the content within the included papers without the need to refer to external sources.
However, individuals already familiar with ocean wave basics and shipboard sea state
estimation have the flexibility to skip Chapters 2 and 3 without disrupting the overall
coherence of the material.

11
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2 Measuring and quantifying
ocean waves

If we consider undulations of the sea surface to be ocean waves, the underlying
causes for these vertical motions are the winds, the sun and moon, and underwater
earthquakes. These natural forces constitute different portions or bands of the energy
spectrum of ocean waves (Figure 2.1). From this spectrum, it is clear that most of the
energy is contained in wind-generated surface waves and tides, which, in effect, are the
waveforms commonly observed by the naked eye. When dominated by local winds,
wind-generated waves take on an irregular short-crested shape, known as wind sea.
After leaving the generation area, these waves become more regular and long-crested
and are called swell. Wind-generated waves are the main subject of this thesis and are
usually the prime focus of most research endeavors concerned with ocean modeling
and sea state estimation.

2.1 Definition of sea state parameters

A sea state is a collective term used to describe the state or condition of the sea surface
at a specific location and moment. It is usually characterized by parameters such as the
main wave height, wave direction, and wave period. By main, we usually refer to the
wave height, direction, and period associated with the primary modal period/frequency
of the wave energy spectrum (i.e., the period/frequency in which the wave spectrum
attains its maximum value). In this section, the definition of wave height, period, and
direction is given based on a time series of the sea surface elevation to facilitate a
more in-depth understanding of these quantities. However, before this can be done, a
more precise definition of what a wave is needs to be provided.
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Figure 2.1: The vertical motions of the sea surface can be grouped into different wave
categories depending on the range of wave periods/frequencies considered (after [7]).

2.1.1 Whatis a wave?

Many think of a wave as the instantaneous surface elevation relative to the mean
equilibrium level of the water. However, this is false in the present context, and
it is important to distinguish between a wave and surface elevation. A wave is
defined as the surface elevation profile existing between two consecutive downward
zero-crossings (Figure 2.2). In contrast, a surface elevation is a number (positive or
negative) representing the elevation of the surface above some reference level at any
moment in time. It is also possible to define a wave based on two successive upward
zero-crossings instead; however, this definition does not include breaking waves and
conflicts with visual estimates of the wave height, which is taken to be the relative
distance between the crest and preceding trough [7].

2.1.2 Wave height

Based on the definition of a wave, the corresponding wave height H is defined as the
vertical distance between the highest and lowest surface elevations in a wave (Figure
2.2). Hence, a wave has only one wave height.

In a time series of the surface elevation comprising /N waves, the average wave height
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Surface elevation

® Downward zero-crossing

Time
Figure 2.2: Definitions of a wave, wave height H, and wave period 7j.
H is simply

1 X
H:N;Hi,

where 7 is the sequence number of each wave height H; (i.e., ¢ = 1 is the first wave
height in the record, 7 = 2 is the second, etc.). In practice, however, the mean wave
height is not so commonly used. Instead, most engineers and scientists refer to the
significant wave height when addressing the magnitude of waves. The significant
wave height is defined as the average wave height of the one-third highest waves in a
surface elevation time series, 1.€e.,

L
H1/3:N/3;Hj, (2.1)

where H 3 is the significant wave height and j is the rank number of wave Hj (i.e.,
j = 1 represents the highest wave in the record, j = 2 the second highest, etc.). The
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significant wave height is a popular metric as it agrees very well with the wave height
obtained from visual observations of the ocean surface [7]. It is worth mentioning that
there are several other metrics for quantifying the wave height; however, these are not
considered in the works of the present thesis and have, consequently, been omitted.

2.1.3 Wave period and wave number

Following the same definition of a wave, the wave period is simply the duration of
the wave, i.e., the time interval between the zero-crossings (Figure 2.2). Since the
time period is based on zero-crossings, it is referred to as the zero-crossing period Tg.
Following the same procedure as the wave height, the mean zero-crossing period Tj
and significant wave period T7 /3 are defined, respectively, as

1 & 1 N
TQ:NZZ;TOJ; and T1/3:]V/3;T0,j,

where 7 and j denote the respective sequence and rank numbers of the wave (based on
the wave height). There are several other important wave periods that are defined in
terms of the wave spectrum (see Section 2.2), which is a statistical representation of
waves by considering them as a sum of a large number of harmonic wave components.
One important such wave period is the peak/modal period T,. The peak period is
simply the wave component (frequency) that attains the highest spectral energy in the
spectrum (see Figure 2.5).

The wave number is the spatial analog to the wave frequency and is defined as the
number of complete cycles of a wave over its wavelength, i.e.,

where k is the wave number and A denotes the wavelength. Linear wave theory shows
that the wave number and wave period are connected through the dispersion relation,
Le.,

w? = kgtanh(kd), (2.2)

where w = 27r/T is the angular frequency expressed in terms of the wave period 7',
water depth d, and gravitational constant g. For deep waters, the relationship above
simplifies to
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17

4 0 e B o T 0 B

Figure 2.3: The structure of a random sea can be regarded as a sum of propagating
cosine waves moving in different directions. Classical drawing from [8].

2.1.4 Wave propagation direction

Up to now, our study of waves has been based on a one-dimensional time series of
surface elevation at a single geographical location. In reality, however, waves move
in different directions through horizontal x, y-space. A common way to model the
movement of short-crested ocean waves is to consider them a superposition of many
propagating harmonic wave components with different wave amplitudes, frequencies,
and directions (Figure 2.3). When the majority of wave components propagate in
the same direction, the waves are regarded as long-crested. The wave propagation
direction of a wave component is orthogonal to its wave crest and defined relative
to the positive z-axis of an arbitrarily defined coordinate system in horizontal space
(Figure 2.4). For wave observation systems, the relative wave propagation direction
may be defined as the angle at which the waves approach or leave the observation
instrument. In this thesis, we consider the wave direction to be the angle at which the
waves leave the vessel in question.
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Figure 2.4: Definition of the wave propagation direction 3.

2.2 The wave spectrum

Linear wave theory states that for deep waters, the sea surface elevation 7 at time ¢ and
spatial coordinates (x,y) is a superposition of many propagating regular harmonic
waves (Figure 2.3) differing in amplitude a, frequency w, direction 3, and phase ¢, i.e.,

N M
n(z,y,t) = Z Z a;j cos(wit — ki(z cos B + ysin B;) + €5), (2.3)
i=1 j=1

where k; denotes the wave number and is related to the frequency w; through the
dispersion relation (2.2). Due to the apparent complex and chaotic behavior of wind-
generated waves, the surface elevation is regarded as a stochastic process, meaning
that each individual observation (i.e., surface elevation time series) recorded at sea is
treated as one possible realization of the random sea. The randomness of the surface
elevation (2.3) is reflected in the phase component ¢;;, which is considered uniformly
distributed between 0 and 27. Hence, by assuming that the wave components in Eq.
(2.3) are independent random variables, the central limit theorem tells us that the
surface elevation 7 is a Gaussian random process with zero mean and variance o>
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given by

N M 1
=2 5% (2.4)

where E[-] denotes the mathematical expectation.

We want to evaluate the statistical characteristics of the random sea surface (2.3).
This is usually done in the frequency domain by evaluating the wave spectral density
function or wave spectrum as it is often called, which is the fundamental quantity used
for analyzing the statistical properties of random ocean waves (wave-by-wave analysis
in the time domain is difficult). The 2-D directional wave spectrum is defined by

E(w,p) = lim lim

2
i oA ] 2.5)

and shows how the variance of the sea surface elevation is distributed over a continuum
of frequencies and directions. It is important to note that Eq. (2.5) is a modification of
Eq. (2.4) as it considers a continuum of frequencies and directions to represent the
fact that all frequencies and directions are present at sea. The variance is considered as
it is closely related to the total wave energy—a physical property of great interest. In
fact, the wave energy density spectrum is obtained by scaling Eq. (2.5) by pg, where
p represents the water density.

In order to completely describe the statistical properties of random ocean waves, the
following two assumptions are needed:

(i) The waves are a wide-sense stationary process (i.e., its mean and variance are
independent of time).

(i) The waves are an ergodic random process (i.e., time averaging is the same as
ensemble averaging).

Together, these assumptions ensure that a single time record of the sea surface elevation
contains sufficient statistical variation that the statistical properties of the local ocean
waves can be completely described at the location in which the measurement is taken.
In reality, however, ocean waves are never really stationary, meaning that a wave
record of the surface elevation needs to be divided into quasi-stationary segments and
processed individually.
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2.2.1 Spectral analysis of random waves

In general, there are two ways of computing the wave spectrum from a recorded time
series of the surface elevation: (i) evaluating the auto-correlation function (single wave
record) and/or cross-correlation function (multiple simultaneous wave records) and
taking the Fourier transform of the result or (ii) taking the Fourier transform of the
wave record(s) directly. In the following discussion, we only consider a single-point
measurement of the sea surface, which contains the time history of all waves passing
that location without reference to wave directionality. Hence, we do not consider
any cross-spectral analysis, which is needed to evaluate the directional characteristics
of ocean waves. The interested reader is referred to [9] for a detailed treatment of
cross-spectral analysis from multiple simultaneous wave records.

The auto-correlation function is defined as
1 T
R(t) = lim — / x(t)x(t + 7)dr, (2.6)

and expresses the degree of similarity between observations (random variables) as
a function of the time difference 7. The Wiener-Khinchin theorem states that the
auto-correlation function (2.6) and the spectral density S(w) (i.e., the wave spectrum)
with angular frequency w are Fourier transform pairs, i.e.,

S(w) =+ / © R(re—iar,

™ —o
1 [ (2.7
3 / S(w)e ™7 dw.

Alternatively, the spectral density function can be obtained directly from the Fourier
transform of x(¢), i.e.,

, (2.8)

where

is the Fourier transform of z(¢). Whether Eq. (2.7) or (2.8) is used, the resulting
wave spectrum will consist of either a single peak or multiple peaks depending on
how many wave systems are present in the record. Figure 2.5 shows an example of a
bimodal wave spectrum consisting of swell and wind sea. Wind sea refers to waves
generated by the local wind, while swell is wind sea that has traveled from a distant
storm and gradually dissipated some of its energy along the way. In general, the swell
will manifest itself as a low-frequency, narrow-banded peak, symbolizing a regular
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wind sea
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Figure 2.5: A one-dimensional bimodal wave spectrum S(w) consisting of swell and
wind sea. The peak wave frequency wy, is the frequency in which S(w) attains its
maximum value.

and long-crested appearance. Wind sea, on the other hand, carries a broader shape and
is usually higher in frequency, appearing as short-crested and irregular waves.

From the wave spectrum, several statistical parameters describing the sea state
can be obtained. The most important parameter is the significant wave height, which,
under the assumption that the wave height is Rayleigh distributed, is given by

H, = 4y/mo, (2.9)

where -
mo = o2 = / S(w)dw, (2.10)
0

is the zeroth moment and also the total variance of the surface elevation. The significant
wave height H is very important as it represents the sea severity. It is worth noting
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that the significant wave height computed from its definition in Eq. (2.1) and from Eq.
(2.9) will generally differ by a small amount (i.e., H; /3 # Hs) [7].

Other important parameters are the peak/modal period T}, average period T}, and
average zero-crossings period 7’,. The peak period 7T}, is obtained through

dS(w)
dw

=0, 2.11)

Wp

with T}, = 27 /w,, where w, is the peak frequency (Figure 2.5). The average wave
period T and average zero-crossings period 7, are defined by

T=2r"0 and T, =2m, /2, 2.12)
mi ma

where mg, m1, and my denote the zeroth, first, and second moments, computed by

My, ::/ w"S(w)dw.
0

2.2.2 Practical considerations

In practice, an actual time record of the surface elevation differs in many ways from
the theoretical formulation underlying the spectrum analysis in Section 2.2.1. Some
of the differences are: (i) the measured wave record is a discrete quantity, (ii) the
duration of the wave record is finite, (iii) there is usually only one wave record, and
(iv) the wave record is contaminated with sensor noise. In the following, we give a
brief account of each of these limitations and how they may be alleviated.

For a point measurement on the ocean surface, the discrete-time wave record
is obtained by periodically sampling the surface elevation. It is important to sample
the ocean at a sufficiently high rate to ensure that the effect of aliasing is minimized.
Ideally, the sampling rate should be greater than or equal to twice the bandwidth of the
process to avoid aliasing (Nyquist sampling theorem). However, since all frequencies
are present at sea, there will always be some aliasing present in the wave spectrum.
Nevertheless, the rapidly decreasing tail of ocean wave spectra implies that the ocean
waves are almost bandlimited, meaning that aliasing is not a big issue, provided the
ocean is sampled at a sufficiently high rate.

The fact that the wave record is of finite duration 7' (and not infinite as suggested in
the equations in Section 2.2.1) implies that there will be details within the frequency
interval or resolution Af = 1/T that cannot be seen. To ensure that most details
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are seen, it is important that the duration 7" be sufficiently long while, at the same
time, making sure the waves are stationary within 7T'. For ocean waves, stationarity is
generally maintained for up to 15-30 min [7].

A discrete and finite wave record also implies that the discrete Fourier trans-
form (DFT) is needed to transform the record from the time to frequency domain.
Since the record is finite, the DFT implicitly assumes that the entire data sequence is
one period of a periodic signal. In most cases, there will be a discontinuity between
the first and final data samples in the wave record, leading to spectral leakage (i.e.,
energy in one frequency bin is leaked into adjacent frequency bins). The effect
of spectral leakage can be reduced by employing various window functions (e.g.,
Hanning window) to smoothly decrease the signal values to zero near the endpoints.

As seen in Eq. (2.8), the spectral density can be obtained by taking the Fourier
transform of the wave record and squaring the result. However, since the wave record
is discrete and finite, we rely on the DFT to carry out this transformation, which yields
an estimate of the wave spectral density. This estimate is called the periodogram and
is not a consistent estimator (i.e., the variance does not approach zero as the sample
length approaches infinity). Since we usually only have one wave record, the variance
can be improved by splitting the data into p blocks, computing the periodogram of each
block, and averaging the result (Figure 2.6). However, care must be exercised when
performing this operation, as increasing p leads to a decreasing frequency resolution.

In general, there will be a discrepancy between the true sea surface elevation and the
corresponding measurement owing to the measurement technique, the instrument,
and the processing of the raw signal. The discrepancy resulting from these factors is
collectively termed noise and usually exhibits a low-frequency and high-frequency
character. In some cases, the low-frequency behavior will manifest itself as a slowly
varying bias, which may be mitigated by subtracting the average of the wave record
from the record itself. The high-frequency behavior can be reduced by employing a
low-pass filter with a cut-off frequency above the bandwidth of the considered waves.

2.3 Overview of measurement techniques

The wave height, wave direction, and wave period are generally computed directly
or indirectly from time records of the surface elevation at one or more geographic
locations. Time records of the ocean surface elevation may be obtained through
various instruments, which can be classified as either in situ or remote sensing devices.
In this section, we give a brief account of these instruments and the measurement
principles they rely on.
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Figure 2.6: Dividing a wave record of duration 7" into p blocks, computing the
periodogram of each block, and averaging the result leads to an improved estimate of
the wave spectral density with the cost of reduced frequency resolution A f = p/T.

2.3.1 In-situ instruments

In-situ wave measurement techniques comprise instruments such as wave buoys, wave
poles/probes, pressure transducers, current meters, and echo sounders. A characteristic
feature of these instruments is that they are in contact with the water, either at the sea
surface (e.g., wave buoys), below the sea surface (e.g., pressure transducers mounted
to a fixed underwater structure or inverted echo sounder installed on the seabed) or
semi-submerged in the sea (e.g., wave poles extending from an offshore structure into
the sea). Most of these instruments record the up-and-down motion of the sea surface
at one geographic location.

The wave buoy is the most common instrument used for observing ocean surface
waves. Situated at the ocean surface and anchored to the seabed, the vertical motion
of the buoy is considered one-to-one with the ocean waves owing to its relatively
small size and buoyancy. For this reason, the vertical buoy displacement and sea
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surface elevation are generally regarded as equivalent. There are, in general, different
techniques for obtaining the vertical buoy displacement. The most common approach
is integrating the acceleration (computed from measurements of specific force) or
velocity of the buoy to determine its vertical position. The acceleration and velocity
are usually obtained from accelerometers (typically as part of an inertial measurement
unit mounted inside the buoy) or through GPS by using the Doppler shift of the
satellite signal. It is also possible to use the vertical position measurement from the
GPS receiver directly as an estimate of the buoy displacement. However, for the latter
to be accurate, a nearby base station is generally needed to enhance the received signal
(this approach is known as differential GPS or DGPS).

Although the vertical buoy displacement is sufficient for determining the height and
period of waves in the local region, this motion is not by itself sufficient to provide
directional wave information. For this purpose, we need additional information about
the roll and pitch motion or horizontal motion (surge and sway) of the buoy.

2.3.2 Remote sensing instruments

In contrast with in-situ instruments, remote sensing devices are not in direct contact
with the water but are usually mounted remotely on a body, observing the ocean surface
from afar. Remote sensing instruments include radars, laser altimeters, and cameras,
traditionally installed on a fixed or moving platform, which may be an observation
tower, satellite, airplane, or ship. These instruments emit electromagnetic radiation
(visible light, infrared light, or radar energy) and use the reflections to produce spatial
and temporal representations of the ocean surface. A concise account of marine radars
and laser altimeters for wave measurement from ships is given in Section 3.2.1.
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3 Shipboard wave estimation

Information about ocean waves is crucial for ships currently out at sea or for those
charting a course for their next journey. As we have seen, when it comes to gathering
information about the sea state, there are a variety of instruments at our disposal. In-
situ instruments such as wave buoys are known for their accuracy, providing valuable
data about wave heights, directions, and frequencies. However, wave buoys are often
strategically placed near shore for cost-effective service and maintenance rather than
covering vast areas. Satellites, on the other hand, offer a broader perspective, enabling
us to gather information about the sea over extensive regions. However, they may not
always provide the level of detail required at specific local sites.

Ships have the potential to combine the best of both worlds. They are omnipresent at
sea and situated on the sea surface, which grants them the ability to capture detailed
and localized information about ocean waves and distribute this information worldwide
to other vessels and institutions in need of it. Indeed, many people and organizations
have recognized the potential of this idea, sparking extensive research into using
ships as platforms for measuring ocean waves. As we shall see, the research on
shipboard wave estimation comprises several methods, each with its own advantages
and disadvantages.

3.1 Model-based approaches

Ships, with their characteristic behavior resembling wave buoys, respond to the forces
of the ocean by oscillating up and down. One early and successful attempt to exploit
the wave-induced up-and-down motion of ships to measure waves was reported by
Tucker [10]. He developed the first-generation shipborne wave recorder, a system
comprising a pressure transducer and vertical accelerometer. The pressure transducer
is located at a point inside the hull and measures the sea pressure to give the height of
the water surface above the point, which is added to the vertical displacement of the
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Figure 3.1: A conceptual illustration of model-based shipboard wave estimation.
Waves, depicted as a surface elevation time series, cause ship motions recorded by
an onboard inertial measurement unit (IMU). Ship motion responses, such as heave,
combined with the ship response amplitude operators (RAOs), enable the inference of
incident waves through an inverse problem-solving approach. This problem can be
solved in either the time domain or frequency domain.

point, obtained by integrating the output from the heave accelerometer twice. These
instruments are strategically positioned near the center of flotation to minimize the
influence of vessel roll and pitch motions on the wave height measurements.

Although ships exhibit buoy-like behavior, their motion responses are usually
not one-to-one with the incident waves owing to the ship’s size and geometry.
Unfortunately, shipborne wave recorders do not account for ship properties such as
geometry and mass, which has led to inaccuracies in their wave height measurements
[11]. Recognizing the limitations of shipborne wave recorders for measuring wave
heights, Takekuma and Takahashi [12] explored the possibility of improving wave
estimation by considering the ship’s response amplitude operators (RAOs). RAOs
are complex transfer functions that act as a type of scale factor between the incident
waves and vessel responses but vary with different wave frequencies, amplitudes, and
directions. If the RAOs in, e.g., heave, roll, and pitch are known for a specific ship,
they can be combined with the corresponding measured ship response to determine the
waves causing the motions (Figure 3.1). Since Takekuma and Takahashi’s published
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work [12], numerous studies have investigated using this model-based approach to
extract information about the incident waves [13—17], which remains a key focus.

Recent literature on the subject can be divided into two categories: studies fo-
cusing on stationary vessels for wave estimation [18-25] and those considering
vessels with forward speed [26—34]. When a ship is stationary at sea (zero speed),
the frequency of its heave, roll, and pitch motions correspond to the wave frequency,
simplifying the problem significantly. However, when the vessel is in motion, the
encountered wave frequency is affected by the Doppler effect, resulting in a frequency
shift. This effect introduces complexities, especially for following seas, where
the encountered frequency may map to multiple absolute frequencies, making it
challenging to determine the true wave frequency [35, 36].

Despite these challenges, the utilization of ships as wave measurement plat-
forms, together with RAO analysis, continues to be a vibrant area of research. In the
following subsections, we discuss the problem of estimating the sea state based on
vessel RAOs in greater detail, which can be formulated either in the frequency or time
domain [4].

3.1.1 Frequency-domain formulation

The waves and wave-induced vessel responses are generally considered linear for mild
and moderate wave climates. The linearity assumption is essential as it allows the
waves and vessel responses to be related through complex-valued transfer functions
known as RAOs. Each ship generally has its own RAO model for each vessel response
(e.g., sway, heave, roll, and pitch) and is usually obtained through computational
methods or model tests. Computational methods involve using hydrodynamic codes
based on strip theory (e.g., ShipX) or 3-D panel methods (e.g., WAMIT) to simulate
the ship’s behavior in waves for various amplitudes, frequencies, and directions.
Model tests involve physically testing a scaled model of the ship in a wave basin or
towing tank, measuring the responses, and extrapolating the results to the full-scale
ship.

Let ] = {1,2,3,4,5,6} be the index set corresponding to the translational
and rotational rigid-body motions {surge, sway, heave, roll, pitch, yaw}, respectively.
Furthermore, let I C J be the subset of vessel motion responses considered, which
comprises a total of N; responses. If the ship RAOs are known for the pair of vessel
responses {i,j} € I, the relationship between waves (input) and vessel responses
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m = N,

Figure 3.2: Polar diagram showing how the wavefield is discretized into NV, frequen-
cies and Ng directions.

(output) can be described mathematically in the frequency domain as

Sij(w) = /W @i(wjﬁ)q)j(w,B)E(w,B)d,B, (31)

—Tr

where S;;(w) denotes the cross-spectrum between the ith and jth vessel response
at angular wave frequency w, ®; and ®; represent the RAOs of the ith and jth
vessel response, and E(w, 3) is the directional wave spectrum as function of w and
wave direction 3. The response cross-spectrum S;;(w) is obtained by computing
the cross-correlation between the time series of the measured vessel responses 7 and
j. This result is then transformed to the frequency domain by application of a fast
Fourier transform (FFT) or multivariate autoregressive (MAR) model.

The main goal is to retrieve the directional wave spectrum FE(w, ) from Eq.
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(3.1) using the computed response cross-sprectra S;;(w) and known ship RAOs
®;(w, B) and ®;(w, ). To do this, the wavefield must be discretized into Ng x N,
points (Figure 3.2), where Ng and N, represent the number of respective wave
directions and wave frequencies considered. Such a discretization implies that Eq.
(3.1) can be rewritten into the following discrete form

Ng

Sij(wm) = ABD ~ ®i(wm, Br)®; (W, Br) E(wm, Br), (32)

k=1

where wy,, = wp + (m — 1)Aw and B = (k — 1)Ap are the pre-computed discrete
wave frequencies and wave directions form = 1,2,...,N,and k = 1,2,..., Ng,
respectively, and A = 27 /Ng and Aw = (wy — wo) /N, where [wg, wy| represents
the considered frequency range. The cross-spectra S;;(wy,) can either be real (i.e.,
when ¢ = j) or complex valued (i.e., when ¢ # j), meaning that for each ¢ and
7, Eq. (3.2) can be divided into three separate parts: Sj;(wp, ), Re{S;j(wn)}, and
Im{S;;(wm)}. Hence, for each frequency component w,,, we can rewrite Eq. (3.2)
into the following compact form

by = Afn, (3.3)
where

[ Sii(wm) |

E(Wmaﬁl)
Re Sz Wm FE Wm

bm = { ]( )} , fm = ( . 62) s

Im{S;;(wm)} E(wm, BN,)

. N————
L . ] NﬁXl

NZx1
A, =Ap

|(I>i(wm7ﬂk’)’2

Re{®;(wm, Br)} Re{®;(wm, Br)} + Im{®; (W, Bk) } Im{P; (wim, Br) }

Im{®; (wm, Br) } Re{®;(wm, Bi)} - Re{®;(wm, Bi) } Im{ ®;(wnm, Br) }

NgXNﬁ
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Generalizing Eq. (3.3) to account for all frequencies N, , yields the final affine
equation
b = Af, (3.4)

where b = [b],bJ,...,b} |7 € RYiNo, A = diag{A1,As,..., AN} €
RNINoXNNo and £ = [fh,£,. .., f;w}—r € RNsNw | The overall goal is to find an
f that minimizes the difference between the left-hand and right-hand sides of Eq.
(3.4),1i.e.,

mfin||Af—b||2, (3.5)

where in this case, we have considered minimization in the least-squares sense, which
is most common. However, in practice, the system (3.4) generally possesses fewer
equations than unknowns (i.e., IV 3Nw < NgN,,), rendering it an underdetermined
system. To overcome this issue and make Eq. (3.4) uniquely solvable, some con-
straints must be imposed. The latter is achieved by realizing that the directional wave
spectrum is positive, smooth, and diminishes to zero for sufficiently low and high
frequencies. There exist two different approaches for incorporating such constraints
into the optimization problem (3.5), which are termed parametric and nonparametric
approaches. Parametric approaches [19, 29, 32, 37, 38] assume a predefined wave
spectrum shape that depends only on a few parameters. For example, a 10-parameter
bimodal wave spectrum is considered in [19, 38], where

2 N2
1 4>‘ +1 /4) ) ! Hs,i
~ 1 Z ) C(14/\,L-+1A(3i)

i=1
8- 5 AN+ 1wyt
X cos2® ( 5 ) p{ . (w ) } (3.6)

where Hj is the significant wave height, A denotes the shaping parameter of the
spectrum, /3 is the mean wave direction, w, is the peak wave frequency, s is a spreading
parameter, I' is the Gamma function, and

225712 (5 + 1)

AB) = =T+ 1)

is a normalization factor for the area under a cos®® curve. The representation in Eq.

(3.6) implicitly preserves the positiveness, smoothness, and boundary constraints
above. On the other hand, nonparametric approaches [24-28, 39, 40] do not place any
assumptions on the shape of the wave spectrum, and instead introduce the positiveness,
smoothness, and boundary constraints directly into the optimization problem (3.5) and
solve the system using convex optimization. Following such an approach, a typical
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cost function with constraints is given by
min ||Af — b||? + ||CLf||?

st. £ >0,
fi =0,
fn, =0,

3.7

where C denotes a diagonal positive definite matrix of weights (penalty parameters)
and L is a matrix containing the smoothness constraints [40]. For more details on the
differences between parametric and nonparametric methods, the reader is referred to
[28] and references therein.

It is worth stressing that the representation given in Eq. (3.1) applies only for
stationkeeping vessels (i.e., zero forward speed). It is, however, possible to account
for forward speed in Eq. (3.1) by considering the wave encounter frequency w,
instead, i.e.,
Si(we) = [ @il )5 BBl 5). (33)
where
we = |w — kU cos f], (3.9)

with U denoting the vessel forward speed, w the absolute wave frequency, k the wave
number, and 5 the wave encounter angle (Figure 3.3). A drawback of Eq. (3.8) is
that the directional wave spectrum F(we, () is formulated in the encounter frequency
domain and not in terms of absolute frequency, i.e., E(w, 3). Although the computed
significant wave height (and wave direction) is equivalent in both frequency domains
due to the conservation of energy, the wave frequencies differ. The absolute wave
frequencies can be obtained from the encounter domain by applying the transformation
(3.9) to map the encounter frequencies to absolute frequencies [28]. However, for
following seas (i.e., when the vessel is moving with the general propagation direction
of the waves), each w, generally maps to three different w (Figure 3.4). The 1-to-3
mapping problem implies that the integral (3.8) should map to three parts to maintain
each potential absolute frequency, leading to an ambiguous solution. Some works have
addressed this issue [35, 36], proposing various pseudo algorithms and optimization
techniques based on parameterized wave spectra.

3.1.2 Time-domain formulation

Although most of the research using RAO-model approaches for shipboard sea state
estimation is carried out in the frequency domain, there are some works [23, 24]
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B = 120° B = 60°

Bow sea Quartering sea

B = 150° B =30°

Following sea

8 = 180° B=0°

Figure 3.3: Definition of wave encounter angle /3.

who have formulated the problem in the time domain as a state-space model and
solved it using a Kalman filter. As we saw earlier, RAO approaches in the frequency
domain usually involve minimizing an error cost function using iterative optimization
procedures, which may require some computational effort. As we shall see, by instead
formulating the problem in the time domain and employing a Kalman filter, the speed
of estimation can be increased as cross-spectral calculations are not performed, and
the wave amplitudes are estimated directly in real-time. In addition, with the Kalman
filter framework, it is easy to fuse data from several sources and incorporate process
and measurement noise into the estimation procedure. The latter is important as it
provides an uncertainty measure in the estimated wave quantities, indicating whether
they can be trusted or not.

Recall from Section 2.2 that the ocean surface elevation can be considered a super-
position of a large number of harmonic wave components differing in amplitude,
frequency, and direction. Assuming that the considered vessel response is linear with
the incident waves, the response r can be modeled in the time domain as a weighted
sum of harmonic wave components over a range of wave frequencies and directions
[23, 24], i.e.,

Ny Ng
r = Re Z Z D (Wi, Bn) A(wm, Bn)(cos(wmt + €mn) + 7 sin(wp,t + emn)) ,
m=1n=1
(3.10)
where ®(wy,, ,,) denotes the RAO of the vessel response computed at discrete wave
frequencies and directions w,,, and 3, respectively, A(wy,, y,) represents the complex
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Figure 3.4: Relationship between wave encounter frequency w, and w given by Eq.
(3.9), where k = w?/g (deep waters) and ¢ := U/g cos B. If w, < 1/44), it maps to
three different solutions of the wave frequency w.

wave amplitude, and ¢;,,, is the random phase. Introducing state variables x2,,—1 5,
and x5, to represent the real and imaginary parts of A(wyy,, 3,) and neglecting €,,,.,
Eq. (3.10) can be rewritten as

Ny Ng
r= Z Z (Re{(IDmn} cos(wmt) — Im{ P, } sin(wmt))wgm,lm
m=1n=1
Ny Ng
= (Im{@pn} cos(wmt) + Re{ P} sin(wmnt)) T2m.n,
m=1n=1

where ®@,,,,, := ®(wp,, B,) for compactness. For NV, vessel responses, the discrete-
time Kalman filter state-space model can be formulated as

Xp41 = Xk + Wi, Wi~ N(0,Qg),

3.11
rp = Crpxp +vg, Vi~ ./\[(O,Rk), ( )
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where X = [x171, €L1,2y - - ,xleﬁ,xZNﬂ, v 7372Nf—1,N57 'TQNf,N,g]T S R2NfNB is
the state vector consisting of wave amplitudes at sample number k, r; € N, is the
measured vessel responses, wy, and v denote white Gaussian process and measure-
ment noise with covariances QQ and Ry, respectively, and

[Re{®1 11} cos(wikT) — Im{®1 11} sin(w1 kT")
Re{®311} cos(w1kT) — Im{ Py 11 } sin(w1 kT)

Re{@ml} COS(W1 kT) - Im{@i,n} Sin(wlkT)

_(Im{q’l,ll} COS(wlkT) + Re{‘bl,n} sin(wlkT))
—(Im{@zll} cos(wl kJT) + Re{q)lll} sin(wl kJT))

*(Im{q)i,n} cos(wl k’T) + Re{‘l%-,ll} sin(wlkT))

where ®; ,,,,, represents the RAO of the ith vessel response and ¢(kT") := kT where
T is the sampling time. In order for the Kalman filter to work, the state-space model
(3.11) needs to be observable. However, as discussed in Section 3.1.1, the number of
unknowns generally exceeds the number of measurements, leading to a singular or
badly conditioned observability matrix. When this happens, the state estimates will
fail to converge to the correct values. A solution proposed by [23, 24], is to include
past measurements in the measurement vector, incrementing /V, in proportion to the
number of lags. For details on the latter procedure and how the noise covariance
matrices were tuned, the reader is referred to [23, 24] and references therein.

3.1.3 The effect of vessel low-pass filtering

Whenever the incident waves are sufficiently short, multiple wave crests (and troughs)
will affect the vessel simultaneously as the waves move through it (Figure 3.5). When
this happens, the vessel will distort the waves, and the observed vessel responses will
generally no longer be linear with the incident waves. Indeed, this characteristic low-
pass filtering ship behavior [33, 34, 41-43] implies that for waves of sufficiently high
frequency, information about the prevailing sea state cannot be accurately obtained
from measured ship motions. To understand when the measured vessel motions
can be reliably utilized to determine the sea state, our recent study [44] proposed a
frequency threshold quantifying the frequency bandwidth of waves not distorted by
the vessel. The frequency bandwidth is based on the main vessel length L and breadth
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Figure 3.5: The wave trajectory distance W (represented by dashed lines) depends on
the relative wave direction 5. When 3 = 180° (left), the vessel will filter the waves
(shown in blue) passing through it as the wavelength A < W = L, where L is the
vessel length. However, when 8 = 90° (right), the vessel motion responses will be
unaffected by filtering as A > W = B, where B is the vessel beam.

B dimensions and the relative wave direction 3, quantified by
W = L|cos 5| + B|sinj|, (3.12)

where W is the projected wave trajectory distance through the vessel (Figure 3.5).
Hence, whenever the wavelength A exceeds Eq. (3.12), the vessel motions are deemed
linear with the incident waves (i.e., the vessel behaves like a wave buoy). An easy and
quick way to assess whether A > W holds for all 3 is to evaluate Eq. (3.12) when the
wave trajectory distance is maximum, which for a box-shaped vessel occurs whenever
it is parallel with the diagonal distance of the corners, i.e.,

W =12+ B2. (3.13)

Hence, based on Eq. (3.13), the frequency of bandwidth of waves not distorted by the
vessel in question becomes [45]

B g/2m 2md
fmax = \/ﬁ tanh (m N (314)

where g is the gravitational constant and d is the water depth. The relationship above
was derived by equating (3.13) with A = 27r/k, and inserting the resulting expression
for k into the dispersion relation (2.2) and solving it in terms of the linear frequency
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f. Itis worth noting that Eq. (3.14) applies only for stationary vessels (i.e., U = 0).
For vessels with constant forward speed U > 0, Eq. (3.14) can be extended to address
such situations by considering the wave encounter frequency. Rewriting Eq. (3.9) in
terms of linear frequency and substituting fi,x into it, yields the adjusted maximum
frequency threshold f. max given in terms of forward speed [45], i.e.,

UL

Femax = |fmax £ 15755 | (3.15)

where we have used k = 27 /v/L? 4+ B? and cos § = £L/v/L? + B? (worst case
scenario in which the wave trajectory distance is maximum). The latter component on
the right-hand side of Eq. (3.15) should be added or subtracted depending on whether
the vessel is following or moving against the waves, respectively.

3.2 Signal-based approaches

Although most of the literature on shipboard sea state estimation is dominated by
model-based approaches using the wave-buoy analogy, they have not yet materialized
in industrial applications due to several challenges [5]. Firstly, they rely on RAOs,
which should generally be determined for each unique ship, requiring substantial
effort. Also, since RAOs are transfer functions, they require linearity between
the waves and vessel responses to be valid, which is generally true for mild and
moderate wave climates. Secondly, many of the sea state estimates from these
methods are usually time-delayed by 10-15 min due to the underlying spectral
analysis [6], posing challenges for decision-support systems requiring real-time data.
Thirdly, high-frequency waves are effectively ignored when considering vessel motion
responses for sea state estimation since the ship acts as a low-pass filter.

On the other hand, signal-based approaches are not constrained by the size of
the waves and do not require any ship model, meaning they can be directly applied to
any vessel. These approaches typically use shipboard wave radars and/or distance
altimeters to measure the ocean directly by analyzing reflections of electromagnetic
radiation from the sea surface, offering real-time estimations. Furthermore, these
approaches are capable of measuring high-frequency waves, as they are not sensitive
to vessel low-pass filtering. Some more recent studies have also investigated the
possibility of using machine learning algorithms to determine the sea state by learning
a direct mapping between the vessel responses and waves. In the following discussion,
we will explore the advantages and disadvantages of these signal-based approaches,
shedding light on their potential benefits and limitations.
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3.2.1 Radar and laser altimetry

Most ships at sea are equipped with a marine X-band radar, which serves as a valuable
tool for obstacle detection and collision avoidance. However, when the radar range
setting is adjusted to measure objects within short distances, it often generates a noise
signal called ““sea clutter,” which appears on the plan position indicator display. Sea
clutter arises from the backscatter of electromagnetic waves by the ripples on the sea
surface (i.e., capillary waves), primarily caused by local wind activity. These capillary
waves are typically modulated by longer waves that carry the information we are
interested in. By carefully examining the time evolution of recorded radar images, it
becomes possible to discern the underlying low-frequency modulation pattern from
the changes in the sea clutter.

To extract the directional wave spectrum, a common approach involves transforming
the time series of radar images into the spectral domain using a three-dimensional
Fourier transform. This transformation allows for the analysis of the various
frequencies present in the radar data, helping to identify the characteristics of the
waves and their directional properties. For a more detailed understanding of this
procedure, interested readers are encouraged to consult [46—48] and the associated
references within.

Although commercial marine X-band radars are popular tools for inferring in-
formation about the local waves, they are not perfect. Firstly, if there is little to no
wind, the underlying low-frequency modulation pattern cannot be observed, and we
get little to no wave information. Secondly, radar emissions and returns are susceptible
to environmental influences such as precipitation (e.g., rain or snow). Thirdly, they
are not very suitable for wave estimation near shore where landmasses and other
obstacles may obstruct returns. Finally, the radars, installation, and associated
software packages for wave processing are generally quite expensive. For instance,
the Miros WaveX and RangeFinder radar-based systems employed in our experiments
[45] cost roughly 20 000 dollars for a one-year leasing period.

Downward-looking distance altimeters are popular tools for measuring the sea
surface directly [49, 50]. These altimeters, based on either radar or laser technology,
are typically mounted over the bow of a vessel and measure the vertical distance
from the instrument to the sea surface by a mechanism known as specular reflection.
However, a drawback of these instruments is that they generally only provide
one-dimensional wave spectra, meaning that only significant wave height and peak
wave period can be obtained and not directional information. Also, the measurements
from shipboard altimeters will generally be influenced by the roll and pitch motions of

41



Shipboard wave estimation

the vessel. Although this unwanted influence can be corrected by employing an IMU
separately to estimate the roll and pitch angles [49], the latter study shows that the
wave estimation results were not very sensitive to the vessel roll and pitch motions.

3.2.2 Machine learning

Recently, there has been a significant surge of interest in shipboard wave estimation
approaches based on machine learning [51-63]. These approaches are gaining
attention due to their ease of application, ability to learn direct mappings from ship
responses to sea state parameters without RAOs, and real-time estimation capabilities.
Various types of deep neural networks, including convolutional neural networks and
general adversarial networks, are commonly used in these approaches.

One key aspect that differentiates these methods is whether they treat sea state
estimation as a classification or regression task. In the classification approach, the
possible value ranges of sea state parameters are divided into discrete bins. For
example, the wave direction parameter can be divided into 360 discrete bins, with
each bin representing a possible wave direction. On the other hand, regression
involves directly determining the continuous value of the sea state parameter. Another
distinguishing factor among machine learning approaches for sea state estimation is
whether they consider ship motion data in the time domain or frequency domain. This
choice affects the model’s ability to capture relevant features and extract meaningful
information for accurate sea state estimation.

Despite the growing potential of machine learning approaches, there are still
several challenges that need to be addressed before they can be practically imple-
mented. The primary challenge lies in the availability of training data. Since machine
learning models typically learn in a supervised manner, a substantial amount of
training data with accurate reference sea state information is required to cover the
wide range of scenarios possible at sea. However, obtaining such reference data is
not straightforward. While marine wave radars have been used to collect sea state
data, this technology is expensive and not feasible for all vessels. For this reason, the
majority of the current research only considers simulated sea state and ship motion
response data. Also, to ensure the generalization power of the models, it is necessary
to collect ship motion data with corresponding sea state references from multiple
vessels of different sizes and geometries. By doing so, a general sea state model can
be trained using transfer learning techniques.

In summary, machine learning approaches are attractive as they do not require any
ship RAO models, are easy to implement, and have real-time estimation capabilities.
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However, the need for real training data poses a significant challenge in developing
a general sea state model that can be applied to any ship. Acquiring the necessary
training data is complex, requiring accurate sea state references, which are only
available for some vessels typically using wave radars. While effective, wave radars
are not universally accessible due to their cost.
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4 Phase-time-path-differences:
A new approach for shipboard
wave estimation

As we have seen, model-based approaches for shipboard wave estimation assume
linearity between vessel responses and incident waves, allowing the use of response
amplitude operators (RAOs) to model wave-response interactions. However, this
assumption generally holds true for mild to moderate wave conditions, and obtain-
ing motion RAOs for each ship requires considerable effort. Conversely, signal-
based approaches are ship-independent and not constrained by the size of the waves.
Nonetheless, these methods also have their limitations. Machine learning approaches
necessitate extensive training data sets, and wave radars and laser altimeters, while
accurate, are often costly, prone to environmental influences, and challenging to install
without expert assistance.

In this section, we introduce our contribution to shipboard wave estimation: A signal-
based phase-time-path-difference (PTPD) approach, which utilizes the delays between
a group of sensors on board a vessel to infer frequency and directional information
about the incident waves. As we shall see, this approach only considers measurements
from a single inertial measurement unit (IMU) as input, rendering the approach ship-
independent (i.e., no vessel motion RAOs are needed), inexpensive, robust against
environmental impact, and easy to implement on any vessel.

4.1 Main idea

The main idea or concept of this Ph.D. work is rooted in array signal processing. To
provide a solid foundation for this concept, we begin by illustrating a simple example
from the latter domain, allowing us to build intuition. With this foundation in place,
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Figure 4.1: An antenna array consisting of two antennas separated by a distance d.
The propagating waveforms (shown in red) approach the array at propagation angle [3.

we then proceed to ocean waves, demonstrating how the concept can be applied there.
Finally, we explain how this concept may be applied to shipboard IMUs, which, as we
shall see, is considerably more practical.

4.1.1 Example from array signal processing

Array signal processing is a field within signal processing that deals with the analysis,
processing, and interpretation of signals received by an array of spatially distributed
sensors or antennas [64]. In array signal processing, the signals received by multiple
sensors are combined and processed to extract useful information about the incident
waveforms. A particularly important area of array signal processing is signal character-
ization, which aims to describe in a quantitative way the signals received by the array.
One characteristic property of such signals is the direction of propagation, which is
of fundamental importance in many applications measuring either electromagnetic,
acoustic, or seismic waves. To show how the propagation direction of a propagating
signal may be resolved from distributed sensor arrays, consider the antenna array
illustrated in Figure 4.1. The array consists of two antennas separated by a distance
d, receiving electromagnetic energy at an angle (3 relative to ground. Compared to
antenna 2, we notice that the waveforms need to travel an additional distance to get to
antenna 1. Using basic trigonometry, this extra path difference d;2 can be expressed
as

dio = dcos 3. 4.1)

The extra travel distance (4.1) will cause a corresponding time delay between the
measurements in each antenna, given by

d d
t1o = 12 Zcos B, 4.2)
c c
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where 1 is the time delay/difference between antenna 1 and 2, with ¢ denoting the
speed of light. It is more common to express the delay 12 as a phase difference ©12
by using the fact that ©15 = wt12, which together with Eq. (4.2), yields

©15 = kd cos 3, 4.3)

where we have used that ¢ = w/k, with w denoting the angular frequency and & the
wave number. Hence, if we can measure the phase, time, or path difference (PTPD)
between the measurements in each antenna, it is possible to determine the propagation
direction S from one of the equations above.

4.1.2 The PTPD concept applied to the sea surface

If we substitute the electromagnetic waves and antennas from the previous example
with physical ocean waves and sensors situated on the ocean, we can apply the same
PTPD concept to resolve the propagation direction (and wave number) of ocean waves.
To see this, consider a spatially distributed array of sensors (e.g., wave poles) in
the ocean, as illustrated in Figure 4.2. The separation distance d;2 between sensors
{s1} and {s2} along the wave propagation direction causes a delay between the wave
elevation time series recorded in each sensor. The path difference d;o is simply the
x-component of the position vector 7, 5, expressed in the wave tangent frame {w},
obtained by

w _ w _.S1
rs132 - Rs1r51327 (44)
where rgl, = (12, Y12, 212]T denotes the coordinate position vector of {sy} relative

to {51} expressed in the sensor frame {s1 } and R, is the rotational transform between
frames {s;} and {w} given by

cosf3 sinpf 0
R = [sin8 —cosB O
0 0 -1

Carrying out the multiplication in Eq. (4.4) and extracting the z-component of the
resulting vector, yields the path difference

d12 = X12 COS /B + Y12 sin ,B (4.5)

Following the same procedure as in Section 4.1.1, the corresponding time delay
between the measurements in {s; } and {s2} then becomes

d )
- % _ 712 COSﬁ‘CHJm Slnﬁ, (4.6)
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Figure 4.2: Two arbitrary sensors labeled s; and sg situated on the ocean surface with
sensor axes (z%,y®, 2%) for i = {1,2} (z-axis not shown, but points down into the
page) exposed to long-crested waves with propagation speed c. The wave tangent
frame {w} is defined with z'-axis pointing in the same direction as the propagating
waves, with the origin coinciding with the (arbitrarily chosen) reference sensor s;.
The wave propagation direction £ is defined as the counterclockwise angle from x
to 2t (chosen as 180° in this case). The position of s relative to s; is denoted by the
vector 7, s,, Where dy2 is the x-component of the latter expressed in {w}.

where t19 is the time difference and c is the wave celerity or phase velocity as it is also
called. Assuming a regular harmonic wave, the latter expression can be converted to
a phase difference by substituting ¢ = w/k, where w and k denote the angular wave
frequency and wave number, respectively, into Eq. (4.6), which yields

O12 = k(z12 cos B + yi2sin ), “4.7)

with ©15 := wtqs.

The phase difference (4.7) can also be derived directly from the definition of
the surface elevation (2.3) by considering the surface elevation at two separate
spatial locations. Let {s;} and {s2} denote two distinct locations on the sea surface
with horizontal spatial coordinates (x1,y;) and (z2, y2), respectively. Assuming a
propagating harmonic wave with relative wave direction 3, the surface elevations at
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{s1} and {s2} at time ¢ can be expressed as

n(z1,y1,t) = acos(wt — k(x1 cos f + yp sin ) + €),
n(x2,y2,t) = acos(wt — k(xg cos B+ yasin B) + €),

where a is the wave amplitude and € is the random phase. The phase difference ©12
is obtained by subtracting the arguments in the expressions above from each other,
which yields

O12 = k((z2 — x1) cos B + (y2 — y1) sin §)
= k(z12 cos f + y12sin j3),

which indeed is identical to Eq. (4.7).

Unless prior information is known about the general propagation direction, the wave
direction obtained from a pair of sensors will be ambiguous (it is unknown whether
the waves approach the sensors from the left or right). To overcome such ambiguities,
we introduce another sensor {s3} into the sensor array, which, in turn, gives us an
additional phase difference ©13." Grouping the phase differences into a vector, we
can extend and express Eq. (4.7) more compactly as

912] [3312 y12:| {cos B}
=k ol 4.8
|:@13 13 Y13| |sinf (4.8)
Applying the 2 x 2 inverse matrix to the left and right-hand side above gives us
cos 8| _ 1 Y13 —Yi12| [O12
: = . 4.9)
sinf| k(vi2y13 — z13y12) [—213 712 | |©O13

Hence, the analytical expression for the relative wave propagation direction becomes

(12013 — 13012]/sgn(D)
= arctan s 4.10
b ( [Y13012 — ¥12013]/sgn(D) 10
where
D = k(x12y13 — T13Y12)- (4.11)

The above analysis shows that 5 can be uniquely resolved from Eq. (4.10) provided
that (i) a minimum of three sensors are used, and (ii) they do not reside on a straight
line—thus ensuring that Eq. (4.11) is non-zero.

' Actually, we get two additional phase difference ©13 and ©23, but only one of them is needed for
the present analysis.
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The analytical solution (4.10) is widely considered the standard method for
calculating the mean wave direction using arrays [65—72]. However, this approach has
significant limitations that make it unsuitable for applications that need real-time or
online wave direction estimates. One major drawback is that the analytical solution
does not account for uncertainties in the wave direction estimates, even though there
can be errors in the measured phase differences and sensor locations. Additionally, it
does not provide an estimate of the wave number, even though this information can be
derived from the same set of measurements [73]. Furthermore, the analytical solution
lacks a convenient framework for incorporating additional measurements.

Most studies that focus on estimating wave direction using the PTPD concept
primarily examine stationary arrays deployed in the ocean [65-68]. These arrays
typically consist of sensors like pressure transducers, wave probes, lasers, echo
sounders, and current meters, which are positioned either on the sea surface or the
seabed. However, there are significant practical limitations associated with these
arrays. They are often expensive, challenging to install, and geographically confined,
offering limited flexibility for design modifications once installed.

4.1.3 The PTPD concept applied to shipboard sensors

A shipboard array of sensors offers many advantages over stationary sensor arrays
on the sea surface or seabed. It is more cost-effective, flexible, easier to install, and
considerably more practical as ships provide a portable platform for measuring waves.
However, despite these advantages, there have been limited efforts [74—76] exploring
the potential of using a group of sensors on board a vessel and the PTPDs between
their measurements to extract important wave properties. For instance, in a previous
study [74], an array of ultrasonic distance altimeters was mounted over the bow of
the vessel, allowing phase-lagged measurements of surface elevation. Based on these
measurements, the wave height and frequency were determined from the surface
elevations themselves, whereas the wave direction was resolved from the PTPDs.
Although this approach using ultrasonic altimeters is cheaper than stationary arrays
embedded in the ocean, they still pose challenges in terms of cost, installation, and
configuration.

On the other hand, IMUs offer an attractive alternative. IMUs are inexpensive, small,
lightweight, robust, and compact sensors that are easy to install and integrate with
existing systems (if not already present). Rigidly attached to the vessel, an IMU
measures the angular velocity and specific force of the ship with a high data sampling
rate. By employing an array of distributed IMUs around the vessel, it becomes possible
to utilize the PTPDs between the specific force measurements to infer the frequency
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and directional characteristics of the waves. However, despite the cost-effectiveness
and practicality of using IMUs for wave measurement, only one study [75] has to
our knowledge, attempted to investigate the potential capabilities of this approach. In
the latter study, the author distributed multiple IMUs along the hull of a model ship
and used the measured time differences between the estimated heave accelerations to
determine the direction of incoming regular waves. Despite showing some success,
the study above is far from complete. More work is needed to establish the theoretical
foundation of the PTPD method to model sensor delays on a rigid body for both
stationary and moving vessels in regular and irregular waves. Additionally, it is
presently unclear from the previous study how many IMUs are needed, how far they
should be separated, or how they should be arranged to obtain reliable wave estimates.

4.2 Main contributions

In this section, the main contributions of this Ph.D. work are presented. The contribu-
tions are listed as individual subheadings, followed by a brief but concise description.
For a more in-depth treatment of each contribution, the reader is referred to the papers
in Part II of this thesis.

4.2.1 Theoretical assessment of the PTPD approach for rigid bodies

The PTPD model derived in Section 4.1.2 was based on a group of sensors directly
situated on the water. In such a situation, the sensor measurements are independent of
each other as when a wave strikes the first sensor, the second sensor is unaware of this
event until the wave strikes it a few moments later. However, for a group of sensors
on a rigid body, all sensors will be simultaneously affected when the wave strikes the
body. Although a sensor delay will be perceived between the measurements in both
situations, the magnitude of the delay will generally differ. In the first situation, the
delay is determined solely by the distance between sensors, the speed of the waves,
and the angle at which the waves pass through them. In the second situation, however,
the angular displacement of the body governs the perceived sensor delays. Despite the
clear distinction between the situations above, previous studies [44, 75, 76] directly
apply the PTPD approach for ocean-borne sensors to model sensor delays on a rigid
body. In general, there can be significant deviations between the delays measured
between a pair of sensors on a rigid body and a corresponding pair of sensors on the
ocean. In [45], we rigorously assess the PTPD approach for modeling sensor delays on
arigid body and identify sufficient conditions for the method to be accurately applied.
In short, for the PTPD approach to be applicable, the sensor separation distances need
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to be sufficiently short and the wavelength of the ocean waves passing through the
body containing the sensors sufficiently long.

4.2.2 A forward speed PTPD model for surface vessels

In most cases, it is more convenient for the captain and crew of a ship to measure ocean
wave characteristics while the ship is in motion. Up to now, however, the application
of the PTPD approach has been limited to stationary wave arrays or stationary ships.
This limitation is addressed in [45], where a new PTPD model is derived to account for
the forward speed of the vessel, enabling the estimation of waves both when the ship is
moving and when it is stationary. Additionally, the model takes into consideration the
vessel’s roll and pitch motions induced by the waves, making it a time-varying model.
Nevertheless, since the average roll and pitch motions of the vessel are typically close
to zero, these motions can be neglected to simplify the PTPD model. For trimmed
vessels with nonzero roll and pitch angles, it is possible to substitute the average offset
values for these angles (if known) directly into the time-varying model and use this
model instead.

4.2.3 Observability proof: Minimum sensor requirements

For wave arrays situated on the ocean, it is a well-known fact that a minimum of two
independent phase differences (i.e., three sensors) are needed to resolve the wave
propagation direction uniquely [65]. However, a lesser-known fact is that the wave
number/frequency can also be uniquely resolved from the same PTPD data. We prove
this interesting fact in [44] by showing that our nonlinear PTPD model is observable for
a minimum of three noncollinear sensors (i.e., they do not lie on a straight line). The
results from the observability analysis can be generalized to shipboard IMUs, provided
that the IMUs are sufficiently close together and that the waves are sufficiently long.
Also, if IMUs are considered primary sensors and assuming that the vessel can be
regarded as a rigid body, then the minimum sensor requirements can be relaxed to a
single IMU [45]. This important and exciting result significantly increases the practical
utility of the PTPD method as additional hardware and time-synchronization between
measurements are made redundant. Moreover, the latter result also implies that ships
already equipped with an IMU may obtain directional and frequency characteristics of
the waves today by implementing our proposed PTPD method. However, the validity
of the rigid-body assumption should be assessed, e.g., by a hydroelastic analysis of
the characteristic vessel.
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4.2.4 Determining the ambiguous wave frequency in following seas

As discussed in Section 3.1.1, the encountered wave frequency in following seas will
generally map to three distinct (absolute) wave frequencies, making it challenging to
determine the correct one during forward motion [35, 36]. However, the observability
results above imply that the absolute wave frequency can be uniquely resolved from
the PTPDs of our proposed method in any sea by using the dispersion relation (2.2)
to map the estimated wave number to the wave frequency. This interesting result is
validated experimentally in a wave tank with a model ship exposed to various regular
and irregular waves [45].

4.2.5 Quantifying the frequency bandwidth of waves

As discussed in Section 3.1.3, very short waves pose problems for ships relying on
the measured vessel responses to infer important wave characteristics. When the
waves are sufficiently short, the vessel acts as a low-pass filter and distorts the waves,
causing a large discrepancy between the recorded vessel motion responses and the
actual waves. When this happens, we cannot trust the measured vessel responses to
yield the desired wave information. Although the effect of vessel low-pass filtering is
a known problem [33, 34, 41-43], no one has to our knowledge, attempted to quantify
explicitly when this effect is likely to occur based on the main vessel dimensions and
the wave direction. In [44], we derive an explicit formula of the frequency bandwidth
of waves, assuming a box-shaped vessel. The frequency bandwidth gives an upper
limit of the wave frequencies unaffected by the effect of vessel filtering. Moreover, in
[45], we incorporate this frequency bandwidth directly into our methodology (Figure
4.3) to avoid any wave components potentially distorted by the vessel (an irregular
sea will always contain some wave components that are naturally high in frequency).
The general expression of the frequency bandwidth for a vessel with forward speed is
given by Eq. (3.15).

4.2.6 Methodology: A measurement transform, an FFT, and a UKF

Based on the outlined theory of the PTPD approach, we propose a novel methodology
comprising a rigid body measurement transformation, a fast Fourier transform (FFT),
and an unscented Kalman filter (UKF) to estimate the desired wave quantities (see
Figure 4.3). As briefly mentioned in Section 4.2.3, we use a rigid-body measurement
transformation to transform the measurements obtained from a single (physical)
IMU to different locations on the vessel to represent measurements from the other
virtual IMUs. A minimum of two additional measurements are needed to adhere to
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Figure 4.3: Our proposed PTPD approach comprises a rigid-body measurement
transformation, a fast Fourier transform (FFT), and an unscented Kalman filter (UKF).
The measurements from a single inertial measurement unit (IMU) are transformed to
different locations on the vessel and supplied to the FFT. The FFT computes the phase
differences within the desired frequency bandwidth, which are then given to the UKF.
The UKF then estimates the wave direction and wave number, 5 and k, respectively.

the minimum sensor requirements imposed by the observability analysis. After the
measurements needed have been generated, an FFT is applied to obtain the phase
response of each of them, from which the phase differences are estimated. The phase
differences are then supplied as input to a UKF algorithm (recall that the PTPD
state-space model is nonlinear), which estimates the wave direction and wave number.

The Kalman filter framework offers several benefits over the standard analytical
solution presented in Eq. (4.10). Some of these benefits are: (i) the wave direction and
wave number can be estimated simultaneously from the PTPD data; (ii) it is possible
to include uncertainties in the PTPD measurements into the estimation procedure,
which, in turn, yields an estimate of the error associated with the computed wave
quantities, indicating whether they can be trusted or not; (iii) it is straightforward to
incorporate and handle additional measurements from an arbitrary number of sensors.

With the methodology above, we are able to yield accurate estimates of the main wave
direction and wave number/frequency in real ocean waves close to real-time, with
updates given every three minutes after a initial six-minute startup period [45].

4.2.7 Model-scale and full-scale experimental validation

Previous studies [44, 75, 76] investigating the capabilities of the PTPD approach with
shipboard IMUs are limited to a stationary model ship in a wave tank with regular
waves. We extend experimental testing by considering a model ship with multiple
IMUs advancing with forward and zero speed in a wave tank with regular and irregular
waves. Motivated by the promising results from the wave basin testing, a full-scale
experimental campaign was conducted outside the west coast of Norway with the
research vessel Gunnerus (Figure 4.4) to assess the performance of our proposed
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Figure 4.4: The research vessel Gunnerus used in the full-scale field experiments.

PTPD method in real ocean waves and different sea states [45]. The research vessel
was also equipped with a marine wave radar and operated in proximity to several
wave buoys, providing the necessary wave reference systems. The results from the
experimental IMU data show very good agreement with the wave reference values
provided by the wave radar and wave buoys, suggesting that our proposed PTPD
approach is competitive with existing wave measurement technology while being
cheap, easy to implement, and robust against environmental impact.

4.3 Wave height

The PTPD approach can only provide directional and frequency information about
the waves. However, as previously mentioned, the wave height is a vital sea state
parameter, and understanding it is paramount for evaluating the severity of ocean
waves. To maintain a signal-based framework for estimating sea state parameters, we
propose two additional methods in this section that can be employed alongside our
PTPD method to gather information about the wave height.
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4.3.1 Laser altimetry

One of the most precise approaches for acquiring wave height information involves
installing a laser altimeter at the front of the vessel, which directly measures the
vertical distance to the sea surface. To compensate for roll and pitch movements, a
separate attitude heading reference system (AHRS) based on IMU measurements can
be implemented to obtain the roll and pitch angles [77], which can be supplied to the
motion correction formulas in [49, 50] to get the correct surface elevations. However,
despite their accuracy, laser altimeters tend to be relatively expensive instruments and
usually require expert assistance for installation.

4.3.2 Harmonic oscillator in heave and pitch

For mild and moderate waves, the wave-induced vessel responses in heave, roll, and
pitch can be considered linear with the incident waves. Based on this notion, it is
possible to express the vessel responses as decoupled analytical functions driven by a
sinusoidal forcing term. If we assume regular harmonic waves, the general steady-state
solution for heave 2™ (expressed in the navigational frame {n}), roll ¢, and pitch  is
given by [77] as

"= oF I cos(wet + €3),
(m + Agz (w3)) Zm,3 we
Fy
= cos(wet + , .
O = U AT ) g o, T ) @12
F
0= > sin(wet + €5),

(IGF + ASE (w5)) Zm,5 we

where F; denotes the amplitude of the forcing terms, AZ-CZ-F represents the frequency-
dependent added mass at the natural frequencies w; expressed in the center of flotation
(CF), m is the mass of the vessel, I EF and ISF are the moments of inertia about the x
and y axes, respectively, w, is the wave encounter frequency, and Z,,, ; and ¢; are the
absolute impedances and phase shifts given by
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where (; denotes the relative damping factors. However, despite the compactness of
these expressions, they rely on frequency-dependent added mass, natural frequency,
relative damping factors, and unknown driving force amplitudes, all of which are not
trivial to obtain.

If we assume a monohull box-shaped vessel, the expressions (4.12) can be simplified
to yield closed-form expressions for the heave, roll, and pitch responses in regular
waves. The closed-form expressions are derived by [78] and only require the main
vessel dimensions (length L, breadth B, draught T°) together with the vessel speed U,
relative wave direction /3, and wave number k. The closed-form steady-state analytical
expressions for heave and pitch are given by [77] as
w2
2" = CaZ " F cos(wet + €),

m Ve (4.14)
Z:Zue G sin(wet + €),

where (, is the wave amplitude, and the impedance Z,, and phase shift are given by

1 2 nwe
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We w2 — w?
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The heave and pitch oscillators have a common relative damping ratio and natural
frequency
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where A is the sectional hydrodynamic damping
1
A = 2sin <2kBa2> exp{—kTaz},

where a@ = w,/w is the ratio between the wave encounter frequency and absolute
wave frequency. The forcing functions F' and G are given by

sin o

F=rf—-,
g

G= /ifL(;(SH;G —cosa),

where 0 = k.L/2, k = exp{—kT'}, k. = k| cos 3|, and

2
A2

57



Phase-time-path-differences: A new approach for shipboard wave estimation
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Figure 4.5: Cascaded signal-based framework for estimation of sea state parameters.
The estimated parameters are the wave direction 3, the wave number k, and the wave
amplitude (,. (Estimated quantities are indicated by a hat.)

Hence, if we measure the heave and pitch response of the vessel in question, we
can obtain an estimate of the wave amplitude (, by comparing the amplitude of the
considered response with Eq. (4.14). The vessel pitch motion can be acquired by
implementing an AHRS based on the IMU measurements, as briefly discussed in
Section 4.3.1. Although the heave motion can be estimated from the specific force
measurements of an IMU using a Kalman filter [79], it is more convenient to process
the z-component of specific force to yield an estimate of the heave acceleration and
compare this directly with the double derivative of 2", i.e.,

2
Wi, We

A= w22 = =, F cos(wet + €). (4.15)

m

Based on Eq. (4.15) and the processed heave acceleration from an IMU, we can
implement a wave amplitude estimator in cascade with our PTPD methodology as
shown in Figure 4.5. The amplitude w?w.F/Z,, is computed using the estimated
wave direction, wave number, and wave encounter frequency. The estimated amplitude
of the heave acceleration is then divided by the latter result to obtain an estimate of the
wave amplitude (,. It is worth emphasizing that the signal-based framework illustrated
in Figure 4.5 is also applicable to long-crested irregular waves as the FFT will extract
a single sinusoid corresponding to the most dominant wave component within the
specified frequency bandwidth.

Compared to using laser distance altimeters, the proposed wave amplitude estimation
method is simple, cheap, and requires no additional hardware (all wave quantities are
estimated from a single IMU). However, the proposed method is only theoretically
valid for mild to moderate wave conditions and assumes a box-shaped vessel, implying
that the estimation results will generally be less accurate than those obtained by direct
measurement of the sea surface.
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4.4 Summary and future recommendations

In this doctoral thesis, a novel and relatively unexplored signal-based approach for
estimating the sea state from ships has been investigated. The approach considers
the phase-time-path delays between an array of shipboard IMUs to determine the
directionality and frequency characteristics of waves. As demonstrated, the proposed
method is cost-effective and can be easily implemented on any vessel without ship
RAOs, thereby avoiding many challenges associated with current model-based and
signal-based approaches.

The potential capabilities of the PTPD approach were rigorously investigated in this
thesis. Firstly, it was shown that the PTPD concept can effectively model sensor
delays on a rigid body, given that the sensors are sufficiently close and the waves
sufficiently long. Secondly, a novel PTPD model was derived for shipboard sensors,
accounting for forward vessel speed. By conducting observability analysis on this
model, it was shown that a minimum of three noncollinear arranged IMUs enables
the wave direction and wave number/period to be uniquely determined. These results
also imply that the wave period can be exactly identified in following seas, thereby
resolving the 1-to-3 mapping ambiguity between encounter and absolute frequency
domains. Moreover, it was demonstrated that the minimum sensor requirements could
be relaxed to a single IMU by utilizing a rigid-body measurement transformation,
significantly increasing the practical feasibility of the proposed method. Finally, the
PTPD method and underlying theory were validated using IMU data from model-scale
and full-scale field experiments involving a vessel at zero and forward speeds in
various sea states.

While the PTPD method has shown great promise, several aspects still merit fur-
ther investigation. As outlined in the accompanying papers, some of these future
recommendations include:

* Wave height estimation: Although the proposed PTPD method can produce
accurate estimates of the wave direction and wave number/period, it does not
provide any information about the wave height, an essential sea state parameter.
To preserve a signal-based framework that is cost-effective and requires minimal
hardware, a simple wave amplitude estimation approach based on monohull
box-shaped vessels was proposed in Section 4.3.2. However, due to limited
time, it was not possible to test the performance of this approach.

* More forward speed testing in real ocean waves: In our full-scale field ex-
periments with the research vessel Gunnerus, the forward speed trials were
abruptly ended due to ship operational reasons. Therefore, we could not assess
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the performance of our proposed method with forward speed in real waves for
other boat headings except head sea. It would be interesting to confirm the
validity of the approach for other wave angles in real seas, especially following
sea, where the 1-to-3 mapping problem between the encounter and absolute
frequency domains generally persists.

Investigation of other methods to improve real-time performance: One of
the main drawbacks of our PTPD method is that it relies on an FFT for the
phase difference estimation. The FFT introduces a trade-off between real-time
performance and accuracy, both of which are crucial for practical feasibility.
This trade-off arises because the FFT requires windowed data segments as input.
In order to enhance the practical utility of our method, it is recommended that
future studies explore alternative procedures to the FFT that are less restrictive
in this trade-off. Two promising approaches that warrant closer examination are
the Hilbert-Huang transform (HHT) and a real-time phase difference tracking
filter [80]. The HHT approach can provide instantaneous frequency and phase
difference information for non-stationary data, while the latter approach yields
the same information in real-time but relies on a single sinusoid.

Extending the PTPD framework to work in short-crested environments:
The primary wave environments studied in this doctoral thesis have been long-
crested regular and irregular waves. It is important to note that the PTPD method
can be extended to work in more short-crested wave environments comprising
multiple modes by recursively applying the method to each modal frequency.
The identification of modal frequencies can be achieved through various peak
detection algorithms, such as those based on wavelet analysis [81].
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A common approach for finding the direction of ocean waves is to use the phase-time-path-differences (PTPDs)
between a static array of various types of sensors mounted on either the sea surface or seabed. However,
some practical drawbacks of such arrays are that they tend to be expensive, difficult to install, and fixed
in location. We show that the PTPD approach can be generalized to a portable shipboard array of spatially
distributed sensors rendering it more practical. In this respect, we derive a nonlinear PTPD model for shipboard
sensor arrays and prove that the wave direction and wave number can be resolved from a minimum of
three noncollinear sensors using observability analysis. Moreover, based on our PTPD model, we propose an
unscented Kalman filter algorithm for online estimation of the wave direction and wave number, which offers
a convenient framework for adding multiple measurements and incorporating uncertainties. Our experimental
results from model basin testing with a model ship equipped with several inertial measurement units (IMUs)
confirm that the wave direction and wave number can be estimated from the wave-induced motions of a
surface vessel with a minimum of three noncollinear IMUs. In this study, we consider parameter estimation
for regular waves and assume a dynamically positioned surface vessel with small roll and pitch angles.

1. Introduction Shipboard arrays, on the other hand, are more practical, offer-

ing a portable platform that is generally not location restricted and

The physical separation distance between two local sensors embed-
ded on the sea surface introduces a delay between the recorded waves
passing through them. This delay manifests itself as either a phase,
time, or path difference (PTPD) between the wave signals recorded in
each sensor. A common technique for finding the direction of ocean
waves is to use the PTPDs between the recorded wave signals from
several such sensors (e.g., pressure transducers, wave staffs, wave
probes, lasers, echo sounders, current meters) mounted on either the
sea surface or seabed. This configuration of sensors in the ocean is
generally called a wave array, and several works have been reported
analyzing the capabilities of such arrays to resolve the wave direction
(Esteva, 1976, 1977; Fernandes et al., 1988, 2000; Draycott et al.,
2015, 2016, 2018; Luo et al., 2020). However, some important practical
drawbacks of wave arrays are that they tend to be expensive, difficult
to install, and fixed in location with little flexibility to changes in the
design after installation.

* Corresponding author.

considerably more flexible when it comes to making changes to the
installation. Furthermore, shipboard arrays can be used for wave esti-
mation without ship information since the PTPD approach is inherently
signal-based (i.e., estimation is done directly from sensor measure-
ments). This useful feature distinguishes the PTPD approach from other
signal-based methods using machine learning (Mak and Diiz, 2019;
Duz et al., 2019), which require ship-specific datasets, thus limiting its
generalization to other vessels. The PTPD approach also differs from
shipboard model-based methods, which are based on the wave buoy
analogy (Waals et al., 2002; Tannuri et al., 2003; Nielsen, 2006; Pascoal
and Guedes Soares, 2009; Nielsen, 2017; Brodtkorb et al., 2018) and
use sensor measurements together with response amplitude operators
(RAOs). RAOs are ship-dependent transfer functions that enable the
estimation of the amplitude and direction of waves. However, without
ship information, the wave amplitude cannot be estimated in the PTPD
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approach with shipboard arrays. Moreover, to our knowledge, only a
few studies have considered using a shipboard array of sensors for wave
estimation (Fu et al., 2011; Udjus, 2017; Heyn et al., 2017), and these
studies only consider the wave direction, although it is theoretically
possible to obtain the wave number from the same PTPD data (Donelan
et al., 1996; Fernandes et al., 2001).

A prerequisite for the success of both shipboard and standard wave
arrays is accurate measurements of the PTPDs. The PTPD is susceptible
to several sources of error such as sensor noise, sensor imperfections
(e.g., nonlinear sensitivity character and non-orthogonality and mis-
alignment character between the inner sensitive axes), inexact sensor
locations and alignment when installed, and, most prominently, the
sensor sampling rate. Although some of the literature mentioned above
has shown awareness of some of these errors, only a few works have
attempted a formal analysis investigating their quantitative impact
(Pascal et al., 2009; Pascal and Bryden, 2011). However, those analyzes
are mainly restricted to sensor positioning errors with little account
taken for the other abovementioned sources. Additionally, despite the
prevalence of these errors, there currently does not seem to exist a
method indicating the expected uncertainty in the wave estimates.

One of the main goals of the present study is to promote some
of the attractive features of inertial measurements units (IMUs) that
make them particularly suitable as sensors for shipboard wave arrays.
IMUs may add more design flexibility and PTPD accuracy since they are
small, lightweight, cheap, easy to install, and have high sampling rates.
Despite its attractive features, only a few works have, to our knowledge,
considered using shipboard IMU arrays for wave direction estimation
(Udjus, 2017; Heyn et al.,, 2017). In the latter, the authors mount
multiple IMUs along the hull of a model-ship and use the PTPD from
estimated heave accelerations to determine the direction of incoming
harmonic waves. However, it is not clear from the previous study how
many IMUs are needed, how far they should be separated, or how they
should be arranged to attain reliable estimates of the wave direction.

In this paper, we extend earlier results by the following contri-
butions: First, we derive a nonlinear PTPD model for surface vessels
and prove using observability analysis that the wave number can, in
addition to the wave direction, also be resolved from a minimum of
three noncollinear sensors measuring regular harmonic waves, assum-
ing a dynamically positioned surface vessel with small roll and pitch
angles. Second, we propose an unscented Kalman filter (UKF) algorithm
for online estimation of the wave direction and wave number. Third,
we offer an extended error analysis discussing and quantifying several
sources of error associated with shipboard arrays. Some of these errors
are then reflected in the error covariance of the UKF, which gives
an estimate of the uncertainty to be expected in the computed wave
estimates. To our knowledge, we are the first to offer this type of
error analysis and propose a method capable of yielding uncertainties
in the wave estimates. Fourth, we highlight some important practical
considerations regarding the number, separation, and arrangement of
sensors from traditional wave arrays that should also be considered
when designing shipboard arrays. Finally, the estimation results from
several wave tank experiments considering regular waves and a model
ship equipped with several IMUs are shown. The results, in general,
verify that the wave direction and wave number can be estimated from
a minimum of three IMUs.

2. Methodology

It takes time for a wave to travel from one location to another. This
travel time induces a phase-time-path-difference (PTPD) between the
wave elevation signals recorded at each (sensor) location, which, in
turn, can be used to uniquely determine the wave direction and wave
number. In this section, we derive a kinematic PTPD model for surface
vessels and prove that the relative wave direction and wave number can
be resolved uniquely from a minimum of three noncollinear arranged
sensors, assuming regular harmonic waves and small roll and pitch
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angles. The small-angle assumption, which we deem appropriate for
roll and pitch angles up to 2°, represents a first step in the research
on wave estimation from shipboard sensor arrays utilizing the PTPD
concept.

2.1. A phase-time-path-difference model for surface vessels

The PTPD between two signals recorded at two spatially separated
locations on a surface vessel can be modeled by considering the dis-
tance a wave must travel to get from one sensor to another. The
general scenario is depicted in Fig. 1: A dynamically positioned vessel
is being struck by long-crested waves that must travel a distance d,,
in the tangent plane {w} to get from sensor {s,} to {s;}, which, in
turn, creates a delay between the signals in these sensors. The delay,
represented by the distance or path difference d;,, is time-varying
because of the wave-induced vessel roll and pitch motions (the distance
between the sensors in the tangent plane {w} changes as the vessel
begins to tilt due to the wave passing through it; see Fig. 1b) and can
be expressed mathematically by transforming the body-fixed position
vector p, ,, to the tangent plane and extracting the x-component of this
vector, i.e.,
pY,, =RUBIL,. M
where p?:sz is the position of {s,} relative {s,} expressed in {w}, pf}x2
is the coordinate vector of {s,} relative {s;} expressed in {s;}, and RY
is a rotation matrix representing a coordinate transformation from {s, }
to {w}. The matrix R can be described by a sequence of principal
rotations based on the zyx-convention (Fossen, 2021) with angles $, z,
0, and ¢ (Fig. 2). Following this convention, the resulting transform can
then be expressed as

cfcld  cPsOsp + sfce
R’;; =R, ;R R 4R, =56cO spsOsp—cpecd
s —cOs¢

cfsOch — sps¢p
spsOceh +cPsp |,
—cOce

where s - = sin(-) and ¢ - = cos(+). Using the rotational transform above,
an expression for the position vector p{’  can be obtained by carrying

out the multiplication given by (1), which yields

Rlz(cﬂcﬂcalz + cfsOspsa, + sﬂc¢sa]2) + z15(cfsOch — sPsp)
Py, = * ,
*

©))]

where the body-fixed coordinate vector p;i s, is given in terms of
cylindrical coordinates (R,,,a;,, z;,) which, respectively, represent the
radial distance, angular displacement in the horizontal plane, and sen-
sor height separation of {s,} with respect to {s;}. The path difference
d,, is simply the x-component of (2) and the time it takes the wave to
travel from {s,} to {s,} is given by
din
c
Rlz(cﬁcecalz +cfsOspsay, + sﬂc¢sa12) +z5(cfsOc — spsp) (

50}

3)

c
where 1, represents the time difference between the recorded signals in
{s;} and {s,}. The wave celerity ¢ (also known as the phase velocity) is
given in terms of the wave frequency @ and wave number k by ¢ = w/k.
Using this fact, the time difference (3) can instead be expressed as a
phase difference in the case of a harmonic wave, i.e.,

Oy = kRyy(cfcbcayy+cpsOspsayy+sPepsary) +kzo(cfsOcd—spsp), (4)

where 0, = wt, is the time-varying phase difference between {s,}
and {s,} as a function of k, f, ¢, and 6. For small ¢ and ¢ angles
(characteristic of large vessels in moderate sea states), (4) reduces to
the following expression

O, ~ kR, cos(f — ayy), ®
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Incoming waves

(a) Top view

(b) Side view (c) Back view

Fig. 1. Snapshots showing three independent situations of a dynamically positioned surface vessel being struck by long-crested waves. The induced rigid body vessel motions are
recorded by two spatially distributed sensors denoted {s,} and {s,} with sensor axes (x*!,y*, z*) and (x*2, y*, z*2) aligned with the body frame {b}. The position of {s,} relative to
{5} is denoted by the body-fixed vector j, , and angle a,. The tangent plane {w} moves up and down with the vessel and is defined by its x, y, and z* axes with the origin
coinciding with the chosen reference sensor (here {s;}). The x* axis is defined such that it points in the same direction as the propagating waves, the z* axis points upwards,
and the y* axis completes the right-handed coordinate system. The distance d,, between {s,} and {s,} causes a delay in the recorded signals which depends on the roll (¢), pitch
(0), and relative wave direction () angles. The relative wave direction # is defined as the counterclockwise angle from x* to x* projected onto the tangent plane {w}. Starboard
incident waves are defined by p € (~180,0]°, whereas port incident waves are defined by p € (0,180]°. When g = 0°, the waves hit the stern first as the boat heading axis (x*) is
oriented in the same direction as the waves (x*).

RY=R.p3 R!=R, . Rgl =Ry oR: 4

D e O

v 2!
W
Yy yl \J/
x
‘,L,’lﬂ

Fig. 2. The rotation matrix from {s,} to {w} can be described by a combination of two rotation sequences based on the zyx-convention: A sequence from tangent plane {w} to
intermediate tangent plane {2} (with z-axis pointing downwards) and a sequence from {2} to {s,}. The principal rotations are given in terms of angles g, x, 6, and ¢.

251

which is the standard (constant) phase difference equation commonly measurement, i.e.,

found in the literature on wave arrays using the PTPD concept and

is the main research focus of this article. Several experiments were O3 & kRy3 cos(f — ay3). 6)
performed verifying the correctness of the small-angle assumption. In

all experiments considered, the vessel roll and pitch angles were within Expanding (5) and (6), and grouping the measurements into a 2 x 1

the range +2° (Section 5.2), and the height separation between the
lowest and highest sensor was measured to be around 16 cm. Together,
these values justify the transition from (4) to (5), and our experimental [@12] —k [R,z cosay; Ry sin alz] [cosﬂ
results (Section 5.5.1) also confirm that the small-angle model worked O3 sinf|”
well for those values. However, it is presently unclear how far the roll
and pitch angles can be extended before the small-angle assumption is

matrix, yields the system

Rizcosa;z  Ryzsinags

The wave direction can be isolated by applying the 2 x 2 inverse to the

violated. right-hand side above, thus leaving us with
) ] cosf _ 1 (Ry3sinag3)01, — (Ry, sinay,)03
2.2. Analytical solution sinf| — kRpyRyzsin(ag; — apy) [(Rizc08@15)0y3 — (Ry3c08a13)05]

3 X X Hence, the analytical expression of the wave direction becomes
For small roll and pitch angles, an analytical solution of the wave

direction can be found by adding an additional sensor {s;} to the [(Ry; cos a15)0 3 — (Ry3 cos a;3)0,1/5gn(D)
. . . A .. . p = arctan . § s
surface vessel in Fig. 1, which yields an additional phase difference [(Ry3 sina;3)0;, — (Ry; sina1,)031/sgn(D)

@
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where
D = kR, Ry3sin(a)3 — ay). ®)

The above analysis shows that the wave direction can be uniquely
determined from (7) provided that (i) a minimum of three sensors are
used, and (ii) they are arranged in a noncollinear configuration on the
vessel—thus ensuring that (8) is non-zero.

Eq. (7) is arguably the de facto standard for computing the mean
wave direction with arrays (Esteva, 1976, 1977; Fernandes et al., 1988,
2000; Draycott et al., 2015, 2016, 2018; Luo et al., 2020). However,
this approach has some important drawbacks that render it unsuitable
for applications requiring real-time or online estimates of the wave
direction. In particular, the analytical solution (7) neither provides a
measure of uncertainty in the wave direction estimates (despite the
phase difference and sensor locations being subject to error) nor an
estimate of the wave number, although, as we shall see, can be obtained
from the same set of measurements. Also, the analytical solution does
not offer a convenient framework for adding additional measurements.
The Kalman filter framework will alleviate all these issues.

2.3. Kalman filter state-space model

Let R;; and o;; be the polar coordinates of sensor {s;} (slave) relative
to sensor {s;}, where {s;} is taken to be the chosen master/reference
sensor. Using this notation, (5) and (6) can be expressed more generally
as

0, = kR;j cos(f — a;;), [©))

where O;; represents the phase difference between the heave signals
recorded by sensors {s;} and {s;}. Expanding (9) and introducing the
state vector x = [x;, x,]T = [f, k|7, the expression can be reformulated
into

. X, COS X}
9;; = [Ri/cosaij R;; sma,j] [ ]

X, sin x|

For N > 3 (number of sensors), the final Kalman filter state-space

model becomes

x=0,

Ry, cosap, Ry;sina,

Rz cosas Ry3sina;

Ry cosa Ry sina

h(x) RIN N RIN LN X5 COS X
z=h(x) = cos a sina, .
23 €08 3 23 1 23 xpsinx; |
R,y cosayy R,y sinay
| Rv-nn cosav_ny  Rav—nw sinagv_n |
configuration matrix
(10)

where z = [0y, Oy3,.... Oy, O3, ...,Opy, ....On_pn]'. The

dimension of z is given by the maximum number of distinct phase
difference measurements associated with N, which can be calculated
using (23).

2.4. Observability results

It was shown in Section 2.2 that a minimum of three noncollinear
arranged sensors is needed to determine the wave direction uniquely.
The analysis, however, does not show that the wave number may
also be resolved from the same set of measurements, which—based
on the reported literature (Donelan et al.,, 1996; Fernandes et al.,
2001)—seems to be a less known fact. This interesting fact can be
proved by showing that the state-space model in (10) is observable
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for a minimum of two distinct PTPD measurements (three noncollinear
sensors). The results from the observability analysis (see Appendix A)
are summarized in the following theorem:

Theorem 1 (Minimum Sensor Configuration). Consider a single harmonic
wave with wave number k and relative wave direction f (Fig. 1), then k
and p can be uniquely determined from a dynamically positioned surface
vessel with small roll and pitch angles using a minimum of three noncollinear
spatially distributed sensors measuring the vessel’s heave motion.

Proof. See Appendix A.
3. Estimation algorithm and error analysis

The PTPD state-space model (10) is by nature nonlinear, indicating
that nonlinear estimation techniques should be considered to find the
wave direction and wave number. It is worth emphasizing that the
wave number should be positive, which introduces a constraint on the
state estimate. In this section, we look at two different methods for
achieving the above goals, namely, the extended Kalman filter (EKF)
and unscented Kalman filter (UKF) algorithms (Brown and Hwang,
1997; Julier and Uhlmann, 2004). Although the EKF is more renowned
and conceptually easier to grasp, the UKF has advantages for highly
nonlinear systems containing state constraints.

3.1. Extended vs. unscented Kalman filter

When a state-space representation contains nonlinearities in either
the process model, measurement model, or both, the EKF algorithm
has proven to be a viable option, capable of providing reliable state
estimates for a wide range of applications. However, despite its success,
the EKF suffers from some serious limitations.

In short, the EKF algorithm linearizes all nonlinear transformations
related to the noise covariance progressions and inserts them in place
of the linear transformations of a regular Kalman filter. While this
estimation strategy has proven successful for many systems, in partic-
ular those whose dynamics can be considered almost linear, the EKF
has not demonstrated the same level of success for highly nonlinear
systems (Julier and Uhlmann, 2004). The reason for this is mainly
due to its inherent use of linearization, which loses accuracy as the
transformations become increasingly nonlinear.

When constraints are imposed on states, the state estimates from
an EKF do not always converge to the true values (Kandepu et al.,
2008). The standard way of handling constraints in the EKF is known as
“clipping” (Haseltine and Rawlings, 2005), which involves projecting
the estimates onto the boundary of the feasible region whenever they
are outside it. The drawback of this strategy is that the constraint
information has no effect on the covariances of the EKF estimates.

The UKF overcomes the aforementioned limitations by eliminating
the need for linearization altogether, while simultaneously updating the
covariances to account for constraints. In short, the UKF samples a fixed
number of points around the mean (called sigma points) and propagates
these points through the associated nonlinear transforms to obtain new
sample points—from which new estimates of the mean and covariance
are obtained. If the sampled points are outside the feasible region, they
are projected onto the boundary, similar to “clipping”, except that the
updated covariance is based on these points instead.

3.2. UKF algorithm

The UKF may be applied to systems of the form

X = £+ W, W~ N0, Q) a1
7, =h(x) + v, v~ N0, Ry),
where f and h represent nonlinear vector fields, x, := x(kT,) and

z, = z(kT,) constitute the sampled state and measurement vectors
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with T, and k being the respective sampling time and number (not to
be confused with the wave number), and w, and v, represent white
Gaussian process and measurement noise with covariance Q, and R,
respectively. Discretizing (10) and comparing it with (11) shows that
the former fits the required model form, with f(x;) = x; and v, and w,
discussed in Sections 3.3 and 3.4.

Our UKF wave estimation algorithm is outlined in Algorithm 1;
for relevant background material on the UKF and constraint handling,
we refer to Brown and Hwang (1997), Julier and Uhlmann (2004),
Kandepu et al. (2008) and Simon (2010) and references therein.

The UKF uses a deterministic sampling scheme to select its sample
or sigma points, as it is commonly called. In this paper, we have chosen
the following set of sigma points

%7, i=0

X =% +/(L+ P, i=1,..L 12)
£ — /(L + HPp,

where

A=ad*(L+x)-L
L = dimension of state x;
a = spread of samples about the mean

k = scaling factor

If the sigma points are outside the feasible region, they are projected
onto the boundary using the projection

P(3y) = e, X <e a3
%,, otherwise

where %, is the wave number estimate and ¢ is a small positive number
representing the boundary of the feasible region. The sigma points
are then propagated through the nonlinear transform (10) to yield
a new cloud of transformed points. The statistics of these points are
then computed by weighting them together using the following sets of
weights

A 1
wo - | WO<is2N) . 14
H A+ L H 204+ L) a4
W;o) — WM(()) fl-a’+7y, Wg(0<i52L) — 1

204+ L)’ as)

3.3. Error analysis

Several sources of error are associated with shipboard arrays that
may inhibit high-quality wave estimates from the UKF. The errors can
generally be grouped as (a) errors caused by sensor imperfections and
oscillatory and/or transient effects on the sensors due to structural
vibrations (e.g., from the engine) and external environmental condi-
tions, and (b) errors caused by the array construction (e.g., inexact
sensor locations and alignment). These errors ultimately affect the
obtained phase differences, which, in turn, are used to estimate the
wave direction and wave number. It is, therefore, essential to either
remove these errors or quantify the uncertainties caused by them so
that we may confidently decide whether or not to rely on the wave
estimates. In Sections 3.3.1 and 3.3.2 we quantify and discuss strategies
for removing the errors caused by (a) and (b), respectively.

3.3.1. Sensor errors

The noise v, in (11) reflects the uncertainty associated with the
measurement z,, which, in this case, is the measured phase difference
©;;. The error in 6;; can be linked to three primary sources: (i) high-
frequency sensor noise and oscillatory and transient effects caused
by structural vibrations and/or external environmental conditions, (ii)
deterministic sensor imperfections such as axis misalignment, nonlinear
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Algorithm 1 Wave algorithm

procedure UKF(X;, P7,z,)
X,((i) - Sigma(ﬁ;,f’;) > Compute sigma points using (12)
xP < Px?)
o 2L (i) 3 (D)
% < WX
a4
p- 2L Dy () _ o o
Py — (T WP - 30(x P =307} + Qi
apriori error covariance with (15)
20 —n(x?)
A 2L 1) ()
Lo YW Z,
S, « {TEwWOZP 1)z -1)T) + R,
innovation covariance

. Lot
P e 3w -zl - )T

> Project sigma points using (13)

> Compute the apriori state estimate with
> Compute the

> Propagation of sigma points using (10)
> Predicted measurement

> Compute the

> Compute the
cross-covariance

K, < P:ZSZI > Compute the Kalman gain
%, — %+ Ky (z - 2p)

P, « Py - K. §,K]

> Compute posterior state estimate
> Compute posterior error covariance
return %, P,

end procedure

sensitivity character, and stochastic bias behavior, and (iii) insufficient
sensor sampling rate. Although temporal aliasing due to (iii) may also
be a concern, the effect is usually minimized by the high inner sampling
rates (typically > 1 kHz) employed in today’s IMU technology.

The high-frequency noise content related to (i) may be alleviated by
applying a digital lowpass filter, which attenuates noise residing out-
side the predefined passband (in this application, the cut-off frequency
was selected above the maximal wave frequency).

The effects of (ii) will generally manifest themselves as a bias in the
specific force measurements of the accelerometers, further impacting
the computed phase difference. One possible strategy to resolve the
axis misalignment offset is to compare the measured specific force with
the gravitational vector during some time when the average linear
acceleration of the vessel is known to be zero, and the vessel is assumed
to be well balanced (i.e., ¢ = 8 = 0). This approach will work when the
sensor biases can be considered negligible. Assuming that the above
assumptions hold, the angle offset in roll and pitch between the sensor
and body frames can then be estimated through

Sp =~ arctan<ﬁ>, 80 ~ arclan(L)
S NGEYE

where 5¢ and 0 are the respective roll and pitch offset angles, and
(fy» f,» f>) denote the specific force measurements from the accelerom-
eters (Fossen, 2021). The heading angle offset can, in general, not be
determined from accelerometers alone, but may be estimated from a
magnetometer. The error related to the nonlinear sensitivity behavior
is deemed minimal due to the high-quality sensor technology being
employed.

The error from (iii) can be quantified by examining in detail how the
phase difference is defined and how it is actually measured. The phase
difference between {s;} (master) and {s it (slave) is defined through the
relationship

0, =wt (16)

ij = ®lij»

where  is the frequency of the wave and ¢;; is the time difference
(i.e., the time it takes the wave to travel from {s;} to {s;}). The time
difference is estimated by measuring the lag (number of samples) D;;
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between the recorded signals and multiplying it by the sampling time
T,, ie, f;; = T,D;;. Assuming that the effects from (i) and (ii) are
handled and do not affect D;;, the error resulting from the sampling
time T, can be bounded by

_ (D, +D-T.D; T,

. T
gl S hma = ————— =5~

ijs

Ity =1

The division by two is a property of the algorithm' we use to obtain
D;;. If we assume further that  is known precisely, then the maximum
phase error due to 7, can be quantified as

A Ty
|@ij - @ijl < Omax = 7 an

The phase difference error bound to (17) implies that the true phase
difference can be located within the interval [-wT,/2, T,/2] of the
corresponding phase estimate. Based on this knowledge, it is possible
to use a uniform distribution to model the worst-case phase difference
error. However, when the error character can be considered rather
similar to jitter, a Gaussian distribution is more appropriate over that
specific interval and can be adopted with the same variance as the
uniform distribution. The variance is computed as

2

2 _ 1 wTs_(_“’R) _ 1 a0
%Omax — 12\ 2 3 =57 18)
and, hence, the measurement covariance R, can finally be quantified
as

R, =02 I
k Qmax P>

where I is a P x P identity matrix with P denoting the number of
distinct phase difference measurements.

3.3.2. Sensor positioning errors

In general, the exact position of each shipboard sensor will be
subject to uncertainty. We can analyze how this uncertainty influences
the predicted phase difference (9) by carrying out the analysis in
Section 2.1 again, but with errors associated with each sensor location.

Consider again the vessel in Fig. 1 and let (x,, y5, z;,) denote the
exact coordinate location of sensor {s,} (slave) with respect to sensor
{s;} (reference/master), which forms the origin of the local frame with
axes perfectly aligned with the vessel body frame. Further, if we define
(%12- §12- 21) to be the corresponding estimated sensor location, then the
coordinates of {s,} with respect to {s,} can be written as

Xp=X%pte, yp=Ipte, zp=IZp+te,

where we have introduced Gaussian distributed errors e,, €, €, with
zero mean and variance o2 (representative of uncertainties of Type A,
whereas Type B is considered negligible). The relationships above can

be expressed more compactly using vector notation, i.e.,

X12 X12 €x
s _14
Pos, = [V |= | V2| & |-
Z12 212 €z

Following the exact same derivation as in Section 2.1, the (time-

varying) phase difference equation between {s,} and {s,} with location

uncertainty becomes

01y = k(%12¢fc0 + 15 (cfsOsh + sBs$)) + k25 (cpsOc — sBs)
+k(excﬂ09 +¢€,(cfsOs¢ + sﬂsqﬁ)) + ke, (cfsOcd — spsp),

and assuming small roll and pitch angles (i.e., ¢ ~ 0 and 6 ~ 0), the

expression above reduces to

01 ® k(%15 cos f + P15 sin f) + k(e, cos f + €, sin §).

! For more details see:

finddelay.html.

https://se.mathworks.com/help/signal/ref/
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0=0.25 cm
0=0.5¢cm
o=1cm
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Fig. 3. Bias standard deviation of (20) vs. wave period for various o. The wave number
k is computed for the displayed wave periods using the dispersion relation (21) with
constant water depth, d = 1.5 m. The results are almost identical for larger water
depths.

If we let O, = k(& cos f + §, sin §) be the estimated phase difference,
then the phase error can be written as

63— 0y, ~ k(e, cos f + €, sin f). 19

From (19), it is clear that the location uncertainty of each sensor
manifests itself as a constant bias in the estimated phase difference.
In the following, we determine the noise characteristics (i.e., mean and
variance) of (19) to have a better understanding of its impact on wave
estimation.

If we let b(k,p) = k(e cosf + ¢,sinf5) denote the state-dependent
constant bias, then, when calibrated and compensated, the mean can
be considered as

E[b(k, B)] = El[k(e, cos f + ¢, sin )]
= kcos fE[e,] + ksin fE[e,]
=0,

where we have utilized the Gaussian zero-mean assumption of the
sensor positioning errors. Doing the same for the variance, yields

E[b(k. §)*] = E[k*(e, cos § + €, sin §)*]
= k2 <0052 ﬂ]E[ei] + 2sin ff cos fE[e e,] + sin® ﬂIE[eﬁ])
= k20'2,

where we have utilized that ¢, and ¢, are independent random vari-
ables. The noise characteristics above can be generalized to P measure-
ments (assuming the same mean and covariance of the location error
for each sensor pair), yielding the mean and covariance information

]E[b(k, ﬂ)] = 0p><1
E[b(k, p)b(k, ))T] = k*6*Ip,

where b(k, f) = [by(k, B), bz(k,/}),...,bp(k,ﬂ)]T, bi(k, ) =
k(ey, cos f +e,, sin f), €y, and €y, ~ N(0,62), and Ip is a P x P identity
matrix.

The bias impact on wave estimation can be seen in Fig. 3, which
shows that the standard deviation of the bias is inversely proportional
to the wave period. This result suggests that, for sufficiently long wave
periods (small frequencies), the biases may be neglected from analysis
without incurring substantial errors in the phase difference estimates.

It is worth mentioning that the bias is, in general, not observ-
able as each new sensor introduces another location error and, conse-
quently, a new bias. This can be verified by augmenting the state-space

(20)
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Table 1
A summary of the initial state estimates, covariances, and internal parameters used in
the UKF.

UKF initialization %5 =10, 0.05]"

©

Py =diag(( 5. 2D
Process and measurement covariance Q; =0y

R, = (@’ T2 +K20?) I,

UKF parameters L=2 a=001, y=2, k=0

model in (10) to include the bias as an unknown state and checking
observability.

3.4. Summary

A summary of the initialization, covariance matrices, and internal
parameters used in our UKF algorithm can be found in Table 1. It is
worth stressing that faster convergence may be achieved by initializing
the wave number to the value given by the dispersion relation, i.e.,

®” = kg tanh(kd), 21

where g is the gravitational constant and d is the water depth. In this
paper, however, we chose the initial values in Table 1 to demonstrate
the validity of Theorem 1.

The initial estimated error covariance f’a was selected by modeling
the initial wave direction error as a uniform distribution over the
interval (-, x] and approximating it by a Gaussian distribution with
the same variance. The wave number variance was chosen heuristically
but relatively large, reflecting our uncertainty in the actual value.

The process covariance Q, was considered zero due to the states
in the process model (10) and conditions of the experiments performed
being (more or less) constant. However, this value is not universal as Q
should, in general, be adapted to reflect any discrepancy between the
state model and the properties of the sea environment being considered.
The measurement covariance R, was chosen based on our analysis in
Section 3.3.1.

4. Shipboard wave array design

In this section, we highlight some important practical considerations
when designing shipboard wave arrays. As we shall see, care must
be exercised when selecting (a) the separation distance between each
sensor, (b) the geometry of the sensor array, (c) sensor type, and (d)
number of sensors. All these features ultimately contribute towards our
desired end goal—the attainment of accurate estimates of the wave
direction and wave number.

To facilitate analysis, we consider two different types of sensor
arrays (Fig. 4). These arrays will aid us in demonstrating the key issues
with some of the features mentioned above.

4.1. Barber and Doyle criterion

As pointed out by Fernandes et al. (1988, 2000), the criterion
of Barber and Doyle (1956) plays a crucial role in the design and
construction of wave arrays. The criterion states that the separation
distance D between two wave sensors should not exceed half the
wavelength 1 of the wave passing through them, i.e.,

D < A/2, (22)

in order for the phase difference between these sensors to be resolved
unambiguously. In other words, as long as (22) is satisfied, the theo-
retical phase difference between the sensors will be restricted to the
interval (-, ), thus correctly representing the physical situation. The
maximum sensor separation imposed by (22) ultimately implies that the
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wave direction and number cannot be resolved for a range of frequen-
cies (Fig. 5). It is thus important to have an idea of the frequency range
of the expected waves and design the separation distances accordingly
using (22). For wind-generated surface gravity waves, the wave periods
generally range between 0.25 and 30 s.

4.1.1. Case study

The problems associated with (22) are illustrated by considering the
polygonal array in Fig. 4a and choosing a wave period for which we
want to resolve the wave direction and number. If we select T = 1.0
s and D = 1.33 m as our desired wave period and separation distance,
it can be seen that some of the phase differences associated with this
frequency become ambiguous for certain choices of reference sensor
(Fig. 6). When selecting sensor 1 as reference, the separation distance to
sensor 2 and 4 exceeds the limit imposed by T = 1.0 s (i.e., Rj; = Ry =
D = 1.33 > 0.7806 m), whereas when sensor 3 is chosen as reference,
all separation distances (R3; = R3, = Ry, = D' =0.768 < 0.7806 m) are
within the boundary. Hence, if sensor 1 is naively chosen as a reference,
a range of wave directions cannot be resolved no matter how the sensor
pairs are selected. It is, however, worth emphasizing that the latter is
valid in relation to the imposed period T = 1.0 s. There will always be
a range of periods (and, consequently, wave directions) that cannot be
resolved based on the sensor configuration (Fig. 5), which implies that
the wave period(s) should also be considered a design criterion of the
system.

4.2. Errors due to sampling rate and sensor location

Unfortunately, the satisfaction of (22) alone is no guarantee to avoid
ambiguity in the computed phase difference. As we saw earlier in
Section 3.3, the sensor sampling rate and location error will induce
errors in the phase difference, which may cause it to exceed the interval
(—n, r)—especially if the separation distance is close to the limit given
by (22). The situation can be simulated by considering the case study
in Section 4.1.1 and adding random Gaussian noise with variances
given by (18) and (20) to the theoretical phase difference (9). The
simulation results (Fig. 7) confirm that errors from the sampling rate
and sensor locations can potentially “push” the phase difference outside
the desired range, making it increasingly challenging to resolve the true
wave direction and wave number. Therefore, one should consider using
sensors with a sufficiently high sampling rate (e.g., IMUs) and ensure
that their positioning is known accurately as possible when designing
shipboard arrays. A high sampling rate (e.g., 1 kHz) will also reduce
the amount of temporal aliasing.

4.3. Multiple measurements

We emphasize that although the wave direction and wave number
can be resolved from a minimum of three noncollinear sensors, this
number only represents a theoretical lower bound for harmonic waves
and does not, in general, reflect optimality. It is, therefore, interesting
to study how additional sensors and measurements may impact wave
estimation.

Consider the polygonal array in Fig. 4a with D = 1.33 m again.
The array consists of four sensors yielding a total of six distinct phase
difference measurements, as calculated by
N(N - 1)

T

where N is the number of sensors and P,,,,(N) is the maximum number
of distinct phase difference measurements associated with N (assuming
nonlinear arrays). The phase measurements are generated using (9) for
multiple wave directions, and Gaussian random noise with variances
given by (18) and (20) is added to simulate the uncertainties caused
by the sensor sampling rate and location errors (see Sections 3.3.1
and 3.3.2). By applying the UKF algorithm (Algorithm 1) to this data
and inspecting the resulting error covariance Py, it is possible to see

Prax(N) = (23)
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(a) Polygonal array
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[

(b) Linear array

Fig. 4. An illustration of the different sensor arrays considered in the analysis of Section 4. The sensors {1,2,4} in (a) form an equilateral triangle on the horizontal plane with

length D and a circumscribed circle at {3} with radius D' = D/ \ﬂ

4 4.0236

128916

1.7408

Maximum sensor separation (m)

1 0.7806

Wave period (s)

Fig. 5. Maximum sensor separation vs. wave period for water depths d = 1.5 and
d = 150 m. The wave number k = 2z/4 has been substituted into (22) and plotted
against a range of wave periods using (21). The maximum separation distances for
which the phase difference can be resolved unambiguously are indicated for wave
periods T = 1.0,1.5,2.0,2.5 s, and d = 1.5 m. The indicated periods and water depth
were chosen to correspond with the periods and water depth used in experiments
(discussed later).

Table 2

The standard deviation of the wave direction error estimates vs. # phase difference
measurements (P) based on the polygonal array (Fig. 4(a)) with D = 1.33 m and
N = 4. The particular sensor pairs considered in each simulation are indicated in the
parentheses next to each number in the column P with (—"—) representing the sensor
pairs in the above row. The standard deviations (deg) are computed from IOOX\/?k(l, 1)
at simulation time t = 1000 s, where ﬁk(l, 1) is the estimated error covariance of the
UKF corresponding to the wave direction estimate. The multiplication factor of 100 is
used to highlight the overall trend. For each wave direction, the UKF was applied to
phase difference data generated by (9) with wave period T = 2.0 s and added Gaussian
random noise with variances given by (18) and (20) with parameters T, = 0.1 s and
o = 1 cm, respectively. The initial conditions and UKF parameters were identical for
each run (see Table 1).

P 0° 30° 60° 90° 120° 150° 180°
2:(1-2,1-3) 3.47 8.48 12.9 14.0 11.3 6.05 3.62
3: 3.41 4.62 5.17 4.65 3.42 2.67 3.43
4: 2.89 3.72 4.28 4.10 3.30 2.64 2.89
5: 2.58 2.67 2.77 2.85 2.79 2.59 2.58
6: 2.58 2.58 2.58 2.59 2.60 2.59 2.58

how the accuracy and covariance of the wave estimates change with
the number of phase difference measurements. The simulation results
(Table 2) indicate that the estimated error covariance decreases by
increasing P, which corresponds to the number of independent phase
difference measurements. The results also suggest that after a certain
number of measurements, the improvement in the error variance is
minimal. Hence, additional sensors may have benefits, but only up to
a specific limit.

Furthermore, as P (< P, (4) = 6) increases, the estimated error
covariances approach similar values on all wave directions, culminating
in similarity at P = 6. It is worth emphasizing that this pattern is not
general but a coincidence resulting from the geometry of the considered
sensor array (Fig. 4a). Due to the symmetry of the sensors, the error
covariance becomes progressively independent of the wave direction
as P — 6. This pattern is, in general, not duplicated for asymmetrical
sensor arrays, which produce a greater spread of values.

4.4. Linear arrays

In general, the wave direction and wave number cannot be resolved
uniquely from a linear shipboard configuration of two or more sensors.
For instance, if a harmonic wave passes through two sensors at the
same time, a zero phase difference will be detected and a third non-
collinear sensor is needed to determine the direction. Without this third
noncollinear sensor, there will be a 180° ambiguity in the direction
since we do not know whether the wave is approaching from left or
right. However, in the special case where information about the general
wave direction is known beforehand (e.g., close to the shoreline such
as in Hardisty (1988)), shipboard linear arrays may be used to find the
wave direction (Fig. 8). As seen in Fig. 8, the wave direction can be
determined from two sensors alone, provided that we know which side
the waves are approaching. In this case, if the waves suddenly change
direction to the other side (i.e., between 0 and —x), we get an ambiguity
within a mirror symmetry (Fernandes et al., 1988, 2000). Also note
that for linear arrays to work, the wave number should be known in
advance.

5. Experimental verification

In this section, we give experimental verification of the UKF al-
gorithm by applying it to experimental data from multiple shipboard
IMUs. The raw IMU data needs to be processed through several steps
such as data processing, choice of reference sensor, and wave frequency
and phase difference estimation to ensure that the phase differences are
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Fig. 6. The theoretical phase difference is plotted against the wave direction using (9) for two different choices of reference sensor in the polygonal array (Fig. 4a) with D = 1.33
m and D’ = 0.768 m. For sensor pairs 1-2 and 1-4, several of the phase differences lie outside (-, x), whereas for sensor pairs 3-1, 3-2, and 3-4, all reside within (-, r).
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Fig. 7. Gaussian random noise with variance given by (18) and (20) has been added separately to the phase differences in Fig. 6b. In (a) and (b) we can see how the sensor
sampling time (T,) and location error (o), respectively, may cause some of the phase differences to become ambiguous.
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Fig. 8. Online estimates of the wave direction given by the UKF algorithm (Algorithm
1) with the linear array shown in Fig. 4b (D = 0.5 m). The phase differences were
simulated using (9) with wave period T = 2.0 s and Gaussian random noise with
variance given by (18) and (20) with 7, = 0.01 s and o = 0.5 cm, respectively. The
wave estimates are based on two sets of measurements (i.e., sensor pair 1-2 and all
sensor pairs 1-2, 1-3, 1-4) with sensor 1 as reference. The wave number is assumed
known.

obtained with as little error as possible. In the following subsections,
we discuss each of these steps. The experimental data considered in this

work was originally collected as part of the Master’s thesis of Udjus
(2017).

5.1. Experimental design

As explained in Udjus (2017), the authors equipped a 1:90 scaled
model C/S Inocean Cat I Drillship (CSAD) (Fig. 9) with four spatially
distributed ADIS16364 IMUs along the hull to record the vessel motions
caused by waves. The IMU array configuration considered in the exper-
iments is illustrated in Fig. 10. Each IMU is connected to an Arduino
microprocesser, which is responsible for sampling the IMU data. The
time synchronization of all four IMUs was handled by an interrupt
signal from one (master) Arduino microprocessor to the other (slave)
Arduinos. We refer to the Master’s thesis of Udjus (2017) and references
therein for additional details on the hardware and experimental design.

The experiments were carried out in the NTNU Marine Cybernetics
laboratory, which contains a 1.5 m deep wave basin equipped with a
wavemaker. The wavemaker is a 6-meter wide paddle operated by an
electrical servo actuator and has a DHI wave synthesizer for producing
regular and irregular waves.” The CSAD position and orientation was
confined using ropes with 1 kg weights attached to each end (Fig. 9).
This setup ensured that motions in surge, sway, and yaw were limited,
while still allowing nearly free motions in heave, roll, and pitch.

A total of 52 regular wave experiments were carried out in the wave
basin. For each relative wave direction {0°, 30°, 60°, 90°, 120°, 150°,

2 For more details see: https://www.ntnu.edu/imt/lab/cybernetics.
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Fig. 9. The model ship C/S Inocean Cat I Drillship (CSAD) used in experiments. The position and orientation were held fixed by ropes with 1 kg weights attached to each end.

Image reproduced with courtesy of Udjus (2017).

.
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{sad o
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&;}
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xb yb Zb
sy -465 -184 -73
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s3 740 130 82
sq 450 -160 82

Fig. 10. An illustration of the sensor configuration used in the wave experiments
by Udjus (2017). IMUs 1, 2, 3, and 4 are denoted {s,}, {s,},{s;}, and {s,}, respectively.
The location of each sensor is given in millimeters with respect to the body-fixed
reference frame {b}, which is defined midships with the z-axis pointing downwards
(into the page).

180°}, regular waves with wave periods {1.0 s,1.55,2.0 5,2.5 s} lying
within the frequency range of wind-generated surface gravity waves
(Holthuijsen, 2007), were tested. A wave height of 5 cm was considered
in all wave basin experiments, which, in reality, corresponds to a 4.5 m
wave height (using Froude scaling with model scale 1:90). Although
a 4.5 m wave height can be considered a very rough sea state (Price
and Bishop, 1974), the roll and pitch responses in the experiments
were small owing to the large vessel size.® According to the authors,
the beach was not functioning as intended during the day of exper-
imentation and, to avoid the impact of reflected waves, experiments
were stopped after approximately 50 s, which, consequently, became
the time duration of the recorded IMU data.

5.2. Data processing

In this section, we discuss some data processing steps needed to ob-
tain an estimate of the vessel heave acceleration from the specific force

3 The model drillship corresponds to a 232 m x 40 m X 19 m vessel which
are the standard dimensions of many drillships.
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measurements of each IMU. As we shall see, the heave accelerations are
needed to compute the phase differences, which, in turn, will be used
to estimate the desired wave quantities.

The accelerometers in an IMU measure the specific force f¢ with
respect to the inertial reference frame {i}. The readings are expressed
in the accelerometer frame {a}, defined by the orientation of the
accelerometer-sensitive axes. The {a}-frame may be non-orthogonal
and misaligned and can be compensated via the rotation matrix R},
which converts raw measurements into the IMU sensor frame {s}
defined by the IMU manufacturer. The {s}-frame may suffer from
installation errors caused by the alignment and inner distances of the
sensor array. In order to align the {s}-frame with the body frame {b},
which is the referential frame used in the evaluation of the following
heave acceleration, an additional rotation matrix Rf is required. The
matrices R and R? can be respectively obtained via the calibration
procedures available at the site of the IMU manufacturer and after the
IMUs have been installed into the array on the vessel. The sensor array
positioning errors and their effects are discussed in Section 3.3.2.

For an ideal three-axis accelerometer, the specific force is given by

b _ b _ b — RbRS
£ =aj, — g = R{Rf%,

where afs is the linear acceleration of the IMU sensor frame {s} with
respect to the inertial frame {i} expressed in {b}, and g’ is the gravity
vector expressed in {b}. In practice, after treating the deterministic
sensor imperfections discussed in Section 3.3.1, the measurements
from a three-axis accelerometer are, in general, still subject to several
stochastic errors. A common approach is to separate these errors and
model them, respectively, as additive zero-mean Gaussian white noise
and a drifting bias term. Following this approach, we can use the
standard three-axis accelerometer sensor model from Fossen (2021),
ie.,

ffx =af5—gb+b" +w’

acc acc’

24)

where bgcc and wgcc denote the respective bias and noise of the three-
axis accelerometer. In general, (24) should be transformed to the
navigational frame {n} such that the linear heave acceleration from each
sensor can be extracted and used to compute the phase differences.
However, since we are only considering small roll and pitch angles, it

is sufficient in this case to only consider the z-component of (24), i.e.,
s
where ¢ and ¢ are the roll and pitch angles between {n} and {5}, and
g is the gravitational constant. In the following, we walk through the
steps needed to obtain an estimate of the linear acceleration alz’.u, which
corresponds to the heave acceleration when assuming small angles.
As explained in Udjus (2017), a separate camera-based tracking
system called Qualisys was used to obtain measurements of the roll
and pitch angles. These measurements showed that, in all experiments,
¢ and 0 were less than 1° during the first 15 s and less than 2° for

) e T W (25)

-0 —
=a,; gcospcosf + b 2 acc?
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Table 3
The separation distance R;; in meters between sensors {s;} and {s,} for the experimental
configuration in Fig. 10.

R, 1 2 3 4
1 - 0.4293 1.2452 0.9153

) 2 0.4293 - 0.9855 0.7746

! 3 1.2452 0.9855 - 0.4101
4 0.9153 0.7746 0.4101 -

the remaining time of the experiments with wave excitation. Since
cos(2°)? = 1, (25) can be approximated by

b
z,acc

+uw’ (26)

b oab —
fz,is Na 8 +b zace’
The initial bias in each accelerometer was estimated by computing the
expected value of (26) and assuming that the accelerometers were level

and at rest. Applying these assumptions to (26), yields

b1 m[ab b b
E[fz.is] - E[au‘: -8+ bz.arc + wz,acc]
b 1 [ b b
E[fzjx] = E[”z,[:] -8+t bz,acc + E[wz.acc]
——
=0 =0
bz,atc = E[f:n] +8. 27
where w?  vanishes due to the Gaussian zero-mean assumption. Since

z.acc
the vessel only underwent wave excitation for 30-35 s, it is assumed

that the initial sensor bias remained more or less constant throughout
each experiment. This assumption is validated by the accelerometer
Allan Variance curve found in the ADIS16364 datasheet, which states
that for a 30 s time interval the in-run bias stability is around +0.1 mg.
The high-frequency noise components were removed by lowpass
filtering the specific force measurements above the maximal wave
frequency, resulting in the final estimated acceleration signal
af;"s = fzb.u ts+ B’zy.acc’ (28)

where f?

z.is

bias estimate obtained through (27).

is the lowpass filtered specific force and #° ___ is the initial

z,acc

5.3. Choice of reference sensor

To resolve the wave direction and wave number associated with
all the experimental wave periods {1.0 s,1.5 s,2.0 5,2.5 s}, care must
be exercised when selecting the reference sensor. As we shall see, the
appropriate reference IMU can be chosen by examining the criterion
(22) for each wave period and checking which IMU has all its neigh-
boring separation lengths within the imposed limits. As discussed in
Section 4.1, abidance to this criterion ensures that the theoretical phase
differences are restricted to (-, ), thus avoiding spatial aliasing.

A comparison between the separation distances given by the exper-
imental configuration (Table 3) and the separation limits imposed by
Barber and Doyle (Fig. 5) reveals that only some of the IMUs can be
used to resolve waves with period T = 1.0 s. In particular, we see that
IMU 2 or 4 should be considered as a reference along with sensor pairs
2-1 and 2-4 or 4-2 and 4-3. With these choices, the Barber and Doyle
criterion (22) is (in theory) satisfied for all experimental wave periods
with the given IMU configuration.

5.4. Wave frequency and phase difference estimation

We have in the analysis thus far tacitly assumed the wave frequency
 to be perfectly known. The reliance on @ can be seen in the computa-
tion of the phase difference (16), the measurement covariance related
to (18) and (20), and implicitly in the lowpass filtered acceleration
signals (28). Hence, the wave frequency is an important cornerstone
and requires accurate determination in order for our wave algorithm
to function optimally.
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For regular waves it is reasonable to assume that the vessel acceler-
ation (28) can be modeled by a single sinusoid and perturbation of the
form

ab, (1) = Asin(ot +¢) +8(1), (29)

where A, w, ¢, and 6 represent the respective amplitude, frequency,
phase, and perturbation of the acceleration signal pertaining to sensor
{s}. Hence, the task at hand is to find an accurate estimate of » from
ﬁ’;m assuming it can be modeled according to (29) with unknown
parameters A, w, ¢, and bounded perturbation §(r). In the following
three subsections, we describe three different methods that can be used
to achieve this goal.

5.4.1. Averaging the time intervals between successive peaks

A straightforward approach to finding the frequency of a sinusoid is
to average the time intervals between the (detected) successive peaks of
the signal. The averaged time intervals should be identical to the period
given that the signal in question is a simple sinusoid. A prerequisite for
this approach to work on signals of the form (29) is that the amplitude
of the perturbation term § is significantly smaller than the amplitude A.
In other words, the signal (29) should have a sufficiently high signal-
to-noise ratio (SNR). A high SNR will help prevent noisy spikes from
being detected and confused as the actual signal peaks. In cases where
the signal is significantly corrupted by noise, the SNR may be improved
through various filtering techniques.

5.4.2. The Aranovskiy frequency estimator

The frequency identification algorithm of Aranovskiy et al. (2007)
is designed based on a sinusoid of the form (29) and is attractive for
two reasons. First, it offers a real-time implementation, rendering it
suitable for many applications in need of quick frequency estimates
where the measured signal can be approximated by a sinusoid. Second,
it has shown robustness in the presence of unaccounted perturbations
in the measurement signal.

The algorithm comprises an auxiliary filter and an adaptive observer
of the form

sé 1=&,

&= 2w, - W?fl + waw(t), (€]
0 = k& (&, - bey),

where w(t) = & (r) is the measured signal (here chosen as the

z,15
estimated acceleration signal), o, is the user-specified filter cut-off

frequency, k > 0 is the observer gain (not to be confused with the
wave number), and 6 := —w?. Both » r and k affect the convergence
rate and steady state error of § to 6 and should be selected based
on the desired performance. In general, small o, and k will result in
a slower convergence rate, whereas larger values will result in faster
convergence but with some induced oscillation in steady-state (Belleter
et al., 2015).

For marine craft operating in situations with little wave excitation,
algorithm (30) can be modified to include an adaptive gain-switching
mechanism for the observer gain k, as proposed by Belleter et al.
(2015). This mechanism enables k to be switched between a high and
a low gain depending on the amplitude of the measured roll, pitch,
or heave responses, which may improve the convergence rate of the
estimator. The reader is referred to Belleter et al. (2015) for additional
theory and implementation details of the gain-switching mechanism.

5.4.3. The fast Fourier transform

In reality, ocean waves are usually irregular, exhibiting a broad
spectrum of frequencies. In such situations, the time-averaging and
Aranovskiy frequency estimator algorithms may be limited due to their
inherent single-frequency model assumption. Unless the wave spectrum
is sufficiently narrow, these approaches may struggle to identify the
dominant (peak) frequency, which is the frequency component often
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Fig. 11. The phase difference ©,;, between IMUs {s;} and {s;} at time 7, can be
estimated online by considering the linear heave acceleration signals within a window,
before being passed on to the UKF. In this time window, the lag (i.e., the number
of samples) between the respective heave signals is estimated by computing the cross-
correlation between them and converting it to a phase difference using (16). The initial
width of the window is set equal to the wave period and increases from ¢, as the signals
continue to develop.

sought in marine applications. For a signal comprising multiple fre-
quencies, the fast Fourier transform (FFT) can be used to deconstruct its
spectral composition and identify any potential peaks. Unlike the above
methods, the FFT does not make any assumptions on the structure
or shape of the signals considered, thus making it a more viable
option for analyzing signals comprising multiple frequencies. However,
a drawback of this approach is that it cannot be implemented in real-
time as it relies on back-dated information, which, as a consequence,
produces a lag in the estimation.

Despite the attractive features of the Aranovskiy frequency esti-
mator, the FFT was selected as the main method in this paper. This
decision was based on two points: First, the FFT gave the most con-
sistent frequency estimates for all experimental wave periods, in close
agreement with the ground truth values, whereas the Aranovskiy esti-
mator was somewhat less accurate and had difficulties identifying wave
period T = 1.0 s (the reasons are discussed in Section 5.5.3). Second,
as a proof of concept of Theorem 1 and in the compromise between
accuracy and computational lag, we currently deem a higher accuracy
in the wave estimates more important than real-time performance.

5.4.4. Phase difference estimation

After an estimate of the wave frequency has been obtained us-
ing either of the approaches described in Sections 5.4.1-5.4.3, the
phase difference between the respective heave acceleration signals (28)
can be estimated by computing the cross-correlation between them.
This operation can be performed online by considering the heave
acceleration signals within an increasing time window (Fig. 11).

5.5. Results and discussion

In this section, we present the results from our UKF wave algorithm
on the experimental IMU data of Udjus (2017). The raw IMU data
was processed according to the previous subsections to ensure that
the phase differences could be obtained with as little error as possible
and reduce the risk of ambiguities before being passed on to the UKF
algorithm (Fig. 12). In the following results, the reference wave number
was computed using the dispersion relation (21) with pool depth d =
1.5 m and the true wave period (i.e., the wave period used as input to
the wavemaker machine). The reference wave direction was computed
by fixing the boat heading (Fig. 9) and confirming this value with the
Qualisys camera system.
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5.5.1. Experimental verification of Theorem 1

The experimental results (Fig. 13) show that in 91% and 86% of
experiments considered, the absolute wave direction and wave number
errors based on three IMUs are less than 5° and 0.1 m~!, respectively.
These numbers provide strong evidence in favor of Theorem 1 and also
validate the UKF capabilities in estimating those quantities. Experimen-
tal verification of Theorem 1 extends previous findings (Udjus, 2017;
Heyn et al., 2017), which only seem to consider the wave direction,
and not the wave number—although, as we have now shown, can
also be determined simultaneously from the same data. Additionally,
we have demonstrated that as few as three IMUs are in theory suffi-
cient, provided that they are noncollinearly arranged and separated in
accordance with (22).

The experimental results (Fig. 13) also show that in 71% and 52%
of experiments considered, the measurement set {O,3,0,,} (yellow)
constitutes the largest error in each wave quantity, with some errors
significantly exceeding the other sets of phases within each experiment.
The large deviations observed can be linked to large errors in the
estimated phase differences ©,; and ,,, which, in turn, are caused
by several potential sources of error affecting IMUs {s3} and {s,}. In
general, the error between the estimated and actual phase differences
can be attributed (either directly or indirectly) to one or more of
the following sources: sensor imperfections, inexact sensor positioning
and alignment, insufficient sensor sampling rate, shortcomings in the
experimental design (e.g., from using ropes to confine boat heading
and position), modeling errors due to small-angle approximation, wave
frequency estimation, and oscillations and/or transient effects on the
sensors due to structural vibrations and external environmental influ-
ences. From the above list, however, only inaccuracies in the sensor
positioning and alignment of {s;} and {s,} may realistically explain the
significant separation of errors within the sets of some experiments (we
expect the errors caused by the other sources to manifest themselves
roughly equally among the phase differences). As we have seen earlier,
errors in the sensor locations can produce significant biases in the phase
difference estimates (especially for short wave periods; see Fig. 3),
which may translate to biases in the wave direction and wave number
estimates. In order to test this theory, we have conducted a small simu-
lation study investigating how the positioning errors of sensors {s;} and
{s4} may impact the wave estimate errors associated with measurement
sets {051,053}, {0,1,0,,}, and {O,3,0,,}. The results (Fig. 14) exhibit
a similar error pattern to the results in Fig. 13, indicating that the
location uncertainty of {s;} and {s,} is a plausible cause for the large
separation of errors observed. This argument is further substantiated
by Udjus (2017), which states that the sensor positions were obtained
using a folding ruler and that some measurement errors may transpire
because of this.

5.5.2. Multiple independent phase measurements

The experimental results also suggest that using additional indepen-
dent phase measurements by adding more IMUs may reduce overall
errors by having an “averaging” effect on the various measurement
sets. Indeed, by studying the errors in Fig. 13 carefully, we see that
the error obtained from the set of all six phase measurements is, in
general, lower than the worst performing set constituting two phases.
The reasons for this can be linked to the error variance, which is
discussed in Section 4.3.

5.5.3. High-frequency waves

Contrary to wave periods T = 1.5 s, 2.0 s, and 2.5 s, obtaining
accurate estimates of the wave direction and wave number proved
difficult for the IMU data corresponding to T = 1.0 s (Fig. 15). The
significant errors observed are caused by large errors in the estimated
phase differences (Fig. 16), which, in turn, can be linked to several
sources of error. In the following, we discuss some potential sources
that we believe can have contributed to the deviations observed in
Fig. 16.
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Fig. 12. A block diagram illustrating the general procedure of going from raw IMU measurements to obtaining estimates of the wave direction § and wave number k. The
procedure can be summarized in three steps: (a) data processing, (b) PTPD estimation, and (c) state estimation. In (a) sensor biases and high-frequency (HF) noise are removed
from the IMU measurements, yielding an estimate of the linear heave acceleration associated with each IMU (assuming small roll and pitch angles). The HF noise is filtered using a
lowpass filter with cut-off above @, obtained from a fast Fourier transform (FFT) applied to the entire data sequence. In (b) we estimate the phase difference @ online by following
the procedure explained in Fig. 11. Finally, in (c) we apply the UKF algorithm to obtain the desired wave estimates.

A close look at some of the IMU data corresponding to 7 = 1.0 s
(Fig. 17a) shows that the heave responses are non-sinusoidal, indicating
that some distortion has taken place. This suspicion is confirmed by
the corresponding FFTs of the data (Fig. 17b), which reveal additional
frequencies in proximity to the expected single peak frequency. The
existence of additional frequencies is a violation of the fundamental
regularity/single-frequency assumption that our PTPD model is built
on and may, as a result, be the reason for the poor estimation quality.

The distortion observed in Fig. 17a can most likely be attributed
to the lowpass wave filtering characteristics of a ship (Nielsen, 2007,
2008; de Souza et al., 2018; Nielsen et al., 2019; Nielsen and Dietz,
2020), which occur whenever the waves are sufficiently short. For suf-
ficiently short waves, multiple wave crests (and troughs) will affect the
vessel simultaneously, resulting in a non-sinusoidal (filtered) response.
This high-frequency filtering effect happens when the wavelength is
shorter than the length of the wave trajectory through the vessel
(i.e., the vessel length as seen by the waves). As seen in Fig. 18, the
length of the wave trajectory depends on the orientation of the vessel
relative to the waves, meaning that high-frequency filtering will not
necessarily happen for all wave directions when considering waves of
a given wavelength. It can be shown (see Appendix B) that the wave
trajectory distance W through a box-shaped vessel along the wave
propagation axis x* (see Fig. 1 for definition) is

W = L|cos f| + B|sin f], (31)

where g is the relative wave direction, and L and B are the respective
length and beam dimensions of the vessel. In order to avoid the high-
frequency filtering effect, the wavelength 4 should ideally be larger
than W for a given p. This result can be generalized for all g if A > W
for § = arctan(B/L) (see Appendix B for proof).

To quantitatively assess the potential occurrence of high-frequency
filtering in our experiments, (31) was computed for all wave directions
and compared to the wavelengths associated with each wave period
(Fig. 19). In all the conducted experiments with 7 = 1.0 s (4 = 1.5613
m), except for f = 90°, W exceeds the wavelength, thus confirming the
presence of high-frequency filtering in the vessel dynamics. Moreover,
this result corresponds well with the observed estimation errors in
Fig. 15, which shows significant errors for all wave directions except
£ =90°.

The effect of high-frequency filtering is a known problem and,
in general, a core limitation of wave estimation methods based on
wave-induced vessel motions (Nielsen, 2007, 2008; de Souza et al.,
2018; Nielsen et al., 2019; Nielsen and Dietz, 2020). Unfortunately,
the problem can, as of now, only be alleviated by considering other
responses that are less affected by filtering (Nielsen, 2008; de Souza
et al., 2018). However, this requires additional complementary sensors
not installed on the ship in the present study.

Phase ambiguities resulting from a precarious selection of sensor
pairs represent another potential error source for wave period 7' = 1.0
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Table 4

The sum of wave direction § and wave number k errors corresponding to “All” phases
in Figs. 13 and 15 for each respective wave period T. The total errors § and k are
given in degrees and m™!, respectively. Notice that the total errors decrease as the
wave period gets longer and vice versa.

T il k

1.0 366.23 27.12
1.5 74.05 0.95
2.0 44.80 0.62
2.5 41.74 0.56

s. As discussed in Section 5.3, only sensor pairs 2-1 and 2-4 will (in
theory) satisfy the Barber and Doyle criterion (22), thus guaranteeing
that phase differences ©,, and ©,, are within (-7, z). This result can
be seen from Fig. 16, which also shows that the theoretical phase
difference ©,; is outside (-7, z) for wave directions {0°,30°, 150°, 180°},
indicating that ©,; should not be relied upon in the computation of
those values. Nevertheless, the theoretical values of ©,; were computed
under the assumption that the sensor locations given in Fig. 10 are
correct. However, as pointed out in Section 5.5.1, this is not necessarily
true, meaning that the actual ©,; may be within the range of (-z,r)
for several wave directions. In particular, we suspect that this may be
the case for wave directions {0°,30°,150°}, since the estimated phases
remain somewhat close to the theoretical values and should ideally
have been wrapped to angles of opposite sign.

Recall from the analysis of Section 3.3.2 that inexact sensor po-
sitions produce a bias in the computed phase difference that grows
exponentially as the wave period becomes smaller (Fig. 3). This effect
may be one of the reasons for the overall growth of errors observed
in the wave estimates when comparing them with the respective wave
periods (Table 4). The bias caused by the sensor positioning may also
render some of the phase differences ambiguous by “pushing” them
outside the range (-7, z), as discussed in Section 4.2. Studying Fig. 16
closely, it is possible that this may have occurred for ©,, at wave
directions {120°,150°,180°} since the angles below the boundary -r
wrap to values in proximity to the estimates of ©,,.

5.5.4. Future work

Today, most shipboard wave estimation methods are based on
response amplitude operators (RAOs) that are capable of producing es-
timates of the complete directional wave spectrum (Waals et al., 2002;
Tannuri et al., 2003; Pascoal and Guedes Soares, 2009; Brodtkorb et al.,
2018). These methods differ from our approach, which is signal-based
(i.e., it requires no ship information) and built on regular harmonic
waves, thus limiting it to information about the main (dominant) wave
direction and wave number. It is currently unknown how well this
method will work for more irregular wave patterns comprising many
frequencies and directions. Hence, future investigations will aim at
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Fig. 13. Results from wave experiments with wave periods T'=1.5 s, 2.0 s, 2.5 s, and sampling time T, = 0.01 s (100 Hz). The various sets of phase difference measurements are
{6,1,0,3}, {0,1,0,,}, {0,3.0,,}, {0,,,0,3,0,,,0,3,0,,,0,,} (all) corresponding to IMUs {s,,s,,53}, {515, 54}, {55,53.54}, {5).5,,53,54}, respectively, and are shown with different
colors. For each set of IMUs, the bar plots show the absolute error between the wave estimates (after convergence) and the true values. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

experimental testing of the UKF in such wave environments, with the
possibility of extending the algorithm to utilize the complete phase
model (4) with roll-pitch compensation such that the UKF may be
applied to all vessels in both moderate and higher sea states.

The transition from geographically fixed wave arrays to portable
shipboard wave arrays has increased the practical usefulness of the
PTPD approach. As a next research step, the possibility of using the
PTPD approach for moving vessels with a non-zero forward speed shall
be investigated. In order to accommodate this capability, the forward
vessel speed should be considered in the PTPD model derivation, which
generally causes frequency shifts in the measured vessel motions due to
the Doppler effect. Hence, future work will also target wave direction
estimation for underway vessels by extending our PTPD approach to
consider the shifted wave (encounter) frequency.

14

6. Conclusions

This paper has added several extensions to the existing literature
on shipboard and traditional wave arrays considering the phase-time-
path-difference (PTPD) concept. We have shown (through observability
analysis and experimental data) that both the wave direction and
wave number can be obtained from a minimum of three noncollinear
sensors (e.g., IMUs) measuring regular harmonic waves, assuming a
dynamically positioned surface vessel with small roll and pitch angles.
In this regard, we proposed a signal-based unscented Kalman filter
(UKF) algorithm to estimate these wave quantities, which offers several
benefits over the standard analytical solution (7) in terms of address-
ing uncertainties and incorporating multiple measurements. We have
discussed and quantified several sources of error related to the sensors
(e.g., sensor imperfections, insufficient sampling rate, and oscillations
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Fig. 14. Results from simulation with sensor positioning errors. The various sets of phase difference measurements are {0,;,0,3}, {0,,,0,}, {055,051}, {0,,0,;,0,,} (all)
corresponding to IMUs {s,,5,,53}, {57,555}, {52,53.5,}, {51,5,,53.5,), respectively, and are shown with different colors. For each set of IMUs, the bar plots show the absolute
error between the wave estimates (after convergence) and the true values. The respective phase differences {0,,,0,;,0,,} were simulated using (9) with T = 1.5 s, sampling time
T, = 0.01 s, and adding positioning errors to all sensors (configured according to Fig. 10). The errors were added as Gaussian random noise to the configuration matrix of (10)
with variance given by (20) using o, =2 cm, 6,; = 10 cm, and oy, = 10 cm. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article.)
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Fig. 15. Results from wave experiments with wave period T = 1.0 s and sampling time 7, = 0.01 s (100 Hz). The various sets of phase difference measurements are {0,,,0,;},
{051,045}, {053,041}, {0,,0,5,0,,,0,3,0,,,0,,} (all) corresponding to IMUs {s}, 55,53}, {51,52,54}, {52,53.54}, {5),5,.53.5,), respectively, and are shown with different colors. For
each set of IMUs, the bar plots show the absolute error between the wave estimates (after convergence) and the true values. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)

and transient effects) and array construction (e.g., inexact sensor loca-
tions) and shown how some of these errors can be incorporated into the
UKEF to yield the estimated uncertainty in the wave estimates. Finally,
we have shown how the Barber and Doyle criterion (22), together
with some of the errors above, should be considered in the design of
shipboard wave arrays.

Our proposed PTPD model and UKF algorithm hinge on regular har-
monic waves, meaning that the practicality of this approach is currently
restricted to ocean waves resembling such wave patterns (e.g., narrow-
banded wave trains such as swell). It is presently unknown how well
the UKF will work in more complex sea environments. Future study
will aim at experimental testing of the UKF in such environments, with
the possibility of extending the algorithm to estimate vessel roll and
pitch motions, thus enabling the complete phase model (4) to be used
instead. Such an extension will render the UKF algorithm appropriate to
any surface vessel in moderate and higher sea states. Future work will
also target wave direction estimation for underway vessels by extending
our PTPD approach to consider the wave encounter frequency.
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Fig. 16. The theoretical (solid) vs. estimated (dotted) phase differences {O,,,0,;,0,,}
for wave period T = 1.0 s and sensor configuration given by Fig. 10 using {s,} as
reference. The theoretical values were computed using (9), whereas the corresponding
estimates were calculated from cross-correlations (Fig. 11) between the processed IMU
data for T =1.0s.

Appendix A. Observability analysis

In this appendix, we show that the relative wave direction f# and
wave number k of a harmonic wave can be uniquely determined from a
minimum of three noncollinear sensors, given a dynamically positioned
surface vessel with small roll and pitch angles. In the following analysis,
we consider two separate cases: wave number k known and wave
number k unknown. As we shall see, the minimum sensor requirements
stated in Theorem 1 apply in both cases. Theorem 1 shall be proven
by showing that the nonlinear state—space model (10) is (locally) ob-
servable for a minimum of two phase difference measurements, which
corresponds to three sensors. The forthcoming observability analysis
hinges on the definitions of nonlinear observability (Nijmeijer, 1990;
Marino and Tomei, 1996), which are stated below for convenience.

Definition 1. The system
x=f(x), xeR”",

(A1)
z = h(x),

is said to be locally observable in U, a neighborhood of the origin, if
rank(dh. ....d(L{"'h)} =n, Vx € U, (A.2)

If (A.2) holds for every x € R" we say that the system is observable.

Definition 2. The observation space O of the system (A.1) is the linear
space (over R")

O=span{L}~'n;}, i=1,..

The observability codistribution is given by the observation space by
dh =span{dH(x) : He 0},

where
oH JoH JH

dH = Sodx, + Sodx, + - + dx,.
%, x; + ax Xy + et ox, X,

Case A: Wave number known

Sensors N =2
If we assume the wave number to be a known quantity, then the
state-space model in (10) can be reduced to the following scalar system
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x=0,

(A.3)

z=h(x)=k [Rlz cosa; Ry, sinalz] [cos x] s

sinx
where z = ©,, and x = f € (—x, z]. The measurement equation can be
expanded and written more compactly as

z = kRy; cos(x — apy),

which, for a single phase difference z = @, (two sensors), has two
solutions given by +(x — a;,). Hence, (A.3) is not observable from a
single pair of sensors.

Sensors N =3
Adding an additional sensor, (A.3) now becomes
x=0,

Ry, cosag, (A.9)

z=h(x) = [ Ry, sinalz] [cosx] 7

Rizcosaj;  Ryzsinag;z| |sinx

where z = [@),, 0,3]" and x = f§ € (-, z]. The system above can be
condensed by defining constants a;, a, b;, b, such that

h(x) = hy| _|ag by| |cosx| _ |a;cosx+bysinx
" |hy] T lay by [sinx| T [aycosx +bysinx]”

The observation space O (Definition 2) of (A.4) is determined by
computing the Lie derivatives up to n =1, i.e.,
LSh=[hy, b,
which yields the observation space
O = span{h,, h,}

= span{a; cos x + b sinx, a, cos x + b, sin x}.
Using this result, the observability codistribution can be formed as

T
aH= M= [L‘” L”Z] dx
ox ox ox

_ |~aysinx + by cosx
—aj sinx + by cos x

_|mw by| [sinx dx
cosx|

—ay by

and, finally, we get

dh = span{dH}

—a;  by| [sinx
= dx p.
span{ [—az bz] [COS x] x}

The observability codistribution d¢h will have full rank as long as the
above coefficient matrix is non-singular. This condition can easily be
checked by evaluating when the determinant is zero, i.e.,

det( [:Z; Z;D = —a;by + byay = 0.

Inserting the expressions for ay, a,, b, b, into the above expression and
simplifying it, yields

K Ryy Ry3 sin(ayy — ay3) = 0.

Since k, Ry,, Ry3 > 0, the above expression is zero only when the sensors

lie on the same line, i.e., @;, = a;3. Hence, for N = 3 (three sensors)
we have from Definition 1 that

rank{dh} =1=n Vx € (-r, 7] CR,

as long as the sensors are arranged in a noncollinear configuration.
Since x is only defined between (—x, 7], which is a subset of R, the
system (A.4) is by definition locally observable.
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30°,180°}, and (b) the corresponding FFTs. The FFTs were

normalized by dividing all values in each respective plot by the corresponding maximum. The peak wave frequency in all the FFTs is located at f = 1.015 Hz, which corresponds

to a wave period T = 0.985 s.

Case B: Wave number unknown

Sensors N =2

If we assume the wave number to be an unknown quantity, then the
state-space model in (10) reduces to

x=0,

(A.5)
z=h(x) = [Rlz cosaj,  Rypsin au] [ 2cosx1]

X, sinx;

17

[f, kIT, and x, € (-x,z] and

X, € R*. The measurement equation can be expanded and written more

where z = 0, x = [x|, x,]T

compactly as
z = Rypxp cos(x; — aypp),

which, for a single phase difference z = ©,, (two sensors), has multiple
solutions. Hence, the system (A.5) is not observable from a single pair

of sensors.
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Fig. 18. The length of the wave trajectory W (represented by dashed lines) depends on the relative wave direction g. When g = 180° (left), the vessel will filter the waves (shown
in blue) passing through it as the wavelength 4 < W = L, where L is the vessel length. However, when p =90° (right), the vessel motion responses will be unaffected by filtering

as A > W = B, where B is the vessel beam.
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Fig. 19. The wave trajectory distance W (solid blue line) computed from (31) vs.
experimental wavelengths 4 (dashed lines). The value of W associated with each
experimental wave direction f is indicated with an asterisk. The length and beam
dimensions of the model ship used in the experiments are L =2.58 m and B =0.44 m,
respectively. For each wave period T =1.0's, 1.5s, 2.0 5, and 2.5 s, the corresponding
wavelength A =2z /k is computed using (21) with d = 1.5 m.

Sensors N =3
Adding an additional sensor, (A.5) now becomes

x=0,

Ry, cosap, (A.6)

2= hx) = [ Ry sinalz] [xzcosxl] }

Rjzcosa;;  Ryysinagz| | x;sinx,

where z = [0,,, 0317, x =[x, x,]T = [f, k7, and x; € (-, 7] and
x, € R*. The system above can be condensed by defining constants
ay,ay, by, by such that

hy a;  by| [xycosx; a;x, cos xy + byx, sinx;
h(x) = = . = . .

h, ay by| [xysinx; ayX, €os x| + byx; sin x;
The observation space O (Definition 2) of (A.6) is then determined by
computing the Lie derivatives up to n =2, i.e.,
Lh=[h;, hy]",

@f =0, since f(x)=0,
ox

1
Lih=
which yields the observation space

O =span{h;, h,}

18

= span{a; x, cos x| + by x; sin x|, a;x, cos x| + byx, sinx; }.

Using this result, the observability codistribution can be formed as

oh oh oA d
ox 0x: X1
dH= —dx; + —dx, = ! 2
0x, ! 0x, 2 ohy oy dx,
x| 0xy
oh/ox
—a;x,sinxy + byx,cosx;  ajcosx; + by sinxg | [dx
—ayxy sinx; + byx, cosx;  acosxy + bysinxg| [dx, [’
with

dh = span{dH}.

The observability codistribution dh will have full rank as long as the
Jacobian oh/ox is non-singular. This condition can easily be checked
by evaluating the determinant, i.e.,

a; cosx; + b, sinxl]>

det —ay X, sin x| + by x, cos x;
apcos x| + by sinx;

—a,X, sinx; + by X, cos X;
= (—a;x, sinx; + by x, cos x1)(a, cos x| + b, sinx;)
—(aj cos x; + by sinx)(—ayx; sinx; + byx, cos x;)
=-a b2x2(sin2 X+ cos? X1)
+ blazxz(sin2 x; + cos® x)
= xp(=ayby + byay).
Inserting the expressions for a,, a,, b, b, into the equation above, sim-
plifying, and equating it to zero, yields
Xy Ry Rz sin(a, — ay3) = 0.

Since x,,R|5,Rj3 > 0, the above expression is zero only when the
sensors lie on the same line, i.e., @), = a;3. Hence, for N = 3 (three
sensors), we have from Definition 1 that

rank{dh) =2=n Vx, € (-z.7], Vx, € RY,

as long as the sensors are arranged in a noncollinear configuration.
Since x; and x, are only defined in (-, z] and R*, respectively, which
are both subsets of R, the system in (A.6) is by definition locally
observable.

Appendix B. Finding an expression of the wave trajectory distance

In this appendix, we derive an analytical expression of the wave
trajectory distance through the vessel (i.e., the vessel length as seen
by the waves) for a box-shaped vessel. With this expression, we can
quantitatively assess when high-frequency filtering due to the vessel is
likely to influence the measured motion responses for different wave
periods and wave directions.
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Incoming waves

Fig. B.20. A vessel with length L and beam B dimensions measured at the waterline,
oriented at an angle g relative to the incoming harmonic waves (wave crests shown in
blue). The vessel hull has been approximated with a rectangle of length L and width
B to simplify analysis. The definitions of the wave direction g, the tangent wave frame
{w} with wave propagation axis x, and reference sensor {s,} with sensor axis x*
are given in Fig. 1. The wave trajectory distance W is the distance the wave should
travel across the vessel (i.e., the total distance in which the wave is in contact with
the vessel).

Consider a vessel with length L and beam B measured at the
waterline, oriented at an angle g relative to the incoming harmonic
waves, as shown in Fig. B.20. In general, the first point on the vessel
that the wave will affect is the corner closest to the initial wave,
whereas the final exit point will be the diagonally-opposite corner.
Using rudimentary trigonometric identities, the distance between these
points along the wave propagation axis x* can be expressed as

W = L|cos f| + B|sinf|, (B.1)

where W is the wave trajectory distance and g is the relative wave
direction. The maximum wave trajectory distance can be determined
by taking the derivative of (B.1) with respect to g, which yields the
following expression

daw _ —cos fisin f cos fisin 0
dp | cos B [singl |~
B
=t ==,
Jtanpl = 7

and has four possible solutions

p = +arctan(B/L) and f = = + arctan(B/L). (B.2)
When the vessel is oriented at each of these wave directions, two of the
corners will be furthest apart along the axis x*. Hence, the wavelength
4 should ideally be greater than W when p is given by (B.2) to avoid
high-frequency filtering for all wave directions in the recorded motion
responses.
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ARTICLE INFO ABSTRACT

Keywords: This study investigates the potential capability of a relatively new and unexplored signal-based approach
Rigid body for shipboard wave estimation. The approach uses the phase-time-path-differences (PTPDs) from an array
Shipboard wave estimation of shipboard sensors to uniquely resolve the wave propagation direction and wave number. We derive a
PTPD

; kinematic PTPD model accounting for forward vessel speed and assess its theoretical foundation to model
;gr'xi:;a:;:e d the sensor delays on a rigid body. The forward-speed PTPD model is structurally equivalent to the zero-speed
IMU model considered in previous works, thus retaining the same observability results provided by a noncollinear
array of a minimum of three sensors. Moreover, based on the outlined theory and PTPD model, we propose a
methodology to estimate the main wave propagation direction and wave number online by employing a fast
Fourier transform (FFT), an unscented Kalman filter (UKF), and a rigid-body measurement transformation based
on a single inertial measurement unit (IMU). Provided that the vessel in question can be considered a rigid body,
a single IMU is sufficient to obtain the desired wave quantities instead of three IMUs, as initially proposed in
our previous work. Additionally, our methodology incorporates a novel frequency threshold to avoid distorted
wave components caused by the effect of vessel filtering. The performance of our PTPD method is evaluated on
data collected from a wave tank and full-scale experiments involving a vessel with zero and non-zero forward
speed. The results show very good agreement with the reference wave values reported from a commercial wave
radar and wave buoys operating in proximity to the vessel, indicating that our proposed method is competitive
with existing wave measurement technology in terms of accuracy and online performance while being cheap,
easy to install, flexible, and robust against environmental influences.

Kalman filter

1. Introduction

Accurate information about the propagation direction and fre-
quency characteristics of ocean waves is essential for various maritime
activities. Ship captains rely on this data to chart safer and more
efficient routes, reducing wave-related impacts and potential danger.
Notably, the risk of wave-induced rolling — particularly parametric
rolling - is a chief concern, capable of causing cargo loss and, in
extreme cases, vessel capsizing. Additionally, in dynamic position-
ing (DP) applications, knowing the wave direction aids in aligning
the vessel with the wave disturbance (a process known as weather-
vaning (Kim and Kim, 2014)) to minimize control forces and increase
stability and safety onboard. In the context of DP, the wave frequency
also plays a crucial role for filtering out oscillatory motions from

* Corresponding author.

entering the feedback loop, thereby improving fuel efficiency and
reducing actuator wear (Fossen, 2021). Moreover, knowledge about
the wave propagation direction and wave number/frequency can, in
general, serve as valuable input to several existing sea state estimation
frameworks (e.g., Brodtkorb et al. (2018)) to improve the quality of
wave estimations.

The physical distance between a pair of sensors situated on the
ocean surface induces a delay between the wave elevation measure-
ments recorded by them. This delay manifests itself as either a phase,
time, or path difference (PTPD), which depends on the distance between
the sensors, the propagation speed of the waves passing through the
bodies containing the sensors, and the angle at which the waves ap-
proach them. Many studies have investigated the capabilities of using
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the PTPDs between a group of sensors to determine the main wave
propagation direction (Esteva, 1976, 1977; Fernandes et al., 1988,
2000; Draycott et al., 2015, 2016, 2018; Luo et al., 2020). However,
some practical drawbacks of these works are that they do not consider
the wave number - although it can also be resolved from the same
data (Donelan et al., 1996; Fernandes et al., 2001) - and they rely
on a fixed stationary array of sensors, confining wave estimation to a
specific geographical site. A more practical approach is to bring the
sensors onboard a vessel and use the measured PTPDs to resolve the
wave direction (and wave number) at any desired location, stationary
or while moving. However, only a few studies have considered a
shipboard PTPD approach (Fu et al., 2011; Udjus, 2017; Heyn et al.,,
2017; Dirdal et al., 2022). Hence, the capabilities of such an approach
still need more exploration in the context of shipboard wave estimation
(i.e., the field concerned with inferring statistics about ocean waves
from sensor measurements taken onboard a ship) by considering more
realistic wave conditions.

Most of the research on shipboard wave estimation is dominated
by approaches based on the wave buoy analogy (Waals et al., 2002;
Tannuri et al., 2003; Nielsen, 2006; Pascal et al., 2009; Nielsen, 2017a;
Brodtkorb et al., 2018). However, a significant practical drawback of
such approaches is that they rely on ship-dependent transfer functions
known as response amplitude operators (RAOs), which should be de-
termined for each ship using various hydrodynamic codes. Although
some recent research activities have addressed this issue by proposing
strategies for more accurate RAO tuning (Nielsen et al., 2021; Mounet
et al., 2022), such transfer functions are not trivial to obtain and
generally subject to many uncertainties. The fact that RAOs are trans-
fer functions also limits the theoretical validity of these model-based
approaches to linear systems, which for ships at sea, is only considered
valid for mild and moderate wave conditions. In contrast, signal-based
approaches (e.g., PTPD) are not constrained to any particular wave
climate and require no ship information, rendering them consider-
ably more practical as wave estimation is done directly from sensor
measurements. However, only a handful of signal-based techniques
are commercially available and hinge on wave radars and/or laser
altimeters, which are expensive, sensitive to environmental influences,
and challenging to install without expert help. Although shipboard
wave estimation techniques based on machine learning (Mak and Diiz,
2019; Duz et al., 2019; Han et al., 2022; Mittendorf et al., 2022) are
also considered signal-based, they require ship-specific datasets, thus
restricting generalization to other vessels.

The PTPD approach, on the other hand, is inherently signal-based
and, when coupled with inertial measurement units (IMUs) as primary
sensory devices, alleviate many of the practical concerns listed above by
being inexpensive, robust against environmental impact, and easy to in-
stall; without requiring any detailed ship information. Despite the many
advantages, current PTPD approaches using IMUs (Udjus, 2017; Heyn
et al., 2017; Dirdal et al., 2022) have only been tested with stationary
model ships in wave tanks involving regular waves. Consequently, the
PTPD approach with IMUs needs further investigation in more realistic
wave conditions and forward speed to solidify their potential. In this
regard, extending the present PTPD framework to account for forward
vessel speed will significantly improve the practical feasibility of the
approach, which to our knowledge, is yet to be considered.

Accurate measurements of the PTPDs are a prerequisite for success-
ful wave estimation using the PTPD approach. In general, the PTPDs
are susceptible to several sources of error, including sensor noise,
sensor imperfections (e.g., nonlinear sensitivity character and non-
orthogonality and misalignment between inner sensitive axes), inexact
sensor locations and alignments when installed, low data sampling rate,
and modeling uncertainties. Although some of the literature above has
acknowledged some of these errors, only one study (Dirdal et al., 2022)
has attempted a quantitative analysis in the context of shipboard IMUs.
However, the latter study does not account for modeling errors caused
by mismatches in the PTPD dynamics when measured on a vessel (rigid
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body) rather than on the sea surface. The magnitude of such errors may
be significant and can explain some of the deviations observed in the
wave estimation results of the latter study. Hence, it is important to
consider the properties of a rigid body in the theoretical foundation of
the PTPD approach for shipboard sensors.

A practical disadvantage of current PTPD approaches is that they
require much hardware in the form of multiple IMUs and cables that
should be connected, synchronized in time, and distances between
them measured before they can be applied. When multiple sensors are
considered, a reduction in the sensors’ sampling rate from their maxi-
mum possible value is usually required to accommodate the increased
information load associated with multiple simultaneous measurements.
However, decreasing the sensor sampling rate will inadvertently affect
the accuracy of the measured PTPDs (Dirdal et al., 2022), which, in
turn, will affect wave estimation quality. It is, however, possible to
reduce the amount of hardware to a single IMU by employing a rigid
body measurement transformation to generate the remaining (virtual)
IMU measurements. Although such a measurement transformation is
not novel (Zappa et al., 2001; Kjerstad and Skjetne, 2016), no work
has yet attempted to use this transformation to facilitate PTPD wave
estimation.

In general, implementing a methodology based on the PTPD con-
cept requires two main procedures: estimating the PTPDs from the
sensor measurements and estimating the wave direction and wave
number from the PTPDs. Although there are numerous ways of realizing
such a methodology, a practically feasible methodology must lever-
age two essential factors: accuracy and real-time/online estimation
performance—the focal points of most studies considering shipboard
wave estimation. However, another factor that needs to be addressed
is the lowpass wave filtering characteristics of a ship, which occur
whenever the waves passing through it are sufficiently short. When this
happens, the waves become distorted by the vessel, and the measured
vessel responses no longer accurately reflect the true wave conditions.
Although many works have shown awareness of this problem (Nielsen,
2007, 2008; de Souza et al., 2018; Nielsen et al., 2019; Nielsen and
Dietz, 2020), most of the discussions are qualitative, with the main
remedy being to consider other responses measured by additional com-
plementary sensors, which are less affected by filtering (Nielsen, 2008;
de Souza et al., 2018). A quantitative measure is introduced in a recent
study (Dirdal et al., 2022) showing when the effect of vessel filtering
is likely to occur based on the length and breadth dimensions of the
vessel and its orientation relative to the incoming waves. However,
there currently does not seem to exist a procedure for avoiding the
distorted portion of the measured vessel responses caused by high-
frequency waves, which is inevitable for any irregular sea as some of
the constituent wave components are naturally high in frequency.

In this study, we extend previous findings by the following con-
tributions. First, the theoretical foundation of the PTPD approach is
rigorously assessed. From this assessment, the circumstances under
which the PTPD approach may be used to model the phase difference
between a pair of sensors on a rigid body are carefully identified. These
conditions are also verified experimentally from data collected during
wave tank experiments with a model ship in regular and irregular
waves. Second, we derive a new PTPD model for vessels with short-time
constant forward speed and verify it experimentally on data collected
from forward speed experiments in a wave tank involving regular and
irregular waves. This PTPD model is structurally equivalent to our
previous zero-speed model and, hence, observable for a minimum of
three noncollinear-spaced sensors. Third, based on the theory outlined,
we propose a methodology for resolving the wave propagation direc-
tion and wave number online, which comprises an FFT, UKF, and a
rigid-body measurement transformation based on a single IMU. Our
methodology incorporates a novel frequency threshold derived from
the length and breadth dimensions of the vessel to avoid distorted
wave components due to the filtering effect. Finally, we assess the
capabilities of our proposed method in practice by considering data
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(b)

Fig. 1. Two sensors denoted s; and s; situated on (a) the ocean surface and (b) a rigid body. The distance between the sensors is labeled d;;.

Wave crest

S5

Fig. 2. A bird’s-eye view of two sensors {s;} and {s;} positioned on the sea surface
with a long-crested regular wave (shown in blue) passing through them with speed c.
The wave should travel a distance d;; to get from {s;} to {s;}, which causes a constant
delay between the wave elevation time series recorded in each sensor. The distance d;;
is expressed in the wave tangent frame {w} with axes (x*,y*,z") and is attached to
the (arbitrarily chosen) reference sensor {s;}. The x* axis points in the same direction
as the propagating waves, z points upwards (out of the page), and y* completes the
right-handed coordinate system (not shown, but coincides with y*). The relative wave
direction g is defined as the counterclockwise angle from x* to x% (chosen arbitrarily
as 180° in this example). The position of {s;} relative to {s;} is denoted by 7, 5

gathered from a model wave tank and full-scale experiments. The full-
scale experiments involve a research vessel equipped with multiple
IMUs and a commercial wave radar, operating in proximity to several
wave buoys on the west coast of Norway. The wave estimation results
show that our proposed method is competitive with existing wave
measurement technology in terms of accuracy and online performance
while costing a fraction, being portable, flexible, and robust against
environmental impact.

2. Theory
2.1. Main idea

A pair of spatially distributed sensors in the water will generally
experience a different delay than those on a rigid body. On the ocean
surface, the sensors are decoupled from each other, meaning that the
delay between the wave elevation measurements is solely determined
by the distance between the sensors and the propagation angle and
speed of the waves passing through them (Fig. 1(a)). On a rigid body,
however, the sensors are interrelated, meaning that as soon as the
waves come in contact with the body, all sensor measurements will be
affected simultaneously (Fig. 1(b)).

The differences between the sensor delays in the aforementioned
situations can be shown quantitatively through some simple kinematics.
Consider the situation in Fig. 1(a) but from a bird’s-eye view later in
time as illustrated in Fig. 2. The delay between the measurements in
sensor {s;} and {s;} manifests itself as either a phase, time, or path

difference (PTPD). The path difference d;; is simply the distance along
the wave propagation direction the wave must travel to get from {s;}
to {s;}. We obtain an expression for d;; by decomposing the position
vector 7, 5 in the wave tangent frame {w}, and extracting the resulting
x-component. This operation is represented mathematically by

w _ RWpSi
T, = RS,‘\ 50 (€D)]
where r;’sl = [x;;, ¥ 7,1 denotes the coordinate position vector of

sensor {s;} relative to {s;} expressed in the sensor frame {s;} and R}’
i
is a rotational transform between {s,} and {w} given by

cos f§ sin f§ 0

R’:‘,’: sinf —cosp 0
0 0 -1
Carrying out the multiplication in Eq. (1) with the rotation matrix
above, yields r"’ = [x;;cos B + y;; sin f, *, %]T, where we have omitted
the y and z components as they are not relevant. Hence, the path
dlfference, which is the x-component of r”' , becomes d;j = x;;cos f +
; sin §, and the time it takes the wave to complete d;; is su‘nply

I[/=ﬂ=x,,cosﬂ+y,,sinﬁ’ @

c c
where #,; is the time difference between the measurements in {s;} and
{5} and ¢ is the wave celerity or phase velocity, as it is also called. For
a regular harmonic wave, the wave celerity is given by

c=— 3)

where w and k denote the angular wave frequency and wave number,
respectively. Substituting Eq. (3) into Eq. (2), yields

0;; = k(x;; cos f + y;; sin ), 4

where O;; := wt;; is the phase difference between the measurements in
sensors {s;} and {s;}.

Unfortunately, it is not straightforward to find a similar expression
as Eq. (4) for the situation where the sensors are mounted on a rigid
body (Fig. 1(b)). If the sensor output is evaluated as acceleration, the
difference in acceleration between two arbitrary points (here labeled
as s; and s;) on the rigid body is modeled by

Em/ - [ins, = (:)nb X ?sl:, + (Bnb X ((I)nb X Fx,xl ), (5)
are the accelerations of {s;} and {s,} relative to the
navigational frame {n},! nb represent the angular rates of the body
frame {b} relative to {n}, @, is the angular acceleration, and ¥ 5 is
the position vector of {s;} relative to {s;}. It is interesting to see frorn
Eq. (5) that if the body simply oscillates up and down without any
angular displacement (i.e., &,, = &,, = 0), the accelerations in both
sensors will be identical (i.e., zero delay). Hence, the measurement

where 4, and a,,

! The navigational or North-East-Down frame {n} is a local tangent frame
with origin defined at the center of gravity of the navigated object and coordi-
nates associated with Earth’s reference ellipsoid. We consider the navigational
frame to be Earth-fixed, which, for low-speed applications such as marine craft,
enables {n} to be approximated as an inertial frame of Ref. Fossen (2021).
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delay perceived between sensors on a rigid body is caused by angular
displacements about the body’s roll, pitch, and yaw axes.

Although the cause of the sensor delays in Figs. 1(a) and 1(b) are in-
herently different (one is caused by the time it takes the wave to transit
between the sensors, while the other is governed by the angular rates
of the body induced by waves), they both share a common parameter,
namely, the sensor separation distance 7y, 5  If we decompose Eq. (5) in
{b} and introduce the coordinate vectors wn =[p.q.r]", =[p,¢1",
and rf,s =[x, Vij» z,,]T, we can rewrite Eq. (5) in terms of the sensor
separation as

2= s o= 0r = 9y + (= gy + (@ = Pz, (3]
where we have only considered the z-components of the accelerations
as these are most relevant. As can be seen by studying Egs. (4) and (6),
the sensor separation rf’ 5= [x;;, ¥ij»zi;]" and difference in acceleration
(manifested as a difference in amplitude and phase between the signals)
are linearly proportional. Using this fact, it is possible to apply the PTPD
model to the situation in Fig. 1(b) by making the sensor separation
sufficiently small. In this way, the sensor delays will become small
enough that the models (4) and (6) almost yield the same result, and
we can use the former to model the phase difference between a pair of
sensors on a rigid body.?

2.2. A phase-time-path-difference model for surface vessels with constant
forward speed

An important limitation of Eq. (4) is that it is based on a stationary
pair of sensors, meaning that the model can only be applied to sta-
tionary vessels. As we shall see, we can generalize the phase difference
model to account for speed such that it may be applied to situations in
which the vessel is either stationary or moving.

In the following model derivation, consider the situation shown in
Fig. 3, which depicts an underway vessel with a pair of distributed
sensors, oriented at an angle relative to some incoming long-crested
harmonic waves. Recall from Section 2.1 that the PTPD model was de-
rived by projecting the relative sensor positions onto the wave tangent
frame {w)} and extracting the resulting x-component to get the path
difference d;;. To carry out this operation for sensors on a rigid body,
the rotational transform must be modified to account for the vessel
roll and pitch angles induced by the waves (when the vessel oscillates
due to the waves passing through it, the path difference d;; changes,
see Fig. 3(b)). Hence, a kinematic expression for d;; can be obtained
by transforming the body-fixed position vector ? from {s;} to {w}
using the rotational transform R“ according to Eq (1), where ry; =
[x,j,y,j,z,j]T denotes the body- ﬁxed sensor coordinates expressed in
{s;} and Rw is now defined by two sequences of intermediate rotations
based on the zyx-convention (Fossen, 2021), i.e.,

cfcld  cPsOsp+ spcep
R;‘” =R_ 4R, 1300R, gR 4 =|5PcO  spsOs¢p —cfcd
s6 —cOs¢

cfsOch — sps¢p
spsce +cfs |,
—cOcep

)

where s - = sin(-) and ¢ - = cos(-). Inserting Eq. (7) into Eq. (1) and
carrying out the multiplication, yields rf”sj = [x;;¢fc0 + y,v/(cﬂsesqb +
sPe) + z;;(cPsOcp — sPs), #, ], where we have omitted the y and z
components as they are not relevant. The path difference d;; is simply

2 For sensors on a rigid body, the sensor separation and phase difference
are only proportional in a limited distance range. When the sensor separation
grows to infinity, the phase difference will converge to +180°, at which point
the sensor measurements will be anti-phase.
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the x-component of r

I
distance d;; is given by

dij  x;cped +y,; (cfsOsd + sPed) + z;;(cPsbed — sPsp)

;= —= , ®)
uf
where #;; and u, denote the corresponding time difference and x-
component of the relative velocity between the waves and the vessel,
respectively. In general, the velocity of the waves relative to the vessel
can be expressed in the wave tangent frame {w} as

and the time it takes a wave to complete the

Vi SV, =V = -R}Y an [c — Ucosfcos O, %], 9
where v | = [c, 0, 0]T and v;b = [U, 0, 0]", respectively, represent

the wave {w'} and vessel {b} velocities relative to the Earth-fixed
navigational frame {n}, represented by the wave celerity ¢ and forward
vessel speed U. The rotational transform R}’ is identical to Eq. (7) since
{b} and {s,} are aligned (see Fig. 3). Substituting u, in Eq. (8) with the
first component of Eq. (9), yields the time difference

. x;jcfed + y;; (c/}sﬁsd) + sﬂcd)) +2;;(chsbcd — sPsd) 10)
K c—Ucfch ’

The time difference can be converted to a phase difference ©;; by
inserting Eq. (3) into Eq. (10), which gives

6,; = k(x;;¢pc0 + y;;(cPsOsd + sPed) + z;;(cfsOed — spsd)), an

where 0;; := (@ — kU cos f cos 0)t;;. For well balanced vessels, the roll
and pitch angles will on average be close to zero, i.e., ¢ = E[¢(1)] ~ 0
and 0 = E[0(1)] ~ 0, where E[-] denotes the expected value. Based on
this notion, we can derive the mean phase difference 6;; by inserting
the values ¢ = 0 and 6 = 0 into Eq. (11), which yields

ij = k(x;; cos f + y;; sin f), (12)

where the mean phase difference 6,; := w,t;; is now defined in terms
of the wave encounter frequency w, = w — kU cos f. By focusing on
the average phase difference, we have conveniently circumvented the
restrictive small-angle assumption considered in Dirdal et al. (2022). A
quantitative assessment of the error impact due to the transition from
Eq. (11) to Eq. (12) is given in Appendix. In the remainder of this study,
we consider the phase difference as the principal sensor delay, as this
quantity is most commonly treated in the literature.

2.3. Forward speed state-space model

The phase difference model (12) can be formulated into a state-
space model by introducing the state vector x = [x;, x,]7 = [f, k]T
and polar coordinates (x;; = R;; cosq;;, y;; = R;; sina;;), and rewriting
Eq. (12) into the vector form

_ . X, COS X4
0, = [R,-/- cosa;;  Rj; sma,-l] [xz sinxl]
For N > 3 number of sensors, the continuous-time state-space model
can be written compactly as

x=0,

Ry, cosaj, Ry, sina,

Ry3cosas Ry3sina;

Ry cosa)y Ry sina;y Xy 08 %;
z=h(x) = Ry; cos Ry sina -

23 C0S @23 23 SN @3 X, sinx,
R,y cosayn R,y sinayy
| Rv-nn cosav_nn  Rav—nw sinagv_ |

sensor configuration matrix

13)
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Wave crest

(b) Side view

Bquilibrium

(a) Top view

(c) Back view

Fig. 3. Three independent situations of an underway vessel (rigid body) with constant forward speed U equipped with two sensors {s;} and {s;}, oriented at an angle  relative
to incoming long-crested harmonic waves with propagation speed c. The position of {s;} relative to {s;} is represented by 7, - The sensor axes point in the same direction as the
vessel body frame {b} (slightly faded). The tangent wave frame {w} is attached to the vessel with axes (x*, y*, z*) and origin coinciding with the (arbitrarily chosen) reference
sensor {s;}. The x* axis points in the same direction as the propagating waves, z* points upwards, and y* completes the right-handed coordinate system. The distance the wave
must travel to get from sensor {s;} to {s;} along the wave propagation direction is denoted d;; and depends on the roll (¢), pitch (6), and relative wave encounter (§) angles.
The wave encounter angle g is defined as the angle from x* to the projection of x* onto the tangent plane {w}. Starboard incident waves are defined by p € (~180,0]°, whereas
port incident waves are defined by g € (0,180]°. When g = 0°, the waves hit the stern first and we have following sea.

where z = [0}, O3, ..., Oy, Oy, ....0y. ....0y_;y]1". The
dimension of z is Py x 1, where Py is the maximum number of
independent phase difference measurements associated with N, which,
for nonlinear arrays, can be computed from
N(N - 1)

—

The state-space model (13) is observable for a minimum of two inde-
pendent phase differences, i.e., three noncollinear sensors (see Dirdal
et al. (2022) for proof). As we shall see, if the sensor is an IMU,
it is sufficient to only consider a single IMU and use the rigid-body
measurement transform (5) to generate the remaining measurements
needed in Eq. (13) to uniquely resolve the wave encounter angle and
wave number. It is worth emphasizing that the state-space model (13)
is observable in shallow and deep waters as it only utilizes the general
equation for wave celerity (phase velocity) in its derivation. Hence, the
PTPD approach is valid for all water depths, provided that the vessel
undergoes sufficient wave excitation.

Py = 14

2.4. High-frequency waves

The wave undulations on the sea surface will trigger a heave re-
sponse from the vessel as they move through it. If the waves are
sufficiently long, the heave response will be similar to the wave el-
evation, except scaled in amplitude. However, if the waves are very
short, the heave response will be dissimilar from the waves due to
the effect of vessel lowpass filtering (Nielsen, 2007, 2008; de Souza
et al., 2018; Nielsen et al., 2019; Nielsen and Dietz, 2020; Dirdal et al.,
2022). The effect of vessel filtering occurs whenever the wavelength of
a particular wave is shorter than the projected wave trajectory distance

through the vessel (Dirdal et al., 2022). When this happens, multiple
wave crests will affect the vessel simultaneously, resulting in a distorted
heave response. Hence, in order to avoid the effect of filtering, the
wavelength 1 should exceed the wave trajectory distance for a given
wave direction g, i.e.,

A > L|cos p| + B|sin f|, 15)

where L and B represent the respective length and beam dimensions
of the vessel. A quick and easy way to assess whether (15) holds for all
B is to check if the given wavelength is larger than the diagonal length
of the vessel (the maximum wave trajectory distance), i.e.,

A> VL2 + B2 16)

If Eq. (16) holds, the effect of vessel filtering is avoided for all § and
the vessel heave response will resemble the wave elevation (in other
words, the vessel behaves like a buoy).

It is worth emphasizing that the effect of vessel filtering on sensor
measurements is not accounted for by the PTPD model. As discussed
in Section 2.1, the PTPD model merely uses the travel distance, prop-
agation angle, and speed of the waves to quantify sensor delays and
neglects any rigid body effects. It is, therefore, important to exercise
caution when applying Eq. (13) to model the delay between ship-
board sensors, especially if filtering is occurring. As we shall see in
Section 3.3.3, this potential issue can be circumvented by employing
criterion (16) in the estimation procedure.

2.5. Theoretical results

To summarize, a pair of sensors on the sea surface generally ex-
perience a different delay than those on a rigid body. However, the
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Fig. 4. A block diagram illustrating the four procedures involved in our wave estimation methodology. The input data comprises the specific force, f";" > and angular rates, mfmu,
from a shipboard IMU expressed in the vessel body frame {b}. The input data is processed to yield estimates of the linear acceleration, é:“, and angular velocity, n”::,,, which are
then transformed to other locations on the vessel based on the desired lever arms r”. The z-components of the transformed accelerations are grouped into an acceleration matrix
y. and the phase differences O between them are estimated based on the frequency bandwidth femax- Finally, the phase differences are supplied to an unscented Kalman filter

which yields estimates of the wave encounter angle ﬁ and wave number k.

delays in both situations are proportional to the sensor separation up
to a certain distance, although with different gradients. We conjecture
that the forward speed PTPD model, which is simple, explicit, and ob-
servable in terms of the wave propagation direction and wave number,
can be used to model the sensor delays on a rigid body given that the
sensor separation distances are sufficiently small, and the waves are
sufficiently long. These speculations can be compactly formulated into
the following assumption:

Assumption 1. If Eq. (15) holds for a given A and f and the separation
distance between a pair of sensors on a rigid body is sufficiently
small, then the state-space model (13) can accurately model the phase
difference between the heave measurements in each sensor.

If Assumption 1 holds, then we are guaranteed by the observability
proof of our state-space model that the relative wave propagation
direction and wave number can be uniquely determined from phase
differences between a group of sensors on a surface vessel (rigid body),
which leads to the following theorem:

Theorem 1. Consider a rigid body with constant forward speed U > 0,
oriented at an angle f relative to the propagation direction of a regular wave
(Fig. 3) with wave number k. If Assumption 1 holds, then § and k can be
uniquely resolved from a minimum of three noncollinear sensors measuring
the body’s heave displacement or heave acceleration.

Proof. See Dirdal et al. (2022).

It is worth mentioning that the vessel roll and pitch motion cannot be
utilized with the PTPD approach as these motions do not exhibit any
phase difference across various points on the body (recall that for a
rigid body, angular motions are uniform for all points).

Suppose the sensors comprise a tri-axial accelerometer and gyro-
scope, such as an IMU. In that case, the minimum sensor requirements
imposed by Theorem 1 can be relaxed to a single sensor by employing
the acceleration transformation (5) to generate the other accelerations
needed. This interesting result can be formulated into the following
corollary:

Corollary 1.1. If the sensor is an inertial measurement unit (IMU), then
B and k can be uniquely resolved from a single IMU.

Before we can assess the validity of these theoretical claims ex-
perimentally, we need to develop a methodology that enables us to
transform the IMU measurements to different ship locations, extract the
phase differences between the various measurements, and resolve the
wave direction and wave number from the phase differences.

3. Methodology
Experimental verification of the theoretical results presented in

Section 2.5 poses two crucial questions, namely, how to measure
the phase difference between a pair of sensors and how to estimate

the wave direction and wave number from the phase differences. In
this section, we address these questions by proposing a methodology
(Fig. 4) for estimating the desired wave quantities. As we shall see, our
methodology comprises a sequence of procedures, each of which will
be discussed in the following subsections.

3.1. Data processing

The data processing steps performed on the raw IMU data involve
data segmentation, DC-removal, and lowpass filtering. These steps are
necessary to preserve the time-localization of events and clean the data
by mitigating unwanted biases and high-frequency noise.

3.1.1. Data segmentation

The ocean surface behavior is a non-stationary process, which im-
plies that its statistical parameters, such as wave height, direction, and
frequency, are time-varying. It is paramount to account for this time
variability when computing these parameters to correctly assess the
present ocean state. For instance, if we consider a very long data time
series and apply an FFT to this data, it becomes difficult to associate
which peak frequencies (and consequently which wave directions)
correspond to the actual time instances in which the events took place.
Hence, to preserve the time-localization of events using an FFT, it is
necessary to divide the data series into (quasi-stationary) segments and
process each data segment individually. This strategy is applied to the
input IMU data in the estimation procedure (Fig. 4).

The specific force and angular velocity data are segmented by mul-
tiplying the developing time series with a (moving) Hanning window
of a predefined length. The Hanning window alleviates the effect of
spectral leakage by smoothly decreasing the input to zero near the
endpoints, reducing potential discontinuities between the first and final
data samples. However, since the lower and upper tails of the Hanning
window are close to zero, a significant portion of the time series will
effectively be ignored in the analysis. To ensure that all information is
considered in the analysis, we use a 50% overlap between subsequent
segments, which is common for Hanning windows.

When segmenting the data for FFT analysis, a compromise ulti-
mately arises between the time and frequency resolution of the re-
sulting periodograms. The compromise between time and frequency
is regulated by the length of the window function considered (a long
window generally implies good frequency resolution but uncertainty in
the time resolution, and vice versa). An upper bound for the window
length can be established if the time intervals where the waveforms are
quasi-stationary are known. For ocean waves, stationarity is generally
preserved for up to 15-30 min (Holthuijsen, 2007).

3.1.2. DC removal and lowpass filtering

In general, the IMU measurements are subject to several stochastic
errors, which are typically separated and modeled as additive zero-
mean Gaussian white noise and a time-varying bias term. Adhering to
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this approach, we can use the standard three-axis accelerometer and
gyroscope sensor models from Fossen (2021), which are given as

b
fimu
b
imu

—ab _ob b b
_ans,- g +bacc+wacc’

a7

— mb b b
@ =0+ bars + Wars:

where fiﬁn . and wibmu are the respective specific force and angular
velocity measurements, aﬁ:, and a)sb are the linear acceleration and
angular velocity of the sensor frame {s,} with respect to {n} (considered
Earth-fixed and assumed inertial), bgcc and bgrs denote the respective
sensor biases, wgcc and wgrs denote the respective sensor noises, and g°
denotes the gravitational acceleration. All quantities are expressed in
(b}.

As can be seen by studying Eq. (17), the IMU measurements are
generally centered around a non-zero value due to the sensor biases
and force of gravity. If left unaccounted for, this non-zero value or
DC-offset will show up in the first frequency bin of the FFT spectrum
and may leak power into adjacent bins, affecting other low-frequency
components. Hence, it is advantageous to remove the DC-offset before
FFT processing. The latter can be achieved by simply averaging each
measurement time series and subtracting the average from itself. In
order to reduce the effect of high-frequency noise on the average and
the angular velocity (which shall be differentiated later), we apply
a lowpass filter with a cut-off frequency above the bandwidth of
the considered waves (for how to select this cut-off frequency, see
Section 3.3.3) to the IMU measurement segment. Hence, the final
estimated acceleration and angular velocity segments are given by

ab =f _E[f’ ),

ns; imu imu
b, =" -E@ ] 1
nb imu imu-’

where f‘i’;n , and tbfmu are the lowpass filtered signals and IE[-] denotes the
expected value. The averaging operation in Eq. (18) tacitly assumes that
the accelerometer and gyroscope biases in Eq. (17) remain more or less
constant for the duration of each considered data segment. The validity
of this assumption can be assessed by evaluating the accelerometer and
gyroscope in-run bias stabilities found in the IMU datasheet for the time
duration of the data segments. We assess the bias stability for the IMUs
considered in the wave tank and full-scale experiments in Sections 4.1.3
and 5.1.2, respectively.

3.2. Measurement transformation

The acceleration at one specific point on a rigid body can be trans-
formed to any other location, provided that the body’s angular velocity
and angular acceleration are known. This measurement transformation
is given in Eq. (5) and can be decomposed in the body frame {b} as
follows

b _ b
an,v/ - ans,

b

+mﬁbxr5‘s/ +ob, x (o, xr»f’_qj), 19)
where agsj is the transformed linear acceleration of virtual sensor {s;},
ab s, is the physical linear acceleration of sensor {s;}, a’)ﬁb is the angular
acceleration, and rf’ ,, is the position of {s;} relative to {s;}. If we
replace aﬁsl and @, in Eq. (19) with our estimated quantities ﬁzs, and
&)ﬂb from Section 3.1.2, we can use Eq. (19) to generate any virtual
measurements needed by supplying the desired lever arms (sensor
separation distances) rfi 5 The main challenge with this approach,
however, is that it requires an accurate estimate of (bzb, which is
not usually measured. In this study, we obtain estimates of the latter
quantity by numerically differentiating é)ﬁb. The data processing steps
addressed in Section 3.1.2 ensure that the noise in (b';b will not be
significantly amplified by differentiation. After the desired amount of
virtual accelerations have been generated, we extract the z-components
of all of them and place them into an acceleration matrix y, € RV*L,
consisting of N z-accelerations of length L.
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Algorithm 1 Phase difference estimation

procedure PD(y,, fomay)

Y, < fft(y,) > Compute the FFT

6, < atan2 (imag(¥.),real(Y,)) > Compute the phase response

f, < max IY,| b Store the peak frequencies (within femax) in @
0<f<femax

vector
for f in f, do
[6,, 6,,...

s @N]T - éz(f) > Extract the phase values at

frequency f

6,=6,-6

j, 1<iSN-1,2<j<N,i<j > Compute
the phase differences for all i and j
O(k) < [0)3. B3, ... Oy_n1T > Store the phase
differences for each f in a matrix
k—k+1
end for
return @

end procedure

3.3. Phase difference estimation

We estimate the phase differences between the measured waveforms
by employing an FFT with a frequency threshold to avoid wave com-
ponents potentially distorted by the vessel in question. The estimation
procedure is shown in Algorithm 1 and compromises the following
sequence of steps:

1. Compute the FFTs and phase responses of y..

2. Find the peak frequency of each magnitude response within a
maximum frequency threshold f, pax-

3. Extract the phase values for each peak frequency.

4. Compute the phase differences.

In this procedure, it is tacitly assumed that the dominant frequency
of the forced oscillation in heave aligns with the frequency of the
external wave force. This assumption is generally valid when the ship
encounters a fully developed sea with sufficiently large wave ampli-
tude and wavelength (see Assumption 1). In the following subsections,
we elaborate on additional implementation details not mentioned in
Algorithm 1.

3.3.1. Zero padding

The input to Algorithm 1 is the acceleration matrix y, € RN*L. If L
is a power of two, radix-2 FFT algorithms can be used to compute the
frequency responses, which are very efficient and can reduce processing
time. If L is not a power of two, radix-2 FFT algorithms may still be
applied by appending zeros at the end of the time domain signals such
that the total signal length becomes a power of two.

3.3.2. Tolerance threshold
The inverse tangent function used to obtain the phase response in
Algorithm 1 is highly susceptible to rounding errors. As a result, the
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rounding errors typically appear as noisy spikes in the computed phase
response. A common strategy used to mitigate this problem is to define
a tolerance threshold e and zero out the values of Y, for which [Y,| < e.

3.3.3. Frequency threshold

As discussed in Section 2.4, the vessel will distort wave components
passing through it if the wavelengths are sufficiently short. In reality,
an irregular sea comprises multiple wave components, some of which
have wavelengths shorter than the wave trajectory distance through
the vessel. It is, therefore, essential to avoid such wave components
when processing the heave response. The latter can be achieved by
only considering the frequency components within the upper threshold
femax Of the FFT spectrum. Apart from scaling, sinusoidal components
within this range are deemed unaffected by the vessel.

For stationkeeping vessels (i.e., U = 0), the zero-speed upper
threshold f,,,, is the frequency in which the right hand side (RHS) and
left hand side (LHS) of Eq. (15) become equal, which occurs when

Fmax = 8/2x tanh( 2ad >, (20)
Vi B2 Vir+ B2

where g is the gravitational constant and d is the water depth. The
relationship above is derived by rewriting Eq. (15) in terms of the wave
number (i.e., k = 2z /1), and inserting the resulting expression for k into
the dispersion relation

®? = kg tanh(kd). 21)

For underway vessels (i.e., U > 0), the frequency threshold (20)
needs to be adjusted to account for the Doppler shift given by

®, = | — kU cos f, (22)

where w, is the Doppler shifted encounter frequency. Rewriting Eq. (22)

in terms of linear frequency and f,,,,, yields the adjusted maximum

frequency threshold f, .« given in terms of forward speed, i.e.,
UL |

L2+ B20

where we have used k = 27/V L2+ B2 and cosfp = +L/VL?+ B2

(worst case scenario in which the wave trajectory distance is maxi-

mum). The latter component on the RHS of (23) should be added or

subtracted depending on whether the vessel is following or moving

against the waves, respectively.

(23)

fe,max = fmax B

3.4. Unscented Kalman filter

The state-space model (13) is inherently nonlinear, which requires
nonlinear estimation techniques to resolve the desired wave quantities.
Although it is possible to solve the wave direction analytically from
Eq. (12), the Kalman filter framework offers several benefits over such
an approach. With the Kalman filter, it is easy to incorporate uncer-
tainties into the estimation procedure, handle multiple measurements,
and simultaneously estimate the wave direction and wave number
online (Dirdal et al., 2022). It is, however, necessary for the wave
number to be positive, posing a constraint on the state estimate.

As discussed in Dirdal et al. (2022), the unscented Kalman filter
(UKF) has certain advantages over the extended Kalman filter (EKF)
when constraints are imposed on the state estimates. In short, the UKF
accounts for constraints when updating the error covariance, which the
EKF ultimately neglects. For this reason, the UKF was selected as our
main algorithm and the following subsections explain how it may be
applied to yield the desired wave quantities.
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3.4.1. Algorithm
The UKF algorithm may be applied to discrete-time nonlinear dy-
namical systems of the form

X = £(X4_p) + Wi, Wy ~ N(0,Q)
2, = h(x) + Vi, v ~ N(0,R)

where x, = x(kT,) and z;, := z(kT,) constitute the sampled state
and measurement vectors for sample time 7, and number k (not to be
confused with the wave number), f and h represent nonlinear transition
functions, and w; and v, denote white Gaussian process and measure-
ment noise with covariance Q and R, respectively. If we discretize the
continuous-time state-space model (13) and compare it with Eq. (24),
it is clear that the former fits the required model form with f(x,_;) =
x,_; and h(x;) as before. The process and measurement noise w; and
v, represent the expected deviation between reality and our process
and measurement models. They are characterized statistically through
their covariance matrices Q and R, which are discussed in detail in
Sections 3.4.2 and 3.4.3, respectively.

The UKF algorithm with state constraints is given in Algorithm 2;
for relevant background material regarding the UKF and constraint
handling, the reader is referred to Brown and Hwang (1997), Julier
and Uhlmann (2004), Kandepu et al. (2008), and Simon (2010) and
references therein. As a general rule, the UKF uses a deterministic
sampling scheme to select its sigma points. In this paper, we have
chosen the following set of sigma points

@9

% i=0

XO =%+ /(M + P, i=1,...M (25)
R -/ (M + P, i=M+1,...2M

A=ad*(L+K)-M

where

M = dimension of state x;
a = spread of samples about the mean
k = scaling factor

Sigma points outside the feasible region are projected onto the bound-
ary using the projection

s X, <
PEy={ 2°¢ (26)
%,, otherwise

where %, is the wave number estimate and ¢ is a small positive number
representing the boundary of the feasible region. The sigma points
are then propagated through the nonlinear transform (13) to yield
a new cloud of transformed points. The statistics of these points are
then computed by weighting them together using the following sets of
weights

WO = A po<isom) _ 1 @7
" A+M H 24+ M)’

0 — (0) — a2 (0<i<2M) _
Wl =w,"7+1 a+y, W =

1
EvETS @8
3.4.2. Process noise covariance

The conditions of the ocean environment, including wave direction
and wave number, are generally time-varying. Assuming that the de-
sired wave quantities are slowly varying, we can accommodate this
variability by modifying the state-space model (13) to include white
Gaussian noise with variance ",2”' The modified state-space model now

becomes a Gaussian random walk process of the form
X =Ax+Gw, w~ N(0,Ds(t— 1)), (29)

where A = 0, (2 x 2 zero matrix), G = I, (2 x 2 identity matrix),
D= aﬁ)[z, and (1 — 7) is the Dirac delta function. For simplicity, we
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Algorithm 2 Unscented Kalman filter

procedure UKF(X;, P, z,)
X,i” - Sigma(fx;,f’;) > Compute sigma points using Eq. (25)
X < px)

o 2M 17 ,(0) ()
X < Zico W' X¢

Eq. (27)

Pr (w0 30T +Q

apriori error covariance with Eq. (28)

70— n(x?)

o 2M ()

) Y W;fl Z/(cl)

a OIM 1 () f () aengp)

S, « { T WPZP -2zl -3)T} +R
innovation covariance

X2 2M i o— i P
P e S wOX? — o)z 2T

> Project sigma points using Eq. (26)

> Compute the apriori state estimate with
> Compute the

> Propagation of sigma points using Eq. (13)
> Predicted measurement

> Compute the

> Compute the
cross-covariance

K, < PEZSZI > Compute the Kalman gain
%, — %+ Ky (z - 2p)

P, « P, - K $,K]

> Compute posterior state estimate
> Compute posterior error covariance
return %, P,

end procedure

have used the same variance ¢2 to describe the variability of the wave
direction and wave number. From basic control theory, it can be shown
that the exact discretization of Eq. (29) is given by

x, =Fx, | +wy,

where F = ¢/sA = [, and

T %

Wy = / e"DAGw(r)dT = / w(r)dz,
k-1 k-1

where we have simplified the latter expression by inserting the values

for A and G into it. The process noise covariance Q is given by

Q=E[w,w;1=T,D=T,0> I, (30)

where T = 1, — 1,_, denotes the sampling period.

3.4.3. Measurement noise covariance

Both the phase difference measurements z, and measurement model
h(x,) are subject to uncertainties that will cause discrepancies between
them. The discrepancies are modeled by white Gaussian noise v,
which—if adequately designed (i.e., choosing the noise covariance R
appropriately)—can account for prevalent errors. In this work, we
deem errors caused by (i) submodeling and (ii) the FFT to be most
fundamental to any deviations observed. It is important to address
these errors to get an estimate of the uncertainties in the desired wave
quantities, which, in turn, indicate whether they can be relied on or
not.

The errors caused by (i) can be divided into two distinct groups:
(a) errors due to the model simplification performed on Eq. (11)
(i.e., averaging the instantaneous phase differences), and (b) errors
resulting from the fact that we are applying a PTPD model to the phase
differences on a rigid body. The phase difference error caused by (a)
can be quantitatively assessed by evaluating the absolute difference
between Egs. (11) and (12), which, for an arbitrary pair of sensors,
yields

16, - 6, = |kRU (cPeay(cO — 1) + cPpshspsay;

+ spsa; (e — 1)) + kz;; (cPsOcg — spsep) | (€3]
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In all the wave tank experiments, the model error (31) was less than 1°
for all experimental wave parameters and sensor pairs (see Appendix).
We deem errors of this magnitude minor and, as we shall see, are also
dominated by the error incurred from (ii). For these reasons, we neglect
errors due to (a) in the measurement covariance.

In contrast to (a), model deviations caused by (b) are considerably
more challenging to quantify. The challenge arises because we lack a
model quantifying directly how the phase changes when a measure-
ment is transformed using Eq. (19) (if we had such an explicit model
this would render the PTPD approach redundant). In order to assess the
impact of (b), we rely on experimental data to quantify the deviation
between the true phase differences and those predicted by our PTPD
model. The experimental results from the wave tank show that the
model error caused by (b) depends on the separation distance between
the sensors. Hence, if the sensors are sufficiently close, (b) can safely
be neglected from the measurement noise covariance without incurring
significant errors. A discussion of the sensor separation is given in
Section 4.2.1.

The phase difference error associated with (ii) can be attributed
to spectral leakage, which occurs whenever the considered waveform
is not periodic within the given sample interval. In other words, if
the actual waveform frequency is not an integer multiple of the fre-
quency resolution, the former will not be in the exact center of an FFT
frequency bin, causing a spread of power into neighboring bins. For
waveforms of finite duration comprising multiple frequencies, spectral
leakage will generally persist as all the frequency components will
generally not be integer multiples of the frequency resolution. An
analysis of the FFT phase error resulting from spectral leakage is given
by Dishan (1995), who shows that the error can be quantified as

O =TS, 32)

where @ := © — @ is the phase error between the true and estimated
phase (represented by a hat), T is the duration of the considered
waveform, and f := f, — f is the frequency error between the true
frequency and estimated frequency bin f, = n/T forn=0,1,..., L/2—1,
where L denotes the transform length. The maximum frequency error
occurs whenever the true frequency resides in the exact middle of two
frequency bins, i.e.,

fmax = %*

where 4 = 1/T is the frequency resolution. Inserting the latter into
Eq. (32), yields the maximum phase error, i.e.,
émax = g
Based on Eq. (33), the upper error bound of the computed phase
difference 6;; = ©; — 6, becomes

(33)

16,1 =16, —0,;| =16, - 0,) - (0, - 6))| = 6, - 6,| < 16,|+|6;| < .

(34)

Although the theoretical error bound (34) is significant and may dis-
suade the FFT for phase estimation, in practice, we see that employing
a Hanning window with the FFT leads to very accurate phase difference
estimates by reducing spectral leakage.®> Moreover, the main focus of
this study is not optimality but rather a proof of concept of the PTPD
approach to rigid bodies. As we shall see, the FFT algorithm is sufficient
to achieve the latter goal.

The error bound (34) indicates that the true phase difference can
be located anywhere within +r of the estimated phase difference. This

3 Multiple regular wave experiments were considered, and the phase differ-
ence estimates produced by the FFT with a Hanning window and curve fitting
(considered ground truth) agreed very well.
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Table 1
A summary of the initial state estimates, covariances, and internal parameters used in
the UKF.

UKF initialization

%, = [0, 0.05]"
P, = diag((1 7%, 2))

Process and measurement covariance Wave tank experiments
Q=T,62l,, o0,=1x107

12
R:g/{ Ip,

Full-scale experiments

Q=T o0,=1x10"
=12
R= 270,
UKF parameters M=2 a=001, y=2, k=0

type of uncertainty is characteristic of a uniform distribution with zero
mean and variance

Uém = % 2. (3%
However, the UKF algorithm requires the measurement noise v, to be
zero mean Gaussian distributed. To accommodate this requirement,
we approximate the uniform distribution above by a Gaussian with
variance (35).

It is worth highlighting that there are no uncertainties in the virtual
sensor locations when using the measurement transformation (19) to
generate the virtual measurements. Hence, by employing Eq. (19) we
eliminate uncertainties in the sensor locations as an error source, which
were considered prominent in our previous work (Dirdal et al., 2022).

3.4.4. Initial parameter settings

A summary of the initialization parameters, process and measure-
ment covariances, and internal parameters used in Algorithm 2 are
listed in Table 1. It is worth stressing that faster convergence may
be achieved by initializing the wave number to the value given by
the dispersion relation (21) using the frequency obtained from the
FFT. In this paper, however, we chose the initial values in Table 1 to
demonstrate the validity of Theorem 1.

The initially estimated error covariance P, was selected by modeling
the initial wave direction error as a uniform distribution over the
interval (—z, ] and approximating it by a Gaussian distribution with
the same variance. The wave number variance was chosen heuristically
but relatively large, reflecting our uncertainty in the actual value. The
process and measurement covariance, Q and R, were selected based on
our analysis in Sections 3.4.2 and 3.4.3. Note that the sets of values
for Q and R were chosen slightly differently in the wave tank and full-
scale experiments to represent the conditions of the wave environment
considered. For instance, in the wave tank, the wave conditions were
completely stationary (represented by a low ¢,,), whereas, in the ocean,
the wave conditions were considerably more variable (represented by a
larger 6,,). In the full scale experiments, the measurement covariance
was reduced as this yielded better estimation results. As discussed in
Section 3.4.3, we deem this reduction acceptable as the FFT phase
estimates were generally very close to the ground truths in the wave
tank experiments.

3.5. Summary of methodology

Our complete wave direction and wave number estimation method-
ology is given in Algorithm 3, merging all the procedures discussed in
this section into one algorithm that is recursively applied for each new
data segment. The input to Algorithm 3 comprises a data segment of the
raw specific force and angular velocity measurements expressed in the
vessel body frame {b} from a single IMU, the desired (virtual) locations
of the other IMU measurements (i.e., sensor separation distances), and
a maximum frequency threshold f,,,, denoting the bandwidth of the
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Algorithm 3 Wave direction and wave number estimation algorithm

procedure WDN(? , o r?, fr.)

imu’

femax < Doppler(fiayx) > Compute the Doppler frequency
threshold using (23) with vessel speed U
ﬁﬁ;,’ @b, < DP(f? , @) . femax) P Data processing using (18)
with fe max as cut-off frequency
y. < MT(" ” (bﬁb, r?) > Measurement transformation using (19)
with virtual sensor locations r?
6 < PD(y,, femax) > Phase difference estimation given by
Algorithm 1
for i =1: length(@) do
%, P < %, P, > Initial state and covariance estimates given
in Table 1
for j =1: length(y,) do
z < O(>) > Extract phase differences corresponding to
each peak frequency
%, P — UKFR, P, 2) > Wave direction and number
estimation given by Algorithm 2
end for
X(i) < & > Store final wave estimate from UKF
end for
/?, k < mean X) > Extract average wave direction and wave
number estimates

return ﬁ, k

end procedure

considered waves. The frequency threshold should not exceed the upper
threshold given by Eq. (20) and, if the vessel is moving with speed
U, should be adjusted to f. m,x by considering Eq. (23) (when U = 0,
femax reduces to fp,,). The length of the considered data segment and
percentage overlap with consecutive segments are generally tunable
parameters. As we shall see, these parameters regulate the trade-off
between accuracy and online estimation performance and should be
carefully selected.

The estimated phase differences matrix © from Algorithm 1 has
dimension Py x N, which means there are N sets of phase differences
pertaining to each peak frequency. For this reason, the UKF algorithm
must be applied N times to account for each, potentially different, set
of phase differences, which, in turn, yields N separate wave estimates.
We take the average of all these estimates and report this as the final
estimated wave direction and wave number.
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Fig. 5. The position and orientation of the model ship C/S Arctic Drillship (CSAD) were held fixed by a rope-pulley system.

4. Experimental validation of theory
4.1. Experimental design

The wave tank experiments were conducted in the NTNU marine
cybernetics laboratory, which is a small wave basin with dimensions of
40 m X 6.45 m x 1.5 m. The laboratory is equipped with a wave maker,
towing carriage, and real-time positioning system, making it an excel-
lent playground for model-ship testing in regular and irregular waves.*
We used the same model ship as in Dirdal et al. (2022), i.e., a 1:90
scaled model C/S Arctic Drillship (CSAD) equipped with several IMUs.
In the following subsections, we explain the design measures taken
to ensure that the assumptions of Section 2.5 were not significantly
violated during data collection.

4.1.1. Constant heading and forward speed

The model ship heading and position were confined by a rope-pulley
system connecting the ship to a towing carriage (Fig. 5). Each rope was
attached to a spring, allowing almost free motions in heave, roll, and
pitch while limiting the surge, sway, and yaw motions. The ropes were
interchanged and adjusted to produce the desired boat headings.

Constant forward speed was achieved by using the towing carriage
to pull the ship through the water. We considered three different
carriage speeds, 0.5 m/s, 0.6 m/s, and 0.7 m/s, which, in full-scale,
correspond to 9.1 knots, 11.1 knots, and 12.8 knots (using Froude
scaling with 1:90 model scale), and are within the range of average
transit speeds typical for drillships. Due to the limited length of the
wave basin, these speeds could not be sustained by the towing carriage
for more than 40 s in the slowest speed trial and less than 30 s in the
highest speed trial. Consequently, the duration of all the recorded IMU
data with forward speed is less than 40 s.

Due to the narrowness of the wave basin, only head sea (8 =
180°) and following sea (f = 0°) conditions could be tested in the
forward speed trials. Some oscillations in the heading angle of the ship
were observed during experiments due to the towing carriage, impact
of waves, and rope-pulley system. In order to assess the deviation
caused by these oscillations, the real-time heading angle was measured
using a separate camera-based positioning system called Qualisys. The
measurements reported by Qualisys showed that the maximum error

4 For details on the equipment, the reader is referred to the laboratory
website: https://www.ntnu.edu/imt/lab/cybernetics.
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between the initial heading and heading during experiments was less
than 5°. To ensure that the results were minimally affected by such
deviations, the true wave encounter angle was based on the average
heading angle computed from the Qualisys heading measurements.

4.1.2. Wave period and wave height

The experimental wave periods were generally selected above the
CSAD lower wave period threshold Ty, = 1/fax & 1.3 s (computed
by inserting the CSAD length and breadth dimensions, L = 2.58 m
and B = 0.44 m, with a water pool depth of 1.45 m into Eq. (20)) to
reduce the effect of vessel filtering on the IMU data. However, regular
wave experiments were conducted with a wave period of T, = 1.0 s to
demonstrate the issues related to high-frequency waves.

In general, as long as the vessel can “feel” the waves passing
through it, Theorem 1 is valid irrespective of how small or tall the
waves are. In practice, however, higher waves imply a higher signal-
to-noise ratio (SNR) in the IMU measurements, which can improve
estimation results. Despite the advantage of a high SNR, considerable
wave heights posed challenges to our rope-pulley system causing large
oscillations in the heading angle of the CSAD. Moreover, significant
waves caused more water exposure on deck, increasing the risk of water
leaking into the vessel and damaging electronics. For these reasons,
only slight, moderate, and (to some extent) rough sea states were
considered in the experiments (Table 2).

4.1.3. Sensor configuration

We equipped the CSAD with four Bosch BMI160 IMUs to record
the vessel motions caused by waves. The IMUs were fastened to the
vessel using Velcro tape and the array configuration is illustrated in
Fig. 6(a): The sensor array is noncollinear, with {s;}, {s,}, and {s3}
being almost coplanar and {s,} significantly elevated compared to
the rest. The IMUs are all connected to a Raspberry Pi 3 Model B+
through a common serial bus using the I2C communication protocol.
The individual IMU measurements were time-synchronized based on
the internal clock of the Raspberry Pi. The IMU sampling rate was set
to 50 Hz for all experiments as the serial bus could not handle the
increased information load associated with higher sampling rates.

Unfortunately, Bosch does not provide any information about the in-
run bias stability of the accelerometers and gyroscopes in the BMI160
IMU, meaning it is difficult for us to assess whether the biases remain
constant or not within the time frame of the recorded data segments.
However, it is plausible that the IMU data collected during forward
speed were not significantly affected by the bias due to the short time



J.A. Dirdal et al. Ocean Engineering 288 (2023) 116131

Table 2

The peak wave periods (7)) considered in the experiments, along with the corresponding wave height H (regular waves) and significant wave height H, (irregular waves). Numbers
outside parentheses represent the actual model-scale experimental parameters, whereas numbers inside parentheses represent the equivalent full-scale parameters (obtained using
Froude scaling with scale factor 90). All scaled wave heights can be characterized as either a slight, moderate, or rough sea state (Price and Bishop, 1974) with wave periods
within the frequency range of wind-generated waves. Wave periods and wave heights are given in seconds and meters, respectively.

T, 1.0 (9.5) 1.4 (13.3) 1.5 (14.2) 1.6 (15.2) 1.8 (17.1) 2.0 (19.0) 2.5 (23.7)
H 0.040 (3.56) - 0.027 (2.43) - - 0.017 (1.53) 0.011 (1.03)
H - 0.027 (2.43) - 0.018 (1.63) 0.017 (1.53) 0.014 (1.29) -

Table 3

Absolute phase difference errors 6, ,; between our phase difference model (12) and the FFT estimated phase difference between the processed z-accelerations of IMUs {s;} and {s;}
configured according to Fig. 6(a). The errors were evaluated for various sensor pairs exposed to regular waves with wave periods T, = 1.0 s, 1.5 s, 2.0 s, and 2.5 s and vessel
speeds U = 0.5 m/s, 0.6 m/s, and 0.7 m/s. The top and bottom tables show results for following sea (# = 0°) and head sea (f = 180°), respectively. All values are given in degrees.

T, U=05m/s U =06 m/s U =07 m/s

On 6 O 63 O 6 [ 63 6 6 O 63
10 s 147.75 150.61 283.82 286.68 119.76 118.77 235.21 234.23 151.67 153.07 298.31 299.71
15s 5.72 6.78 36.70 35.64 4.61 5.36 37.76 37.01 4.29 295 39.32 40.65
20s 0.55 0.10 13.58 12.94 1.77 2.69 11.97 11.05 0.22 0.65 14.75 13.88
25 s 0.66 1.22 4.87 4.31 0.47 0.41 6.06 5.17 0.72 0.16 4.50 5.06
T, U =05 m/s U =06 m/s U =07 m/s

00 61 6x 6y 00 61 6 6y O 61 6 6y
10 s 103.35 108.24 230.45 235.33 106.01 108.75 230.45 233.19 108.01 106.72 234.41 233.12
15s 0.33 0.22 37.77 37.22 2.49 2.43 34.34 34.40 4.35 4.29 30.53 30.60
20s 1.95 1.55 15.23 14.83 3.13 2.59 16.78 16.23 5.27 4.48 21.21 20.43
25s 2.21 2.20 9.91 9.90 1.38 0.93 9.10 8.65 2.19 2.57 9.29 9.68

® 18- o {83}
s s o} .
. . x’ {si} e or—2a*
y° e {s2} Yy’ o {s:}
[mm] xb y® 2b [mm] zb y 2
51 -319 -9 93 51 -319 -9 93
S 409 156 113 so 409 156 113
S3 418  -177 113 S3 418 -177 113
sy -1025  -13  -147 sy -103  -13  -147
(a) (b)

Fig. 6. The IMU array configurations considered in the wave tank experiments. IMUs 1, 2, 3, and 4 are denoted {s,}, {s,}, {s;}, and {s,}, respectively. The location of each
sensor is given in millimeters with respect to the vessel body frame {b}. The origin of {b} is indicated by a cross and defined midships with the z-axis pointing down (into the
page). The sensor configuration in (a) shows the original configuration of physically interconnected IMUs (filled circles), whereas (b) shows the virtual sensor configuration where
only IMU 1 is physical and the locations of the other IMUs are virtual (hollow circles).

duration of all experiments (less than 40 s). On the other hand, the of the model ship to produce the desired boat headings (Fig. 5) and

duration of the IMU data collected at zero speed was around 120 s, confirming this value with the Qualisys camera system. In the following
which may have been affected to a greater extent by the bias instability. results, we refer to the wave propagation angle relative to the boat

heading as the wave encounter angle when the vessel moves and the
4.2. Results and discussion wave direction when the vessel is stationary.

In this section, we assess the validity of the theory developed
in Section 2.5 by considering IMU data collected from experiments
conducted in the wave basin where the model ship was stationary and
underway in both regular and irregular waves. Since the time durations
of the collected IMU data were short, we consider each complete time
series as a single input data segment to our wave estimation algorithm

4.2.1. Experimental validation of Assumption 1

We can assess the validity of Assumption 1 by comparing the phase
differences predicted by Eq. (12) with the actual phase differences
measured between the sensors on the vessel for a range of vessel
speeds, wave periods, and wave directions. The error between the phase

(Algorithm 3). In the following results, the reference wave number was differences (Table 3) reveal three interesting observations: (i) the phase
computed using the dispersion relation (21) along with the pool depth errors associated with wave period T, = 1.0 s are disproportionately
d = 1.45 m and the true peak wave period (i.e., the wave period used large compared to the other wave periods, (ii) the sets of phase errors
as input to the wavemaker machine). The peak wave period value was {615, 6,3} are smaller than {64, 63,) for all experiments, and (iii) the
confirmed by examining the frequency content of the wave elevation errors generally decrease with increasing wave period.

data obtained from several wave probes placed around the tank. The The extreme deviations in observation (i) are caused by vessel fil-
reference wave propagation angle was obtained by fixing the ropes tering, which (in this case) occurs whenever the wave period is roughly

12



J.A. Dirdal et al.
O O3
200 200
150 150
100 100
50 50
0 0
w1 15 2 25 1 15 2 25
z
O34
0 0
- =
_,_—-“"
-100 -100 p-~" x
-200 -200
-300 -300
1 15 2 25 1 15 2 25

wave period (s)

Ocean Engineering 288 (2023) 116131

O, O3
0 0
-50 -50
-100 -100
-150 -150
-200 -200
7 1 15 2 25 1 15 2 25
2
Oy O3y
300 300
200 200
1008~ X < 100X~ %
— ——
e —m————— - e ————— -
0 0
1 15 2 15 2 25

wave period (s)

Fig. 7. The phase differences predicted by our model (12) (solid blue line) vs. the “true” phase differences (blue crosses) between respective sensor pairs as a function of wave
period for vessel speed U = 0.5 m/s. The “true” phase differences were obtained by applying an FFT to the processed z-accelerations of each IMU to get the corresponding
phase values. The results in red (dashed-dotted curves and squares) show the corresponding phase differences after virtually moving IMU 4 closer to the other IMUs. This virtual
placement was achieved by employing the measurement transformation (19) and the modified sensor configuration in Fig. 6(b), together with the processed linear accelerations,
angular rates, and angular accelerations of IMU 1. The dashed-dotted line shows the predicted phase differences (12) based on the new sensor location, whereas the squares
show the corresponding “true” phase differences obtained using an FFT as before. Left and right-handed plots show results for following sea (# = 0°) and head sea (8 = 180°),
respectively. The phase difference results for U = 0.6 m/s and 0.7 m/s have been omitted as they were almost identical to the results displayed.

less than 1.3 s.> When the waves are sufficiently short, the vessel acts as
a lowpass filter and attenuates the waves passing through it, resulting
in a reduction in the angular rates of the body. A reduction in the an-
gular rates causes the rigid-body accelerations to become increasingly
similar (see Eq. (6)), which, in turn, implies that the phase differences
approach zero. However, the phase differences predicted by Eq. (12)
generally increase with decreasing wave period as it does not consider
a rigid body. These opposite behaviors result in a growing deviation
between the true phase difference dynamics and our proposed model
(Fig. 7). As the wave period decreases, the true phase differences will
approach zero due to vessel lowpass filtering becoming increasingly
dominant, whereas the predicted phase differences continue to infinity.

The noticeable difference between the sets of phase errors in obser-
vation (ii) is mainly caused by a difference in the separation distance
between sensors {s;,s,,s3} and {s,,s3,s,} (Fig. 6(a)). Specifically, the
x-coordinate of {s,} is significantly larger than {s,} and {s;}, which
induces a larger deviation between the estimated and actual phase
differences associated with {s,}. However, if we bring {s,} closer to
the other sensors, the deviation decreases to zero (Fig. 7). As explained
in Section 2.1, we expect Egs. (6) and (12) to yield roughly the same
phase difference when the separation is sufficiently small since both
models are proportional to the sensor separation. It is worth stressing,
however, that there is generally a lower limit on how close the sensors
may be separated before the state-space model loses observability. As
the sensor separations decrease, there is an increasing risk that the
measured phase differences all become zero, meaning there is no longer
any guarantee that the UKF algorithm will find the correct solution.
However, it is difficult to quantify the minimum sensor separation as it
depends on the sensor sampling rate and speed/frequency of the waves
passing through the sensors. Since the sampling rate is considered
fixed for the system, a speed/frequency will always exist where the
waves will appear without delay in all sensors, irrespective of the
given sensor separation. Hence, the sensor separations should not be
considered a fixed universal quantity but rather tunable parameters
that can be adapted to different wave conditions. For instance, one
possible strategy is to consider different sets of sensor separations, each
of which should be applied depending on the measured wave frequency

5 This value was obtained by evaluating Eq. (15) with § = 0°/180° and
L =258 m, equating it with 2 = 2z /k, and finding corresponding the wave
period.
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given by the FFT. However, a methodology based on such a strategy is
outside the scope of the present study and left as a potential application
for future work.

Observation (iii) can be understood by studying the effect of increas-
ing the wave period on the models (6) and (12). The phase difference in
Eq. (12) is proportional to the wave number, which, in turn, is inversely
proportional to the wave period. Thus, as the wave period increases, the
predicted phase difference generally decreases towards zero (Fig. 7).
The effect of increasing the wave period on the angular rates and
accelerations in Eq. (6) can be understood by considering the vessel roll
and pitch responses in regular waves, which, for an underway vessel,
can generally be expressed as
d(1) = Ay sin(w,! + €4), 36)
0(1) = Ag cos(w,t + €),
where Ay, and A, denote the roll and pitch amplitudes, w, is the
wave encounter frequency, and ¢, and e, represent the phase shifts.
Assuming that the boat heading is fixed (i.e., y = 0), the angular rates
pand g can be written mathematically as p = ¢ and g = 8 cos(¢) (Fossen,
2021). Computing the time derivatives of Eq. (36) we see that the
amplitudes of p and ¢ depend directly on w,. Hence, as the wave
period increases, the angular frequencies w and w, will be driven to
zero, further implying that p, ¢, p, and ¢ will also converge to zero.
The latter result makes intuitive sense as, for very long waves, the
vessel will appear to oscillate up and down vertically, with little roll
and pitch motion, causing the measurements in each sensors to be
almost identical (i.e., zero phase difference). Therefore, it is clear that
increasing the wave period will cause both models (6) and (12) to
converge to zero, which, in turn, implies that the corresponding error
between them will behave in a similar fashion.

Unfortunately, due to the size of the wave tank, it was not possible
to assess the validity of Assumption 1 for other boat headings in
forward speed. Nevertheless, we carried out similar experiments in
regular waves for the stationary case (i.e., U = 0 m/s) with boat
headings {0°, 30°,60°,90°,120°, 150°, 180° } and obtained similar results.
Hence, based on these experimental results, it is reasonable to conclude
that Assumption 1 is valid.

4.2.2. Experimental validation of Theorem 1

The experimental results associated with the set of phase differences
{©,,0,3} (Tables 4 and 5) show that in 89% and 83% of experi-
ments considered with the original IMU setup, the wave encounter
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Table 4

Wave encounter angle results associated with the pairs of phase differences {0,,,0,;} and {0,,.0,,}, respectively, for wave periods 7, = 1.5 5, 2.0 s, and
2.5 s and vessel speeds U = 0.5 m/s, 0.6 m/s, and 0.7 m/s in regular waves. The numbers represent the absolute error between the wave angle estimates (after
convergence) from our wave algorithm (Algorithm 3) and the true values. Numbers outside parentheses represent errors associated with the original sensor
configuration (Fig. 6(a)), where all results are based on physical IMU data. Numbers inside parentheses represent errors associated with a single physical
IMU. The latter errors were obtained by using the processed linear acceleration, angular rates, and angular acceleration of IMU 1 with the measurement
transformation (19) and the virtual sensor configuration in Fig. 6(b) to generate the other IMU measurements. The top and bottom tables show the results
for following sea (= 0°) and head sea (8 = 180°), respectively. All wave angle errors are given in degrees.

T, U=05m/s U =0.6m/s U =07m/s
{61,.0,3} {054,034} (015,03} {0y, 0y,} (015,03} {014,051}
15s 4.92 (2.47) 7.26 (2.43) 1.34 (0.58) 1.15 (0.53) 3.94 (2.32) 3.29 (2.40)
20s 2.06 (1.77) 2.70 (1.77) 4.37 (2.35) 5.91 (2.31) 6.43 (2.35) 7.14 (2.27)
25s 0.14 (2.06) 0.41 (2.05) 4.36 (3.36) 6.26 (3.35) 2.63 (3.75) 3.86 (3.75)
T, U=05m/s U =0.6m/s U =0.7m/s
{015,603} {034,034} {0),,0,;) (014,04} (0,03} (0,05}
15s 1.74 (0.91) 3.02 (1.03) 0.17 (0.16) 1.10 (0.03) 4.14 (0.09) 4.58 (0.14)
20s 0.49 (1.23) 0.63 (1.27) 3.60 (1.76) 4.38 (1.80) 2.60 (2.72) 2.28 (2.71)
25s 1.91 (0.22) 1.97 (0.21) 6.70 (1.86) 6.87 (1.83) 2.24 (1.30) 2.06 (1.29)
Table 5

Wave number results associated with the pairs of phase differences {6,,,0,;} and {©,,,05,}, respectively, for wave periods 7, = 1.5 s, 2.0 s, and 2.5 s and
vessel speeds U = 0.5 m/s, 0.6 m/s, and 0.7 m/s in regular waves. The numbers represent the absolute error between the wave number estimates (after
convergence) from our wave algorithm (Algorithm 3) and the true values. Numbers outside parentheses represent the wave number errors associated with
the original sensor configuration (Fig. 6(a)), where all results are based on physical IMU data. Numbers inside parentheses represent the wave number errors
associated with a single physical IMU. The latter errors were obtained by using the processed linear acceleration, angular rates, and angular acceleration of
IMU 1 with the measurement transformation (19) and the virtual sensor configuration in Fig. 6(b) to generate the other IMU measurements. The top and
bottom tables show the results for following sea (f = 0°) and head sea (§ = 180°), respectively. All wave number errors are given in m~'.
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T, U=05m/s U =0.6m/s U =0.7m/s

{615,603} {614,034} {015,003} {04,905} {012,003} {0,4,05,}
15s 0.17 (0.06) 0.40 (0.08) 0.09 (0.06) 0.46 (0.10) 0.10 (0.09) 0.48 (0.17)
20s 0.02 (0.01) 0.14 (0.01) 0.10 (0.05) 0.13 (0.07) 0.07 (0.01) 0.14 (0.02)
25s 0.02 (0.02) 0.03 (0.03) 0.05 (0.00) 0.07 (0.00) 0.04 (0.02) 0.08 (0.02)
T, U =05m/s U =0.6 m/s U =0.7m/s

{015,603} {624,034} {01,085} {0y4,05,} {01,,0;} {0,4,05,}
15s 0.09 (0.00) 0.39 (0.08) 0.15 (0.06) 0.36 (0.04) 0.05 (0.07) 0.36 (0.08)
20s 0.07 (0.04) 0.18 (0.05) 0.08 (0.07) 0.19 (0.08) 0.11 (0.11) 0.24 (0.11)
25s 0.08 (0.05) 0.13 (0.05) 0.02 (0.03) 0.10 (0.02) 0.03 (0.06) 0.14 (0.06)

angle and wave number errors are less than 5° and 0.1 m~!, respec-
tively.® These numbers provide strong evidence in favor of Theorem 1
and extend previous findings by showing that the PTPD approach
is valid for underway vessels and not only stationary ones (Udjus,
2017; Heyn et al., 2017; Dirdal et al., 2022). Unfortunately, due to
the narrowness of the wave tank, it was not possible to assess The-
orem 1 for other boat headings in forward speed. We refer to our
previous work (Dirdal et al., 2022) for an assessment of Theorem 1 for
boat headings {0°,30°,60°,90°,120°, 150°,180°} in the stationary case
(i.e., U = 0 m/s). It is worth mentioning that we have omitted the
results for wave period 7, = 1.0 s since Assumption 1 is violated for
that period, as discussed in Section 4.2.1.

In contrast, the experimental results (Tables 4 and 5) also show that
for the set of phase differences {0,,,0,}, merely 83% and 22% of the
total wave encounter angle and wave number errors are within 5° and
0.1 m~', respectively. The significant difference in quality (especially
in the wave number) compared to the errors achieved using the set
{©),,0,3} can be explained by a difference in the sensor positioning
of {s1,s,,s3} and {s,,s3,5,}. As discussed in Section 4.2.1, {s,} is
displaced further from {s,,s;} along the x” axis than {s,}, resulting

6 For comparison, standard commercial radars such as Miros SM-050 and
Miros Wavex report wave direction accuracies of 7° and 20° and wave period
accuracies of 5% and 10%—see Table 6 for how these values affect the
accuracy of the wave number and why 0.1 m~! was selected as the accepted
error threshold.
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in a greater deviation between our phase difference model and the
actual phase difference dynamics. Bringing {s,} closer to the other
sensors reduces the deviation between the models, resulting in 100%
and 94% of the wave encounter angle and wave number errors for
{044,054} being within 5° and 0.1 m~! (Tables 4 and 5), respectively. It
is worth stressing that although the deviation can in theory be reduced
to zero by bringing the sensors very close, doing so in practice may
compromise the observability of Eq. (13), as discussed in Section 4.2.1.

The wave number estimation results (Table 5) also demonstrate
another interesting and beneficial fact: We can retain the absolute
frequency (through the dispersion relation (21)) from shipboard IMU
measurements taken in the encounter frequency domain. This property
is particularly useful for beam to following sea conditions (i.e., # €
(=90°,90°)) in which the wave encounter frequency generally does not
possess a unique solution (Fig. 8). Due to the observability of our
state-space model, our approach directly maps the phase differences
(which are based on the encounter frequency) to the absolute frequency
domain, thereby circumventing the 1-to-3 mapping problem associated
with underway vessels in following seas (Nielsen, 2017b, 2018).

4.2.3. Experimental validation of Corollary 1.1

The experimental results (Tables 4 and 5) show that for a single
IMU in 100% and 94% of experiments considered, the wave encounter
angle and wave number errors are within 5° and 0.1 m™1, respectively.
These numbers extend previous findings by showing that a single IMU
is sufficient, as opposed to three, as initially proposed in Dirdal et al.
(2022). This result increases the practical utility of the PTPD approach
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Table 6
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Theoretical wave number errors k (unit m=1) resulting from a 5% and 10% error in the experimental wave periods Tp (unit seconds). The wave number
errors were computed from Eq. (21) by adding and subtracting the percentage error to each respective wave period. In each calculation, the water pool
depth of the wave basin (d = 1.45 m) was considered. Based on these numbers, we consider 0.1 m~! a reasonable error threshold to assess the quality

of the wave number estimation results.

T, 1.0 1.4 1.5 1.6 1.8 2.0 2.5
[ 0.40 0.20 0.17 0.15 0.11 0.09 0.05
Fion 0.82 0.41 0.35 0.30 0.23 0.18 0.11

significantly as many vessels already employ IMUs as part of their
sensor suite, thus allowing the approach to be applied directly without
the need for installing additional units and time synchronizing the
measurements between them. It is worth emphasizing that the results
presented here are only valid for IMUs, which can measure angular
rates and specific force simultaneously—both of which Eq. (19) relies
on.

However, an important drawback of Eq. (19) is that it depends
on the angular acceleration n‘)ﬁb, which is not usually measured. In
this work, we have obtained estimates of the latter through numerical
differentiation of "’Zw which we argue is valid since each measurement
data segment has been lowpass filtered (see Section 3.1.2). The validity
of using numerical differentiation is further substantiated by our re-
sults, which are either similar in magnitude or outperform the results
based on multiple physical IMUs. It is worth mentioning that there
exist other methods for estimating (bﬁb (Zappa et al., 2001; Kjerstad
and Skjetne, 2016); however, these rely on an array of (minimum) four
noncoplanar tri-axial accelerometers.

It is interesting to see that the wave estimates for {0,,0,3} from
a single IMU, in many cases, produce lower errors than for three
physical IMUs (Tables 4 and 5), despite the sensor coordinates being
(in theory) the same. We speculate that one of the reasons for this
behavior is that the application of Eq. (19) effectively eliminates any
bias resulting from uncertainties in the sensor positioning. As discussed
in Dirdal et al. (2022), uncertainties in the sensor positions can result
in significant errors in the phase differences, especially for higher
frequency waves. By employing Eq. (19) instead, the issues regarding
sensor positioning are conveniently circumvented, as any virtual sensor
coordinates specified as input to Eq. (19) represents the true location.

Up to now, we have used Eq. (19) to generate the minimum number
of measurements needed to determine the wave encounter angle and
wave number uniquely. However, it is worth pointing out that we
could use Eq. (19) to spawn any arbitrary number of measurements.
As discussed in Dirdal et al. (2022), increasing the number of phase
differences will reduce the error variance of the estimates, but only up
to a specific limit. Note that this will only work if the virtual sensor
locations are noncollinear (Theorem 1) and sufficiently close to each
other (Assumption 1).

4.2.4. Long-crested irregular waves

So far, we have established the theoretical foundation for determin-
ing the wave encounter angle and wave number from a train of regular
harmonic waves. However, in reality, ocean waves are irregular, typi-
cally characterized by many wave components differing in amplitude,
frequency, and wave direction. For long-crested irregular waves, each
constituent wave component has the same propagation direction, mean-
ing that it is, in theory, sufficient only to consider one such wave
component to infer the general propagation direction. Hence, if we
can extract only one wave component/frequency (e.g., using an FFT),
we can apply Theorem 1 and Corollary 1.1 to determine the wave
propagation direction of long-crested irregular waves from a single
IMU.

In order to assess the validity of the approach mentioned above,
two sets of experiments were conducted in the wave basin involving
a stationary and underway vessel, respectively, subjected to long-
crested irregular waves. In the stationary and forward speed trials, we
considered the set of boat headings {0°,30°,60°,90°,120°, 150°, 180°}
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w, (rad/s)

30

Fig. 8. Encounter wave frequency (w,) vs. absolute wave frequency (w) in following
waves (f = 0°) computed by Eq. (22) with water depth d = 1.45 m (results are
almost identical for increasing d) and forward vessel speeds U = 0.5 m/s, 0.6 m/s, and
0.7 m/s to represent the test conditions of the wave basin. When w, < 1/4y, where
w = U cos f/g, the wave encounter frequency maps to three different (absolute) wave
frequencies. The latter situation applies for all our experiments conducted in following
waves with (absolute) wave periods T,= 155, 2.0 s, and 2.5 s.

and {0°,180°}, respectively, with significant wave heights and peak
wave periods given in Table 2. The experimental results (Tables 7
and 8) show that in 92% of the forward speed trials and 79% of the
stationary trials, the wave encounter angle error is less than 5°. If we
extend the error threshold to 10°, all wave direction estimates except
one are within the latter. These results demonstrate that our phase
difference model can also be applied to long-crested irregular waves to
uniquely resolve the relative wave propagation direction from a single
IMU. The application of our approach to long-crested irregular waves
for stationary and underway vessels extends previous works (Udjus,
2017; Heyn et al., 2017; Dirdal et al., 2022), which are limited to a
stationkeeping vessel and regular waves, and whose results are based
on multiple physical IMUs.

Despite the good agreement between the wave direction results, the
same level of agreement is not seen for the wave number, which, for
underway and stationkeeping trials, yields 71% and 57% of errors less
than 0.1 m~! (Tables 7 and 8), respectively. It is difficult to state with
certainty the exact reasons for the observed discrepancies; however, we
speculate that they are caused by a combination of (i) poor frequency
resolution in the FFT spectra, (ii) a growing mismatch between our
phase prediction model and the true vessel dynamics due to increased
angular vessel rates, and (iii) the UKF algorithm sometimes favoring a
low wave direction error at the expense of a high wave number error.
Each of these issues are addressed in the following paragraphs.

As mentioned in Section 4.1, the time duration of the recorded IMU
data was less than 40 s for the forward speed trials and less than
120 s for the zero speed trials. Time durations of such magnitudes
will invariably impact the attainable frequency resolution of the FFT
spectra. As discussed in Section 3.4.3, a poor frequency resolution will
make it more challenging to pinpoint the true frequency, causing it
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Table 7

Wave encounter angle and wave number results, § and k, respectively, from forward speed trials in following and head waves (i.e., # = 0° and f# = 180°) with vessel speeds
U =0.5m/s, 0.6 m/s, and 0.7 m/s exposed to long-crested irregular waves with peak wave periods 7, = 1.4 5, 1.6 5, 1.8 5, and 2.0 s. The numbers show the absolute error between
the wave estimates (after convergence) from our wave algorithm (Algorithm 3) and the true values by considering the set of phase differences {0,,0,3,0,,,0,;,0,,,0,} and
the virtual sensor configuration in Fig. 6(b). Note that in the results presented we have reduced the maximum frequency threshold in Algorithm 3 to f,. = 0.6 Hz. The wave
encounter and wave number errors are given in degrees and m~!, respectively.

T, U=05m/s U =0.6m/s U =07m/s
p=0° p = 180° p=0° p = 180° p=0° p = 180°
] k p k I k g k ] k p k
14s 0.19 0.47 1.95 0.03 0.37 0.49 7.44 0.05 2.28 0.08 6.35 0.06
1.6 s 0.39 0.15 0.14 0.06 0.40 0.24 0.47 0.15 4.18 0.71 2.30 0.01
1.8s 1.88 0.06 0.05 0.06 1.68 0.12 1.86 0.05 2.93 0.00 0.19 0.09
20s 0.11 0.06 0.11 0.02 0.91 0.02 4.61 0.02 3.13 0.07 2.40 0.06
Table 8
Wave direction and wave number results, § and &, respectively, from a stationary vessel exposed to long-crested irregular waves with peak wave period 7, = 1.4 s, 1.6 s, 1.8 s,

and 2.0 s and wave directions g = 0°, 30°, 60°, 90°, 120°, 150°, and 180°. The numbers show the absolute error between the wave estimates (after convergence) from our wave
algorithm (Algorithm 3) and the true values by considering the set of phase differences {©),,0,3,0,,,0,;,0,,,0;,} and the virtual sensor configuration in Fig. 6(b). Note that in
the results presented we have reduced the maximum frequency threshold in Algorithm 3 to f,,, = 0.6 Hz. The wave direction and wave number errors are given in degrees and
m~!, respectively.

T, p=0° p=30° p =60° p=90° p=120° p =150° p =180°
) k 1) k ) k ] k ] k ] k ] k
14s 1.89 0.20 3.45 0.03 2.06 0.26 2.46 0.01 3.85 0.05 6.51 0.08 0.87 0.17
16s 0.92 0.24 7.56 0.01 1.72 0.42 3.83 0.08 3.14 0.19 10.47 0.06 0.18 0.10
18's 1.57 0.11 6.91 0.28 4.00 0.11 2.90 0.13 3.55 0.22 5.56 0.06 0.90 0.07
20s 0.41 0.10 3.10 0.04 3.13 0.09 2.92 0.06 2.80 0.01 9.58 0.14 0.92 0.02
to fall between two frequency bins and ultimately affecting the phase mismatch between our model and the actual vessel dynamics. However,
response. In order to improve FFT resolution, a longer FFT length by reducing the frequency threshold, our algorithm may effectively
must be considered, which may be fulfilled by increasing the duration select a frequency different from the spectrum’s peak frequency. This
of the measured data or by various interpolation techniques such as operation poses no issue for long-crested seas as each wave component
zero-padding. propagates in the same direction. However, for more short-crested
Inspecting the wave estimation errors in Table 8 closely, it is clear seas where multiple propagation directions may exist, care must be
that the most significant wave direction and wave number errors are exercised to maintain the frequency threshold so that the desired peak
associated with the experiments in which g = 30°,60°,120° and 150°. wave frequency and direction are addressed.
In those experiments, we expect the angular rates of the body to be
quite high due to the vessel roll and pitch responses being active and 5. Full scale experiments
large simultaneously (the waves are approaching the vessel diagonally
as opposed to straight on or from the side). An increase in the angular 5.1. Experimental design
rates will cause a growing mismatch between our phase prediction
model and the actual phase difference dynamics. As discussed in Sec- During spring 2022, an experimental campaign was carried out with
tion 4.2.1, this mismatch can generally be reduced by tuning the sensor the NTNU-owned research vessel Gunnerus (Fig. 10) in the vicinity of
separations such that the virtual sensor positions become sufficiently f\lesund, a small coastal city on the west coast of Norway, to collect
close. full-scale IMU data in various sea states and to assess the practicality of
The issues raised above will manifest themselves as errors in the our proposed PTPD method. The research vessel Gunnerus is equipped
estimated phase differences. These errors tend to be reflected more with an advanced dynamical positioning system and many other instru-
in one of the wave quantities than the other and less often in both ments, making it an excellent platform for measuring waves at zero and
simultaneously. In other words, when significant errors are present, forward speed.”

the UKF algorithm seems to favor a lower estimation error in one of
the wave quantities at the expense of a higher error in the other. In 5.1.1. Campaign description

order to assess this speculation, we have conducted a small simulation The field experiments were conducted over the course of two days.
study investigating how individual estimation errors are affected by the On each of these days, experiments involving zero and forward speed
UKF for a range of wave directions and frequencies when significant  yere, respectively, considered. The zero-speed trials were carried out
errors in the phase differences are present. In addition to confirming in two distinct locations (Fig. 11(a)) in which the vessel was exposed to
the speculation above, the results (Fig. 9) also show that the wave  4pen and sheltered waters, respectively. At each location, four heading
number error is generally more sensitive to changes in the wave period angles were considered by orienting the vessel into the waves (head
(compare the magnitudes of the wave direction and wave number  geq) and subsequently adjusting the heading angle by 30°. Each heading
errors in the plots in Fig. 9). This behavior can explain some of the angle and vessel position was maintained for approximately 40 min by

opposing wave estimation results in Tables 7 and 8 and, in particular,
why the wave number error in some cases appears to be affected more
than the corresponding wave direction error.

It is worth mentioning that in the results presented (Tables 7 and 8),
we have reduced the maximum frequency threshold f;,,, in Algorithm

the dynamical positioning system onboard. However, the duration of
some experiments is shorter since the data logging system had to be
restarted for some experiments, resulting in a loss of data. The forward

3, which produced better results. As we have seen, lower frequencies 7 For more information and details about the vessel and the equipment
(longer wave periods) tend to produce more accurate wave estimates onboard, the reader is referred to the official Gunnerus website: https://www.
due to a reduction in the angular rates of the body, thus yielding less ntnu.edu/oceans/gunnerus.
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Fig. 9. Wave direction and wave number estimation results from our UKF algorithm (Algorithm 2) based on simulated phase differences with added random Gaussian noise. The
phase differences were simulated using Eq. (12) with the sensor configuration in Fig. 6(b) and adding random Gaussian noise with mean 10° and standard deviation 5° to the
computed values. The set of phase differences {0,,,0,3,04,0,;,0,,,0,,} were considered in the simulation together with wave periods 7, = 1.4 s (left) and 7, = 2.0 s (right). The
plots show the absolute error between the wave estimates (after convergence) and the true values. The wave direction error is given in degrees, whereas the wave number error

is given in m~! but multiplied by a factor of 100 to better highlight the overall trend.

Fig. 10. The research vessel Gunnerus considered in the full-scale experiments.

speed trials consist of a single experiment in head sea (Fig. 11(b))
lasting approximately 6 min. The short time duration and the limited
number of trials for forward speed were due to ship operational issues.

5.1.2. IMU system and sensor configuration

Our data logging system comprises five ADIS16465 high-precision
microelectric mechanical system (MEMS) IMUs (each of which includes
a tri-axial accelerometer and gyroscope), a GPS receiver, a solid state
drive, and a synchronization unit (Fig. 12). The IMUs and GPS receiver
are all connected to the synchronization unit, which performs the
synchronization of measurements using PPS time synchronization. All
communication between the IMU nodes is done serially through the
SPI protocol via cables of length 20 m. For all experiments, the IMU
sampling rate was set to 100 Hz. We consider this sampling rate
sufficient, as it is twice the rate used for the wave tank experiments
as well as much higher than the bandwidth of wind-generated ocean
waves.

The IMUs were rigidly attached to the vessel by clamping them onto
the metal bars running across the roof of Gunnerus using screw clamps
(Fig. 13). The metal bars run laterally across the vessel, making them an
excellent reference to ensure that the gyroscope/accelerometer x-axis of
each IMU is aligned with the vessel’s longitudinal axis (thus minimizing
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potential misalignment errors). The distances between the IMUs were
measured using a laser distance measure tool relative to a common and
known reference point on the vessel.

The IMU configuration considered in experiments is illustrated in
Fig. 14. The IMU array is noncollinear and coplanar. The former is
necessary to ensure that the state-space model (13) is observable,
whereas the latter reduces the deviation between Egs. (11) and (12)
when z; = 0 (see Appendix). The sensor positions were deliberately
chosen to be near each other for three reasons. First, as established in
Section 4.2.1, Assumption 1 is valid when the sensors are sufficiently
close to each other. Second, the rigid-body assumption is preserved
more for smaller regions on the vessel than positions on opposite ends
(e.g., bow and stern), which are more susceptible to bending and other
forms of deformation. Third, no other locations were as suitable as the
roof for measuring distances and fastening the sensors to the vessel
(drilling into the vessel to attach the sensors was not permitted).

The gyroscope and accelerometer sensor biases were assumed con-
stant for the duration of each processed data segment. This assumption
is substantiated by the gyroscope and accelerometer Allan variance
curves found in the ADIS16465 datasheet, which states that for a 6 min
integration period (the considered window length of each data segment;
see Section 5.2.1 for discussion), the gyroscope and accelerometer
in-run bias stability are less than 2°/hr and 4.5 pg, respectively.

5.1.3. Wave direction reference systems

Gunnerus possesses a commercial wave radar system comprising
a Furuno X-band marine radar and a Miros Wavex computer. The
Miros computer processes the raw Furuno radar images of backscat-
tered light reflected off the sea surface to produce estimates of the
directional wave spectrum. In the following results, we consider the
main/dominant wave direction estimated by the wave radar system as
the ground truth reference value. Moreover, we consider the accepted
wave direction error threshold to be 20° when evaluating the perfor-
mance of our wave estimation algorithm, as this number is the wave
direction accuracy reported by the Miros Wavex system.

Some of the zero-speed experiments were performed near a Fugro
Seawatch Wavescan buoy (Fig. 11(a)) owned and administered by the
Norwegian Public Roads Administration, who has made the buoy data
available to the public (Furevik et al., 2016). The buoy measures almost
everything related to the sea surface, including directional information,
rendering it an additional useful reference for wave assessment. Com-
pared to the wave radar system, however, the update rate of the buoy
is significantly lower, with updates given every 10 min as opposed to
1 min for the wave radar.
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Fig. 11. The zero-speed trials were conducted in two distinct locations: Breidsundet (Location 1) and Sulafjorden (Location 2). The forward speed trials comprise only one
experiment because of ship operational issues, bringing the campaign to an abrupt end. Several directional wave rider buoys are stationed in the region, which the Norwegian
Public Roads Administration operates. The wave conditions during experiments were relatively moderate, with significant wave heights generally less than 1.5 m.

Fig. 12. Our data logging system comprises five IMUs, a GPS receiver, a solid state
drive, and a synchronization unit.

5.2. Results and discussion

In this section, we present and discuss the results from our PTPD
approach when applied to full-scale experimental IMU data. All the
wave radar and wave buoy values of the wave direction have been
transformed to the wave tangent frame (Fig. 3) to be commensurate
with the wave direction estimates given by our algorithm. The wave
direction results are shown between 0° and 360° to avoid rapid jumps
for values in proximity to 180°. For stationkeeping vessels, the wave
number estimate is not particularly interesting as it is implicitly es-
timated by Algorithm 1 through the peak wave frequency used to
generate the desired phase differences (we can use this frequency to
calculate the wave number directly based on the dispersion relation for
deep waters). For this reason, we consider the wave number redundant
and have consequently omitted it from the zero-speed results.

The length and breadth dimensions of Gunnerus are 36.25 m and
9.90 m, respectively. Substituting these values into Eq. (20) with d
arbitrarily large (deep waters) yields the maximum frequency threshold
fmax = 0.2 Hz. The latter value is substituted into Eq. (23) for the
forward speed trials to get the adjusted frequency threshold f, nax
when the vessel moves with speed U.
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5.2.1. Zero speed

The zero-speed experiments were conducted in two distinct loca-
tions (Fig. 11(a)) to assess the performance of our proposed method
in two different sea states. Following the sea state code definitions
by Price and Bishop (1974), the observed sea states in Location 1 and
2 were moderate and slight, with significant wave heights generally
between 1.2—1.4 m and 0.7-0.8 m, respectively. The incident waves in
Location 1 are generally larger than Location 2 as they come directly
from the open sea, unobstructed by any landmass. In both locations,
the swell was heavily dominant compared to the local wind.

Our experimental results (Figs. 15 and 16) show that in both loca-
tions, the estimates of the relative wave direction from our proposed
method are generally very close to the corresponding values reported
by the wave radar and wave buoy systems. Quantitatively, 91% and
71% of the total estimation errors are less than 20° and 10°, respec-
tively, for the physical sensor configuration and, correspondingly, 92%
and 70% for the virtual sensor configuration based on a single IMU.
In addition to the high accuracy, the similarity of results between
the physical and virtual sensor configurations further demonstrates
that only a single IMU is indeed sufficient, thus rendering multiple
physical IMUs redundant. This important result significantly increases
the practical usefulness of our proposed method in addition to being
accurate, cheap, portable, flexible, easy to install, and robust against
various environmental conditions. In contrast, de facto standard wave
buoy and wave radar systems are expensive and suffer from either being
geographically confined, less flexible to changes, difficult to install
(without expert help), and in some cases, sensitive to the external
environment. For instance, during data collection, there were several
losses from the wave radar due to precipitation and interference with
the surrounding landmass (Fig. 16).

We suspect that uncertainties in the phase differences resulting from
the FFT are likely one of the main culprits behind some of the observed
deviations between the estimation results and the ground truths. By
relying on the FFT, a compromise must be made between time and fre-
quency resolution, which, in turn, translates to a compromise between
real-time performance and accuracy—both of which must be present for
practical feasibility. The compromise is reflected quantitively through
the window length and percentage overlap between consecutive data
segments, which for the presented results, were chosen after trial
and error as 6 min and 50%, respectively. Collectively, these values
produce estimate updates every third minute after initialization, which
we consider a reasonable compromise between real-time performance
and accuracy.

In the results presented, we reduced the frequency threshold to
0.13 Hz, which produced better results (recall that longer wave periods
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Fig. 13. The IMUs and GPS receiver were clamped to the roof of Gunnerus using screw clamps and connected to the synchronization unit, which was placed downstairs inside

the bridge.
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Fig. 14. IMU array considered in the full-scale experiments. IMUs 1, 2, 3, 4, and 5 are denoted s, s,, 53, 54, and ss, respectively. The location of each sensor is given in meters
with respect to the vessel body frame {b}. The origin of {b} is indicated by a cross, where the z*-axis (not shown) points down into the page. We have used the same configuration
for the virtual sensor locations with IMU 1 considered as the only physical sensor. The virtual measurements from the other “sensors” were obtained by employing the measurement
transformation (19) together with the processed linear accelerations, angular rates, and angular accelerations of IMU 1.

generally reduce model mismatch). As discussed in Section 4.2.4, such
an adjustment is generally acceptable for unimodal seas where all
wave components have the same propagation direction. Indeed, this
was the case for both locations, which were largely swell-dominant.
However, for a bimodal sea state consisting of swell and local wind-
generated waves, our method (if left unmodified) will return the main
wave direction and wave number corresponding to the most prominent
wave system, assuming the wave systems are clearly distinguishable.
This result follows from the current implementation of the method (see
Algorithm 3), which assumes a single mode and concludes after finding
the frequency associated with the largest peak. It is worth noting that
if all the modal frequencies are known, the PTPD approach can be
extended to work in multimodal environments by applying the method
recursively for each modal frequency. The main challenge, however, is
to identify the frequency of each unique mode in the heave acceleration
spectrum. The latter can be achieved through various peak detection
algorithms such as findpeaks() in MATLAB or more advanced
techniques based on wavelet analysis (Du et al., 2006).

5.2.2. Forward speed
As mentioned earlier, the forward speed trials were abruptly ended
due to ship operational issues shortly after commencing the first
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trial. For this reason, we consider the only forward speed experiment
recorded that day, which lasted approximately 6 min. Despite the
short duration, the results (Fig. 17) show great promise—91% of wave
encounter angle errors and wave number errors are less than 20°
and 0.01 m~!, respectively, for the physical sensor configuration and,
correspondingly, 82% and 73% for a single IMU. The wave number
errors are particularly interesting as they suggest that it is indeed
possible to retain the absolute wave frequency directly while moving
with constant forward speed. Unfortunately, we were not able to test
the latter in following sea conditions, thereby potentially circumventing
the 1-to-3 mapping problem existing between encounter frequency and
absolute frequency domains (Nielsen, 2017b, 2018).

6. Conclusions and further recommendations

A relatively new and exciting signal-based approach using the
phase-time-path-differences (PTPDs) between a shipboard array of sen-
sors to retrieve directional wave information has been explored in this
study. We derived a new kinematic PTPD model accounting for forward
vessel speed, thus generalizing the PTPD concept further to moving
vessels. The theoretical foundation of this model in terms of modeling
sensor delays on a rigid body was carefully assessed, and it was shown
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Fig. 15. Relative wave direction estimation results from our wave algorithm (Algorithm 3) from Location 1 (moderate sea with significant wave heights 1.2 — 1.4 m and water
depth 339 m) for four different boat headings corresponding to head, bow, and beam seas. The estimates from the physical sensor configuration are indicated by crosses (blue),
whereas the estimates from the virtual sensor configuration based on IMU 1 (Fig. 14) are indicated by plus signs (red). The corresponding wave direction values reported by the
wave radar and wave buoy D are represented by dots (pink) and squares (green), respectively. The histograms next to each plot show the corresponding absolute error count for
different error intervals for both sensor configurations (real and virtual). The wave radar values are considered as ground truth except for the bottom plot where it was mistakenly
off and turned on again after 39 min. Hence, until 36 min, the wave buoy values were considered as reference. For each wave direction estimate (cross or plus sign), comparison
was made with the ground truth by considering the value closest in time. All wave directions are given between [0°,360°) as the positive counterclockwise angle from the x-axis
of the wave tangent frame to the vessel body x’ axis (Fig. 3). The window size, segment overlap, and frequency threshold f,,,, were set to 6 min, 50%, and 0.13 Hz, respectively.

that the model’s accuracy relies on sufficiently short sensor separations
and sufficiently long waves. Based on this theory and PTPD model,
we proposed a methodology to resolve the wave propagation direction
and wave number online from an array of IMUs and a single IMU by
employing a rigid body measurement transform, an FFT, and a UKF.
Our methodology incorporates a novel frequency threshold based on
the main ship dimensions to avoid distorted wave components caused
by vessel lowpass filtering. The wave estimation capabilities of our
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proposed method were tested on IMU data collected from a wave tank
and full-scale experiments involving a research vessel equipped with
a commercial wave radar operating in the proximity of several wave
buoys outside the coast of Norway. The estimation results generally
agreed very well with the reference wave values reported from both
wave measurement systems, demonstrating that a single physical IMU
is sufficient. Together, these results significantly increase the practical
utility of the PTPD approach, rendering it a serious contender to other
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Fig. 16. Relative wave direction estimation results from our wave algorithm (Algorithm 3) from Location 2 (slight sea with significant wave heights 0.7 — 0.8 m and water depth
442 m) for four different boat headings corresponding to head, bow, and beam seas. The estimates from the physical sensor configuration are indicated by crosses (blue), whereas
the estimates from the virtual sensor configuration based on IMU 1 (Fig. 14) are indicated by plus signs (red). The corresponding wave direction values reported by the wave
radar are represented by dots (pink). The histograms next to each plot show the corresponding absolute error count for different error intervals for both sensor configurations (real
and virtual). For each wave direction estimate (cross or plus sign), comparison was made with the wave radar by considering the value closest in time. In the bottom plot, the
wave radar dropped out due to significant interference with the surrounding landmass. For this reason, the remaining comparison with the other wave estimates was made based
on the last recorded wave radar value. All wave directions are given between [0°,360°) as the positive counterclockwise angle from the x-axis of the wave tangent frame to the
vessel body x” axis (Fig. 3). The window size, segment overlap, and frequency threshold f,,,, were set to 6 min, 50%, and 0.13 Hz, respectively.

shipboard signal-based approaches in terms of accuracy and online
performance while being cheap, flexible, easy to install, and robust
against environmental influences.

As hinted in Section 5.2.1, our wave estimation procedure is cur-
rently limited by the FFT, which forces a trade-off between real-time
performance and accuracy. In order to increase practical utility further,
future studies should seek to optimize the estimation procedure by
considering alternative methods to the FFT that are less stringent on
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the trade-off above. In this regard, there are, in particular, two ap-
proaches worth examining in greater detail, namely, the Hilbert-Huang
transform (HHT) and a real-time phase difference tracking filter (Chen
et al., 2019). The former approach can yield instantaneous frequency
and phase information for non-stationary data, whereas the latter yields
the same information in real time but is based on a single sinusoid. A
comparison between these approaches (and potential others) and the
FFT is left as an application for further studies.
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Fig. 17. Relative wave encounter angle and wave number estimation results from our wave algorithm (Algorithm 3) in head sea (moderate sea with significant wave height ~ 1.3
m and water depth 439 m) with forward vessel speed U = 10.8 knots (Fig. 11(b)). The estimates from the physical sensor configuration are indicated by crosses (blue), whereas
the estimates from the virtual sensor configuration based on IMU 1 (Fig. 14) are indicated by plus signs (red). The corresponding wave direction values reported by the wave
radar and wave buoy (A and D) are represented by dots (pink) and squares (green), respectively. The buoys A and D report the same wave direction and low frequency mean
wave period, which has been converted to wave numbers using the dispersion relation (21) for deep waters, and are shown as squares (green) in the wave number plot. The
histograms next to each plot show the corresponding absolute error count for different error intervals for both sensor configurations (real and virtual). The wave radar and wave
buoy values are considered reference for the wave encounter angle and wave number, respectively. For each wave estimate (cross or plus sign), comparison was made with the
ground truth by considering the value closest in time. A dashed line has been extended between the wave buoy values to make comparison easier. All wave directions are given
between [0°,360°) as the positive counterclockwise angle from the x-axis of the wave tangent frame to the vessel body x” axis (Fig. 3). The window size and segment overlap
were set to 1 min and 50%, respectively. The frequency threshold was selected as the maximum default value based on the vessel length and beam dimensions.

The results from the forward speed trials presented in this work
are promising but limited from further generalization due to the size
of the wave basin (inhibiting other heading angles from being tested)
and operational issues onboard RV Gunnerus. For this reason, future
investigations should aim for additional forward speed testing in head,
bow, beam, quartering, and following sea conditions to further validate
our theory and proposed methodology. In particular, additional exper-
imentation in beam to following seas is of interest to show that our
approach can directly obtain the absolute true wave frequency, thereby
circumventing the 1-to-3 mapping problem generally existing between
the encounter and absolute frequency domains.

One of the conditions for the PTPD approach to model sensor delays
on a rigid body is that the sensor separations be sufficiently close.
However, a too-small sensor separation combined with the (fixed and
finite) sensor sampling rate increases the risk of all measured phase
differences becoming zero, resulting in a loss of observability of our
state-space model. This phenomenon can happen for any given sensor
configuration, provided that the propagation speed of the considered
waves is sufficiently high. Hence, what constitutes a minimal sensor
separation depends on the wave conditions, and finding a lower bound
on the separation distance for all situations is difficult. We leave this
as a potential topic for future inquiry.

In this study, the primary wave environment considered for prac-
tical assessment of the PTPD approach has been long-crested irregular
waves. It is important to note that the PTPD method can be extended
to work in more short-crested wave environments featuring multiple
modes by recursively applying the method to each modal frequency.
Identifying these modal frequencies, for instance through various peak
detection algorithms based on wavelet analysis, is beyond the scope of
the present study.
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Appendix. Model error analysis

In this section, the model deviations between the time-varying

and average phase difference models, (11) and (12), respectively, are
quantitatively assessed for different wave parameters and roll-pitch
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Fig. A.18. For each experimental wave period 7, and wave direction f, the absolute value of the mean error (top) and corresponding standard deviation (bottom) for all phase
differences are shown in different colors. The mean error is computed by 1/N ¥ ((11)-((12))) for a total of N roll and pitch samples based on the sensor configuration in Fig. 6(a),
which for four sensors yields a total of six independent phase differences {©,,0,;,0,,.0,;,0,,,0,,}. In all experiments, the roll and pitch response amplitudes were scaled to
simulate the worst-case conditions of the pool experiments in Section 4. For f = 0°, the pitch response amplitude was scaled to 5° and, for § = 90°, the roll response amplitude
was scaled to 10°. For # =30° and 60°, both the roll and pitch responses were scaled to 10° and 5°, respectively.

responses. To carry out such an assessment, we consider roll and pitch
data from a model ship in regular waves with periods {1.0 s,2.0 s} and
relative wave directions {0°,30°,60°,90°}. The roll and pitch responses
have been scaled to even larger amplitudes to see how increasingly
rougher seas may impact the model differences. As we shall see, the
model deviations are directly affected by the vessel roll and pitch offset,
the height separation between the sensors onboard, and the period of
the waves passing through the vessel. The experimental data considered
in this analysis were collected as part of the Master’s thesis of Udjus
(2017).

A.1. Simulation results

The simulation results (Fig. A.18) show the total mean error be-
tween Egs. (11) and (12) and the corresponding standard deviation
computed from each roll-pitch sample for the duration of the consid-
ered responses. In the computation of these errors, the sensor configu-
ration in Fig. 6(a) was considered, which consists of four sensors and
gives access to a total of six independent phase differences in each
experiment. The wave number was computed through the dispersion
relation in (21), assuming a water depth of 1.5 m.

The following observations are made from the mean model errors
and standard deviations in Fig. A.18:

(i) The mean model error for each phase difference is less than 1°
for all experiments.
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(ii) The standard deviation of each phase difference associated with
sensor 4 is significantly larger than the rest.

(iii) The mean model error and standard deviation decrease for in-
creasing wave periods.

Observations (i) and (ii) are discussed in the subsequent subsections,
respectively. The downscaling effect (iii) is caused by the wave number
k, which is inversely proportional to the wave period. Hence, longer
waves imply smaller errors than shorter waves and vice versa.

A.2. Roll and pitch asymmetry

Regarding (i), we repeated the same simulations with roll and pitch
responses scaled to 30° and 10°, respectively, and observed similar
results (i.e., all errors were less than 1°). These results show that the
average phase difference model is more or less independent of roll-pitch
amplitude, thus eliminating the need for the small-angle assumption
considered in our previous work (Dirdal et al., 2022).

However, if the roll and pitch responses can be asymmetric (e.g., due
to uneven loading conditions and/or manufacturing errors), the av-
erage roll and pitch angles may no longer be centered close to zero
(i.e., ) = ¢y # 0 and 0() = 6, # 0). If these offsets are left
unaccounted for, they may cause a bias between the considered phase
difference models (Fig. A.19). However, if the roll and pitch offsets are
known, the deviation can be alleviated by inserting these values into
Eq. (11) and applying this average model instead.
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Fig. A.19. Repeated mean model error simulation for wave period 7, = 1.0 s (Fig. A.18)
but with an offset value of 2° added to all roll and pitch responses.

A.3. Sensor height separation

A significant sensor height separation will amplify any differences
between the considered phase difference models due to the latter
term in the RHS of Eq. (11). When the roll and pitch responses are
symmetric about zero, this amplification effect is manifested mainly in
the standard deviations of mean model errors (Fig. A.18). However,
if the roll and pitch responses are asymmetric about zero, the sensor
height separation may also influence the mean model error (Fig. A.19).
This amplification effect can be mitigated by only considering coplanar
sensor measurements (i.e., all sensors on the same plane).
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