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ABSTRACT Modeling contextual information is a vital part of developing effective recommender systems.
Still, existing work on recommendation algorithms has generally put limited focus on the effective treatment
of contextual information. Moreover, adding context to recommendation models is challenging since it
increases the dimensionality and complexity of the model. Therefore, an efficient learning method is
required to extract an association and inter-relationship between user/item features and contextual features
for preference-driven modeling. The engineering of features through the exploration of adjacent correlations
between the user/item and their context, and their further learning through a distance-based metric, is critical
for effective personalization. Motivated by this, we introduce a context-aware recommendation strategy
using a ‘contextual grid triplet network.” This strategy uses a contextual grid topology to capture robust
semantic representations of users, items, and contextual data. We present a learning methodology that merges
a triplet network with a convolutional neural network. This fusion enables the exploration of associations
both ‘within’ the contextual grid, such as between users or items, and ‘between’ different contextual grids,
like between a user and items of input. Moreover, we present a variant of a hinge loss function using a triplet
network for improved performance and fast convergence. In this work, we study how these aspects boost the
quality of top-N recommendations. Furthermore, We show through extensive ablation-based experiments
that the proposed method outperforms existing state-of-the-art techniques, demonstrating its robustness and
feasibility.

INDEX TERMS Recommender systems, context-awareness, deep learning, triplet network, hinge loss.

I. INTRODUCTION

The success of recommender systems generally depends on
their ability to capture and map user-item interactions into
low-level features. In the quest for finding ways to learn the
best features, deep metric learning methods have previously
been applied [1]. In recommendation, distance metric meth-
ods can be trained to discriminate between user and item fea-
tures. In this respect, distance metric methods using pair-wise
learning have demonstrated good performance in solving
top-N recommendation problems [2], [3]. On the other hand,
point-wise methods are generally unable to handle the learn-
able parameters like distance metric-based features, which
usually involve learning similarity or relationship between a
user and items [1].
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There is a significant amount of research on using context
and user-item interaction for improved recommendations.
Recommender systems, especially content-based recom-
mender systems, generate more relevant and personalized
recommendations by considering specific contextual infor-
mation. Here, it is important to mention that the context
used in our method differs from what is generally applied in
the traditional content-based recommendation. In this work,
we exploit “user behavior”, which includes traditional user
profile information, such as demographics, and information
about the user’s purchasing habits. On the other hand, most
content-based recommender systems only consider the fea-
tures/context of items (regardless of the user’s preferences)
and explore the similarity between them. Generally speaking,
in content-based recommendations, only metadata/context of
items are considered to generate recommendations, and the
user’s behavior is not considered. In this paper, we treat
context as ‘“fully observable” feature vectors known a priori,
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consisting of a static vector of the user’s profile informa-
tion. This means that the availability of information at the
time of a (purchasing) activity is essential for making cor-
rect predictions or generating relevant recommendations.
Note that these contextual user features are different from
context-independent user features — such as those result-
ing from user-item collaborative filtering since the latter
are generated through interaction with items and ignore the
additional relevant factors, including user profile and demo-
graphic information, thus yielding less powerful features
and less predictive power. Moreover, using the user’s profile
information as a context can be considered an effective tool
to mitigate the cold start problem of recommender systems.

Many of the proposed models in context-aware recommen-
dation use factorization algorithms, e.g., [4], [5], and [6],
or apply hand-crafted features, such as the effect of time
on video recommendation [7]. However, research in recom-
mendation systems has focused more on exploring specific
kinds of contextual data than on applying user’s contextual
data [8]. For example, geographical and temporal data have
been explored in depth [9], while other previous approaches
based on deep neural network (DNN), e.g., [10] and [11],
have often ignored context or largely relied on incorporat-
ing context as direct features. In summary, while applying
contextual features (as direct features) using, for example,
point-wise methods provide limited benefits [8], exploiting
context with pair-wise methods is still not fully explored.
Hence, these methods might miss important information that
could be extracted from the available features to improve the
recommendation quality.

Conventional methods often treat context as an
afterthought or rely solely on item metadata. Moreover,
they often overlook the intricate relationships between users,
items, and context. For example, point-wise methods struggle
to capture these relationships, while content-based systems
rely solely on item features, neglecting user behavior. These
limitations reflect the inability of traditional methodologies
to model multiplicative effects and cross-features and there is
a need to capture the local relationships within the data. For
example, consider a localized region of the user’s occupation
(“teacher’), the user’s age (“‘middle-aged”), and a movie’s
genre (““documentary’’). There is a need for a feature detector
that fires strongly when it sees this combination, effectively
learning the “‘cross” between these three features. There
should be an effective way to recognize that middle-aged
teachers have a strong preference for documentaries, which
is a specific multiplicative relationship between these three
features. As a result, there exists a gap in effectively har-
nessing context-driven preferences, necessitating innovative
methodologies like ours.

To treat contextual data effectively, especially when using
pair-wise methods, we develop a new learning method,
inspired by Siamese network [12], that enables a triplet
network to learn the distance-based features. Our novel
approach structures inputs as a grid, akin to an image, and
utilizes Convolutional Neural Networks (CNNSs) to uncover
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intricate relationships within user, item, and contextual fea-
tures. The proposed architecture, contextual grid triplet net-
work, accepts three inputs, namely user, u; a positive item
for this user, p; and a negative item for this user, n; along
with their context, c. Intuitively, p is more relevant to u than
n. Using a convolutional neural network (CNN), the triplet
network exploits the input information by making a grid
topology of each input along with its context. This means that
each contextual-grid input can be represented as (u, c), (p, ¢)
and (n, ¢). We call this input structure a contextual triplet.

The intuitions behind integrating a triplet network and a
CNN is two-fold: (1) to extract context-augmented features
and (2) to learn and compute the similarity between users
and items. Context-augmented features encode an association
within the contextual grid, i.e., user-to-context or item-to-
context, computed by learning the semantic structure within
embeddings or low-level features. These low-level features
are generated through CNN convolutions over a grid topology
of inputs. As shown later, contextual triplet is an appropriate
input structure for the CNN to exploit adjacent correlations.
Further, the similarity between users and items is the associ-
ation between contextual grids, i.e., user-to-item, computed
by learning the distance metric between embeddings or high-
level features. These high-level features are derived (using
distance metric) from combinations of low-level features
(extracted through convolutions) and involve a higher level of
interpretation and understanding of the relationship between
the context-augmented user and item features. These two
kinds of associations are required to capture the fine-grained
similarities between pairs of items [13], especially if the items
are from the same category or are very close to each other in
the embedding space.

To highlight the importance of different modules of the
proposed method and to quantify the contributions to the per-
formance improvement, we perform an ablation study [14],
in addition to comparing against the state-of-the-art methods.
An ablation study typically refers to systematically removing
specific parts of the model or algorithm and then studying
their effects on the performance. With the ablation variants of
the contextual triplet and the contextual grid triplet network,
we can show that the proposed modules outperform all other
alternative variants by a significant margin.

We summarize our major contributions as follows:

« We introduce a new grid formulation of the input struc-
ture, called contextual triplet, for effective learning and
representation of user-item characteristics along with
contextual information.

e We propose an advanced variant of triplet net-
work, contextual grid triplet network, for learning
context-augmented features and with-in and between
grid interactions simultaneously.

o We propose an improved version of the hinge loss func-
tion, i.e., the hinge distribution loss function, which
boosts the convergence rate and improves the perfor-
mance by exploiting the distribution of previous training
batches.
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o We perform an extensive comparative study, compar-
ing point-wise vs. pair-wise and context-aware Vvs.
non-context-aware learning methods, to evaluate the
effectiveness of our proposed approach.

« We carry out an evaluation strategy based on an ablation
study, allowing us to thoroughly and systematically ver-
ify the quality of recommendation generated using our
method and its robustness.

The remainder of the paper is organized as follows.
Section II gives an overview of existing methods and dis-
cusses their relation to our approach. Section III describes
the motivation for the proposed method. Section IV describes
the contextual grid triplet network approach in more detail.
Section V outlines the experimental settings, including
the dataset used, the evaluation metrics, and the details
about the training. Section VI presents the results from our
ablation-based experiments, which are further discussed in
Section VII. Finally, Section VIII concludes the paper and
outlines the future work.

Il. RELATED WORK

Numerous studies have been conducted to develop effective
recommender systems. In this section, we discuss those that
we consider closely related to our work.

A. POINT-WISE METHODS

Many traditional recommendation algorithms employ point-
wise learning, which aims at predicting the rating/score for
each item. These include the collaborative filtering meth-
ods [15], as for example, matrix factorization [16], proba-
bilistic matrix factorization [17], factorization machines [18]
and nearest neighbours algorithms. Content learning meth-
ods [19], Deep learning methods [20], and some hybrid
and integrated methods [21], [22], [23] (traditional methods
combined with deep learning methods) also come under this
category based upon the input data and loss/optimization
functions. Point-wise methods mainly need an additional step
(sorting) to generate a ranking of the predicted scores and are
more related to a classification than a ranking problem.

B. PAIR-WISE METHODS

Pair-wise methods deal with ranking items, thus eliminating
the need for sorting as with point-wise methods. An inter-
esting aspect of pair-wise methods is that they capture the
user’s interest and preferences without generating quantita-
tive ratings/scores. In comparison, point-wise methods ignore
this personalized preference structure. Recently, pair-wise
learning methods have been proposed to produce top-N
recommendations by introducing and optimizing the pref-
erence structure between the original matrix and predicted
matrix [2], [3], [24], [25]. Pair-wise learning methods treat
data as pairs with which users can prefer positive items
over negative ones. Different types of loss functions have
been explored in these works, including the work by [2],
which optimized the AUC score; the approach by [26], which
explored the relationship between discounted cumulative
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gain and binary classification by mapping a ranking prob-
lem into the binary problem; and the method by [3], which
exploited the hinge ranking loss to reduce the ranking risk
in the reconstructed recommendation matrix. Similarly, [27]
explored this ranking using a pair-wise metric learning
approach.

C. CONTEXTUAL RECOMMENDATION

The terms contextual data and side information have been
used interchangeably. There has been a tremendous amount
of research on recommendations considering contextual data
and side information. Likewise, the importance of modeling
contextual information for recommendation is widely recog-
nized. Nevertheless, particular types or aspects of contextual
data have been explored in major recommendation domains,
and many of these have been untouched or barely utilized [8].
A widely used type of contextual data is temporal dynam-
ics [9]. For example, [7] explored the temporal dynamics
effects in Netflix data and used these raw features directly
in collaborative filtering. Similarly, the geographical context
has been widely explored with matrix factorization [28] and
tensor factorization [4]. Recently [29] has explored users’
sequence of check-ins (venues) to model the users’ short-
term preferences Collaborative filtering methods have been
generalized by factorization machines [30] and other contex-
tual recommender systems [29], [31], [32]. While temporal
and geographical dynamics have been largely explored, user
profile dynamics have been a relatively less treated area
within recommender systems.

The work presented in this paper extends existing work on
context-based recommendation by incorporating the user’s
side information in the pairwise method, more specifically,
a triplet network for improved recommendations. Here,
we introduce an advanced variant of triplet network, called
contextual grid triplet network, which improves the quality
of recommendations.

lll. MOTIVATION

Modern recommendation systems face the dual challenge of
navigating complex high-dimensional user and item spaces
while also taking into account relevant context to make
accurate recommendations. Conventional approaches often
rely on concatenating user and item features and contex-
tual information, treating them as flat (1D) inputs. However,
such methods may miss intricate relationships and high-order
interactions between these different types of data. To tackle
this, we propose a novel approach of structuring these inputs
as a grid (2D), similar to an image and applying Convolu-
tional Neural Networks (CNNs) to detect local patterns and
relationships. We show that more complex representations
like a grid lead to better performance but these models might
take a bit longer training times. This motivates us to introduce
a new variant of hinge loss for fast convergence. This new
variant uses density distribution with a dynamic parameter o
to adjust the margin rather than keeping it static as used in the
original Hinge loss.
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The grid-based approach has several advantages. It enables
the explicit preservation of local interactions within the user,
item, and contextual features, much like spatial relationships
in an image. This structure allows the model to recognize and
learn from these local relationships, facilitating a more com-
prehensive understanding of the interactions that drive user
preferences. Using CNNs with this grid input further ampli-
fies the model’s ability to extract meaningful correlations.
CNN s are inherently capable of capturing local dependencies
and high-order interactions due to the hierarchical nature
of their architecture. They can learn simple relationships
by extracting low-level features(using lower layers) and use
them to create high-level features (using higher layers) to
understand more complex interactions. Moreover, the grid
structure and CNNs together can naturally model common
crosses and multiplicative relationships between features
without needing explicit feature engineering. For instance,
they could learn that the effect of a movie’s genre (encoded
in embedding) on a user’s rating might depend on the user’s
age and occupation.

This capacity to model multiplicative effects and cross
features offers a substantial advantage over standard
feed-forward neural networks, which often struggle with
learning these implicitly. By capturing high-order interac-
tions and multiplicative relationships, our grid-based CNN
approach provides nuanced modeling of user preferences.
This has significant potential for improving the accuracy
and relevance of recommendations, leading to more satis-
fied users and better engagement metrics. In the context
of a rapidly evolving digital landscape, where personalized
and context-aware recommendations are increasingly cru-
cial, our method offers a promising avenue for advanced
recommendation systems.

IV. CONTEXTUAL GRID TRIPLET NETWORK

In recommender systems, contextual features are typically
used as concatenated inputs to neural networks. However,
neural networks, especially the feedforward neural network,
are inefficient in modeling the common crosses (multi-
plicative relations) and the association between inputs and
contextual features [8]. To tackle this issue, we propose a
network called contextual grid triplet network for generating
recommendations.

Figure 1 shows the complete architecture of the contextual
grid triplet networks. As shown in this figure, the architecture
consists of two major modules: (1) embeddings learner which
generates features ®g(.) and (2) regressor for rating predic-
tions y. We let U be the set of indexes over users, I denote
the set of indexes over items and C be the set of indexes over
context. Further, let u be a user, p and n two different items,
and c a context, suchthatu € U,p e I,n € I,andc € C.
Then, for any pair of contextual items given by ((p, ¢), (1, ¢)),
a contextual user, (u,c), has a preference denoted by >.
Hence, (p,c) > (n,c) implies that user (u, ¢) prefers ite';n
(p, c) over itenlll (n, c). Together these three pairs constitute
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contextual triplets shown as grid formation in Figurel. More
specifically, u, p and n can all be treated as vectors, as shown
in Equation 1, where vectors represent different types of
context for the same user. For simplicity, we will drop the
explicit vector notation in the following and write, e.g., u,
p and n instead of u#, p and 7n. From the above preference
relation, we can derive the desired output relation y,,p ,, €
{0, +1}, for each triplet ((u, ¢),(p, ¢),(n, ¢)) as follows:

1 if(p,c) j (n,c)

Ww0)1(p.c) »(me)) = .
1 (pe) (e 0 otherwise.

The rationale behind contextual triplets is to jointly explore
the relationship between context vectors and user/item vec-
tors. How the user/item embeddings evolve in relation to
contextual information can explain the underlying association
between context and user/items.

The contextual grid triplet network architecture shown in
Figure 1 consists of three instances of the same CNN archi-
tecture (with shared parameters). The challenge is how to
feed the Contextual triplets (u, c), (p, ¢) and (n, ¢) into the
CNN to get meaningful representations of features. To learn
context-augmented features, each entity of the triplet, i.e.,
u and ¢ (where u is the user preference vector and ¢ could
be the age and occupation vector) is transformed into a grid
topology. This grid topology can be defined as a matrix
formed by stacking multiple contextual vectors at the bottom
of the user or item vector for each input signal as used in
Equations 2, 3 and 4 below. Here, GNet(-) is the function
that applies two other intermediate functions, f G and fM s
described later. GNet(-) generates intermediate embeddings
®f as represented in Equations 2, 3 and 4, where P € RMxk
Q € RV>** and X e RP*¥ are learned latent factor matrices
for users, items (p,n) and contexts respectively. As shown
in the architecture in Figure 1, instead of generating raw
embeddings, it generates embeddings as context-augmented
user features and context-augmented positive and negative
item features.

In Equations 2, 3 and 4, f© is the function, for example,
CNN, which accepts grid format input, consisting of user
vector u or item vectors p and n along with context matrix c.
F, is a kernel in each convolutional layer, r, which performs
convolution operation on grid format input. Here symbol ““x”’
is a convolutional operator, b, is a bias term and a is an
activation function. The final set of output features vector
from function ¢ (using all kernels) is represented in the
form of a set O, consisting of 1-D features {01, 03 ...0,}
which is fed into fully connected MLP network, represented
as function f™ . It consumes input O from function f ¢, where
W is the weighting matrix, b is the bias term and a is an
activation function from the respective layer, L.

Intermediate embeddings after applying f¥ are fed into
the triplet loss function, 7¥i(-), for calculating the distance
from (u, ¢) to (p, ¢) and from (u, c) to (n,c) and give the
final similarity score. This similarity score is used to generate
the item preferences for the user, and these preferences are
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encoded in the form of final learned embeddings. The L,
distances (detail is in Section V-B) are represented in the
triplet loss function, 77i, as show in in Equation 7.

V1
e=|" (1)
Vi
GNet (u, ¢) =" (FO(| © |))= (@&(P), ®£(0) )
GNet(p, ¢) =" (F(| 7 |))= (®£(Q), ®£(X) 3)
GNet(n, c) =" (FO(| 7 |))= (P&(Q), ®£(X) )
o= ] [’SM e+
= {01 02, ... On 0 (5)
fM —aL(WL (aL 1( az( *O+b2) ))+b+L)
6)

)

Tri(GNer) = [Lz(GNet(u, ¢)) — Lo(GNet(p, c)):|

Ly(GNet(u, ¢)) — Lo(GNet(n, c¢))

As shown in Figure 1, embedding learning is a two-step
process. The first step is the extraction of context-augmented
features for user-context and item-context grid, i.e., Within-
grid relationships using Equations 2, 3 and 4, where CNN
filters convolve over the matrix to learn a fine-grained similar-
ity, needed for learning features from the same category [13].
To illustrate, for item ranking, a user always prefers positive
items over negative items and more specifically, more pos-
itive items over less positive items. Therefore, we usually
want to rank items with a rating ‘of 5’ higher than those
with a rating ‘of 4°, although both are positive. The intuition
behind context-augmented features through contextual triplet
is to explore how context affects the user’s interest in items
and how this context correlates with the items. An alternative
approach is to explore how much a user can prefer a specific
item with respect to his context and up to what extent an
item can be considered preferred according to the context.
For example, the model might learn that a particular user’s
context, i.e., occupation (let’s say ‘“‘student’) in the user
context often aligns with a preference for certain genres or
types of movies (like action or sci-fi) in the user’s embedding.
On the item side, it might learn that movies with certain
features (such as action movies) often align with high ratings
among certain user occupations (like students).

The second step is to explore the between-grid relation-
ships, i.e., when comparing the user-context and item-context
grid, the model might recognize that users of a certain age or
with a certain occupation tend to rate certain types of movies
more highly. For example, it might be learned that users
identified as “‘students” tend to give higher ratings to action
movies. Furthermore, triplet loss in Equation 7, like any
distance-based loss, tries to ensure that semantically similar
data points are embedded close together. This means that a
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user is placed more closely with the positive items than the
less positive items and eventually further away from the neg-
ative items in the embedding space. This way of placing users
and items in the embedding space through distance metrics
is a suitable way of representing the preference structure of
items for a user. Item similarity relationship is characterized
by relative similarity ordering in triplets [13].

The idea is first to extract the low-level context-augmented
features to learn the powerful representation of triplets and
then learn the high-level item-to-user similarity on top of
these features. For example, in the user-context grid, a low-
level feature might be a specific sequence of values (or range
of values) that often appears together and signifies a particular
user behavior. In the age vector, a low-level feature might be
a certain pattern of ages that indicates a specific user group.
On the other hand, the high-level feature could recognize a
pattern where a certain sequence in the user vector (signifying
a particular user behavior) often appears with a certain pattern
in the age vector (indicating a specific user group). This
could indicate that users from a specific group often exhibit
certain behaviors. Similarly, in the occupation vector, another
high-level feature might be a certain pattern that correlates
with another pattern in the user vector, indicating that users
with specific occupations tend to have specific behaviors.
We also show these patterns in our proposed solution using
t-SNE visualization in SectionVIIL.

Our proposed approach to capturing the preference
structure is different from the traditional settings since the
similarity between a user and items is computed over context-
augmented (user-to-context/item-to-context) representations
instead of using raw or concatenated features. As we show
below, the learned embedding representations, ®g(-), from
the embedding learner are fed into a scoring function, £ for
final rating prediction as shown in Equation 8.

=f5(®p() 8)

The scoring function only requires the user and item i, along
with the context, irrespective of positive and negative inputs,
for rating predictions. This is why we use shared embeddings
for positive and negative items. Hence, y is a scoring func-
tion of user, item and context resulting in a predicted score.
We explain this scoring function in detail in Section V.

y(u, i, c)

V. EXPERIMENTAL SETTINGS

We conducted a number of experiments aimed at evaluating
how the learning of user and item representations, as well as
the preference structure of users for items can be efficiently
modeled with grid topology. Broadly, we performed three and
more specifically, 11 different experimental settings to exam-
ine the robustness of the proposed model. Broader categories
include (1) a point-wise approach, (2) a pair-wise approach,
and (3) the proposed approach. For specific categories,
in addition to state-of-the-art methods, we employed an abla-
tion study with respect to contextual vs. non-contextual data
and grid vs. non-grid topology treatment. Ablation studies
are generally suitable to systematically investigate knowledge
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FIGURE 1. The architecture of the contextual grid triplet network: The embedding learner is learning the features by using grid input
through triplet loss (using proposed hinge distribution). The Regressor uses the learned features and uses MLP for prediction.
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FIGURE 2. MAP@k for the pair-wise models on m/-1m data.

representations in the artificial neural network due to their
ability to disclose specific parts of the representations that
contribute to the effectiveness of the network [14].

A. DATASET AND EVALUATION METRICS

In our experiments, we used three data sets, two of which
are different versions of MovieLens data sets. First is Movie-
Lens IM (ml-1Im) and second is MovieLens 25M (ml-25m)
which is the latest and more stable version (released in
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12/2019) with ratings 1 to 5. The third one is RentTheRun-
way (RTR) [33] data set, the largest rental platform for
women’s clothing. It is relatively difficult to find rating data
for recommendations with user profile information. This is
why we use two versions of MovieLens and RentTheRun-
way data sets, available with user profile data. The dataset
preparation method is different for the two types of learn-
ing methods since a point-wise method accepts individual
inputs, while a pair-wise learning method accepts inputs
in the form of pairs or triplets. For point-wise learning,
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FIGURE 5. MAP@k for the point-wise models on m/-25m data.

we split the dataset into 70 % training set and 30% test set.
For pair-wise learning, we first create the triplets, in which
each user is coupled with positive items (extreme positive
with ratings > 5) and randomly chosen negative items
(extreme negative with ratings < 2). This method of creating
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triplets is specifically useful for learning discriminating
features.

We used optimization methods like hard triplet mining [34]
and L, normalization (see Section IV) to tackle some inherent
problems/challenges like triplet selection and convergence
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FIGURE 6. MAP@k for the pair-wise models on RTR data.
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FIGURE 7. MAP@k for the point-wise models on RTR data.

TABLE 1. performance comparison against state-of the-art-methods.

Model Name Type Context Grid MAP(ml-Ilm) MAP@mI-25m) MAP(RTR)
MF Point-Wise No No 0.8405 0.8342 0.8805
ENCM Point-Wise Yes No 0.8448 0.8740 0.8846
Context-Latent-Cross-Neural-Network  Point-Wise Yes No 0.8402 0.8696 0.9118
BPR Pair-Wise No No 0.8993 0.8859 09119
Non-Context-Triplet-Network Pair-Wise No No 0.8709 0.8531 0.9134
Context-Grid-Triplet-Network Pair-Wise Yes Yes 0.9104 0.9146 0.9253

time [34]. We applied a hard negative strategy for triplet gen-
eration, which was done by selecting the hard negative triplets
among the batch of items, as proposed in [34]. We used all
negative triplets where the distance from (u, c) to (n, c¢) is less
than 0.5. After generating the triplets, the dataset was split
into 70% training set and 30% test set. For fair evaluation,
the triplets included in the test set were excluded from the
training set.

We applied a standard quantitative metric, MAP@k [35],
for the performance evaluation since we assumed binary
relevance for the items, i.e., an item is either of interest or
not. Moreover, using MAP to evaluate a recommendation
engine implies that we can treat the recommendation task
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like a ranking task that needs a lot of “correct” or relevant
recommendations earlier on in the list.

B. TRAINING DETAILS

The training involves two models, embedding learner and
regressor. For the embedding learner, we use a convolutional
network consisting of three convolutional and 1 x 1 average-
pooling layers. The network configuration (ordered from
input to output) consists of filter sizes {1, 2, 2} and feature
map dimensions {150, 500, 500, 256}, where the 150 vector
is the embedding dimension (input size) and the 256 vector
is the embedded representation of the network followed by
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TABLE 2. Performance comparison among ablation variants.

Model Name Type Context Grid MAP(ml-Ilm) MAP(mI-25m) MAP(RTR)
Non-Context-Neural-Network Point-Wise No No 0.8179 0.8610 0.8761
Context-Non-Grid-Neural-Network  Point-Wise Yes No 0.8224 0.8684 0.8892
Context-Grid-Neural-Network Point-Wise Yes Yes 0.8490 0.8740 0.9175
Context-Non-Grid-Triplet-Network  Pair-Wise Yes No 0.9056 0.9032 0.9222
Context-Grid-Triplet-Network Pair-Wise Yes Yes 0.9104 0.9146 0.9253

two fully-connected hidden layers, each with 500 nodes and
a Relu activation function. The final output layer is with
256 nodes and this 256 vector is the final representation of
embeddings coming from each instance (i, ¢), (p, ¢), (n, ¢) of
the triplet network (see Figure 1).

We apply an L, normalization to the embeddings before
feeding them into the triplet loss function. The advantage
of applying normalization like this can be compared to the
advantage of cosine similarity to Euclidean distance. The
squared Euclidean distance between normalized vectors is
proportional to their cosine similarity, so the value of squared
Euclidean distance is guaranteed to be within the range [0, 4]
(cosine similarity value). The training is done in batches with
a batch size of 64 and runs over ten epochs. The embedding
layer dropout is fixed at 0.05, whereas the layer dropout is
in order {0.5, 0.5, 0.25} from the hidden to the output layer.
The learning rate is 0.005, and the momentum is 0.9. The
model is trained using back-propagation with ADAM [36].
During each training pass, the embeddings are evolved and
improved by using triplet hinge distribution loss at the end of
the network. The existing triplet hinge loss [27] can be written
as in the Equation below.

Lyi(t) = max((|1(w) — )I* = 1) — 1> + @), 0) (9)

Finding an appropriate fixed margin « with hinge loss is hard.
Therefore, we propose a new variant of the existing triplet
hinge loss by introducing a data-driven margin. This margin
is updated/adjusted using distance distributions for each batch
rather than a constant margin as in triplet hinge loss, for fast
convergence. This fast convergence is important for real-time
recommendations. Hence, the proposed loss for each triplet
T is,

Lyi(t) = max((||L2(GNet (u, ¢)) — La(GNet(p, o)|I*

— |IL2(GNet(u, ¢)) — La(GNet(n, ©)|1> + p), 0)
(10)

Here, p is a violation margin that requires the distance of
negative pairs to be larger than the distance of positive pairs
for each batch. Unlike «, a constant in triplet hinge loss, p is
a placeholder calculated from positive and negative distance
distributions using Equation 7 mentioned above. Since the
triplet loss is a monotonically decreasing (distance) function
and for each iteration, it causes a decrease in positive distance
and an increase in negative distance from the user. We can use
this information to determine the appropriate margin for the
next batch. Therefore, p is updated for each batch, providing
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a data-driven margin for fast convergence. We provide further
details in Section VII-C. For all the triplets in the training set,
S, the final objective functionf” to optimize is then given by

1
f'=52 Lo

Tes

Finally, after training the embedding learner, we extracted
learned embedding matrices for the user as ®g(P), for items
as ®g(Q) and for context as Pg(X), and train a simple
1-layer network model by formulating an input (1) as shown
in equation 11. Here u, i and ¢ are user, item and context
vectors, used in scoring function fS for final prediction 3,
as shown in Equation 12. Here ¢y p and ¢, are mapping
functions from input to output. Since the scoring function, f$
is defined as a 1-layer neural network, it can be formulated as
in Equation 13.

¥ = (PpPHuY, @p@i, @p(x")cC)  (11)
S(u, i, ¢) = f5 (¢ | PE(P), PE(Q), PE(X)) (12)
F5W) = Pour (Parr (¥)) (13)

VI. EXPERIMENTAL RESULTS

A. BASELINES

We compared the proposed method with two main categories
of baseline learning methods, consisting of point-wise and
pair-wise methods. Hence, within each of the categories,
we conducted two types of experiments. The first type is
defined as the most relevant state-of-the-art methods, while
the other type investigates the effects of different ablations
using deep neural networks on the proposed method. Recall
that the main focus of this paper is to find an effective way to
treat contextual information for improved recommendation.
To achieve this, we implemented the method by enhancing
the triplet network and by introducing a grid topology. Taking
these ideas further, we explored and performed experiments
using an ablation study. In this section, we present and discuss
the empirical results of our experiments.

B. POINT-WISE METHODS

In point-wise approaches, embedding learning and rating
prediction are done in the same training loop (single model).
Matrix factorization (MF)-based methods, latent cross (LC)
and explicit neural context model (ENCM) are the most rel-
evant state-of-the-art methods within point-wise approaches,
which makes them a natural choice for our baseline. Further,
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FIGURE 8. Items are clustered by rating using t-SNE components of embeddings: The top two figures are from applying the
point-wise methods, with (a) using DNN, without context, and (b) using DNN with context. (c) is point-wise using CNN without
context and (d) is point-wise using CNN with contextual grid. The bottom left (e) is the pair-wise method, the most relevant
ablation variant to the proposed method, using CNN with non-grid context and finally, the bottom right (f) is the proposed method

showing multiple patterns/clusters of preferences.

for our ablation study, we implemented several ablation vari-
ants based on our proposed method, incorporating contextual
information and applying grid topology with CNN.

1) POINT-WISE STATE-OF-THE-ART MODELS
The point-wise-based baseline methods are outlined in the
following: °
o Matrix factorization (MF): Matrix factorization meth-
ods [37] learn low-rank decomposition of user-item
interaction matrix by minimizing the square loss
function. We specifically used this technique as a
baseline to compute the preference degree by the product

base paper, they use dynamic context in each time step
of the LSTM unit and take the dot product of hidden
vector and context vector; hence the name is Latent
Cross. We use this method with CNN and point-wise
loss instead of LSTM since we are not dealing with
sequence-to-sequence learning.

Explicit Neural Context Model (ENCM): This method
is an extension of neural matrix factorization (NeuMF)
models [38], [39]. This method feeds the explicit con-
text vector to the standard NeuFM model, which is a
generalization of MF to non-linear settings.

of user features and item features. 2) POINT-WISE ABLATION BASED MODELS

o Context-Latent-Cross-Neural-Network (LC): Latent  The point-wise-based ablation variants of models are outlined
Cross methods [8] treat contextual data differently. In the in the following:
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FIGURE 9. Items clustered by rating for top 5 users using t-SNE components of embeddings. Each cluster represents an individual user’s
rated items and it shows that the preferred items are separated by a considerable margin from the rest of the items in the proposed method

(a) , as compared to the most relevant ablation variant (b).

o Non-Context-Neural-Network: We chose a CNN
architecture as a baseline for rating prediction but it is
different from our proposed approach in the input struc-
ture. In this method, we did not use contextual variables;
thus using grid formation is not possible. Concatenated
inputs (user, item) are fed into the CNN network and
then fed into the linear layer, after flattening for final
rating prediction.

o Context-Non-Grid-Neural-Network: In this method,
we used concatenated features with CNN. User, item and
contextual features are presented to the network.

o Context-Grid-Neural-Network: In this method, we
have stacked the contextual vector with the user vector
and item vector to make grid topology and this grid is
presented to the network as an input signal. This method
differs from our proposed idea since it uses a point-wise
loss function for learning.

C. PAIR-WISE METHODS

In pair-wise approaches, two separate models were used:
one for learning embeddings and the second to use these
embeddings to predict the final ratings. We used embedding
learning and a simple one-layer feed-forward neural network
for predicting the ratings. BPR and a variant of the triplet
network were selected as the most relevant state-of-the-art
method within pair-wise approaches. This category employs
contextual information and grid topology with pair-wise loss
as ablation variants with CNN.

1) PAIR-WISE STATE-OF-THE-ART MODELS
The pair-wise based state-of-the-art methods are outlined in

the following:
« Bayesian personalized ranking (BPR): Bayesian per-

sonalized ranking (BPR) [24] is a loss function and
optimization method (a variant of stochastic gradient
descent), which accepts inputs in the form of triplets, i.e.,
u, p, and n. It is the most relevant state-of-the-art method
that can be compared to our approach. It takes the dot
product of user features with all available items(positive
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and negative) features, making it the right choice for
personalized ranking.

+ Non-Context-Triplet-Network: We chose a CNN
architecture, forming a triplet network with three
instances. The triplets, u, p and n, are fed into instances
of CNN to learn the embeddings. In the original
paper [1], the authors used this triplet network for image
instances. Here, however, we adapted it for user-item
instances. Triplet loss is applied at the end of the network
for learning the embeddings. We used this baseline to
establish the effectiveness of contextual grid topology
compared to a non-contextual CNN.

2) PAIR-WISE ABLATION BASED MODELS
The pair-wise-based ablation method is outlined in the
following:

o Context-Non-Grid-Triplet-Network: In this method,
we introduced contextual information to the triplet net-
work as direct features. As mentioned earlier, we have
extended the triplet network and enabled it to con-
sume contextual information. The reason for using this
architecture as a baseline is to establish and prove the
effectiveness of contextual grid topology compared to
contextual non-grid topology.

D. RESULTS
In this section, we present the results from our experimental
evaluation, applying MAP@k.

The results using MAP@k for the pair-wise methods are
reported in Figure 2, Figure 3 and Figure 6. Firstly, our
results show that overall, the pair-wise methods perform bet-
ter than the point-wise methods. Importantly, we can observe
that our proposed approach Context-Grid-Triplet-Network,
outperforms all other approaches. Secondly, focusing on the
pair-wise methods (see Figure 2, 3 and 6), Non-Context-
Triplet-Network has the lowest performance. Interestingly
this method does not incorporate any contextual informa-
tion. BPR performs better than Non-Context-Triplet-Network
(relatively close to it in RTR data) but performs worse than
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TABLE 3. Accuracy and AUC comparison in hing distribution Loss with
the last margin for each epoch margin. It converges quickly even after the
first epoch. Best results are in bold.

Epoch margin (p) accuracy AUC

0 0.9648 0.7945 88
1 0.9749 0.8273 89
2 0.9751 0.8351 89
3 0.9757 0.8354 90
4 0.9764 0.8434 90

TABLE 4. Accuracy and AUC comparison in hing loss with fixed margin.
It takes a longer time to converge. Best results are in bold.

Epoch margin (o) accuracy AUC

0 0.5 0.5483 55
1 0.5 0.7804 86
2 0.5 0.8086 89
3 0.5 0.8335 89
4 0.5 0.8364 89

other methods. We note that these two methods do not
incorporate context or grid topology. However, an ablation
variant Context-Non-Grid-Triplet-Network performs better
than all other non-context models but the proposed method
outperforms it with grid topology. This means that applying
contextual information in an effective manner contributes to
improving the results, but not incorporating grid topology
seems to make the method perform worse than the method
that uses grid topology, i.e., Context-Grid-Triplet-Network.
Overall, the proposed method Context-Grid-Triplet-Network
has the best results, showing the impacts of incorporating
both contexts and grid topology. The results for the point-wise
methods are reported in Figure 4, Figure 5 and Figure 7.
It can be observed, none of the point-wise methods perform
better than the pair-wise counterparts, but it is worth noting
that within the point-wise analysis, Context-Grid-Neural-
Network is better than Context-Non-Grid-Neural-Network
because of the usage of grid topology and Context-Non-
Grid-Network is better than Non-Context-Neural-Network
due to incorporation of contextual information (We also
show the effectiveness of grid topology through embedding
visualization in Section VII). However, recently proposed
NeuMF-based extension, ENCM and latent cross neural net-
work (LC), both incorporate context and show relatively
better performance than the other baseline methods and abla-
tion variants. Nevertheless the results from applying the pro-
posed approach, i.e., Context-Grid-Triplet-Network, is still
overall the best, hence showing its effectiveness within both
pair-wise and point-wise methods.

E. PERFORMANCE COMPARISON AND CONTRIBUTION
OF PROPOSED METHOD

In this section, we compare our proposed method against
the state-of-the-art methods and provide the results of
the ablation variants with respect to different components
involved in architecture. With the ablation study, we show
and quantify how different components, i.e., model type,
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category, context and grid topology, contribute towards the
modeling performance, i.e., how the performance varies by
adding or removing those components. The results of the
comparison against the state-of-the-art methods are provided
in Table 1, while Table 2 presents the results from our ablation
study. We summarize our comparison and proposed method
contributions as follows:

e Models applying context perform better than non-
context models, and pair-wise contextual models show
better performance than point-wise contextual models.

« Models with context-grid topology are generally better
than those with context-non-grid topology, with both
pair-wise and point-wise methods, but the improvements
are larger with pair-wise methods, as compared to point-
wise methods. This behavior is also depicted through
embedding visualization in Figure 8 and Figure 9.

o All state-of-the-art methods have varied context usage,
and our proposed ablation variants exhibit similar
behavior as mentioned in the above two points.

o In state-of-the art-methods in Table 1, we show that
models using context in an efficient way, for example,
LC, ENCM and grid topology enable the model to learn
better features than those using context as direct features.
This is due to the fact that these methods explore simi-
larity or multiplicative relationships between user/item
features and contextual features. However, adding con-
text as raw features does not help to extract the
above-mentioned relationship. Moreover, grid topology
outperforms the other state-of-the-art methods since it
extracts correlation-based features using user/item and
context which is an appropriate method to generate
preferences over items. For example, a user’s context
may have an influence on the selection of items, and
therefore, users who share similar contexts may prefer
similar items.

o Table 1 and Table 2 show that models with context
and grid topology in both point-wise and pair-wise
methods outperform the state-of-the-art methods and
ablation variants. This demonstrates the validity and
effectiveness of the proposed method.

VII. DISCUSSION AND ANALYSIS
In this section, we explore a number of research questions and
analysis scenarios considered by this work.

A. DATA PREPARATION

The main focus of this paper is contextual treatment of data,
and in relation to that we have explored various methods
and scenarios to investigate the similarity and multiplica-
tive relationships between contextual features and model
performance. Starting from data preparation to model eval-
uation, various techniques have been used to improve every
step of modeling. For example, since contextual data, age
and occupation are categorical variables, we applied bin-
ning transformation after mapping them to numerical values.
In other words, each bin represents a certain group of people.
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FIGURE 10. Distance learning using hinge loss function. The distance of a positive item from
a user, including the margin is slightly smaller than from the user to a negative item, and
thus hinge distribution loss assigns a zero loss to this pair.
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FIGURE 11. Distance learning using hinge distribution loss function. Due to the dynamically evolving
margin negative items move inside the margin and the positive item distances including the margin
become greater than negative item distances, as shown in (b) . Hence, the hinge distribution loss
assigns a positive loss to this pair and improves learning, as in (c).

Similarly, for data preparation, as mentioned in Section IV
we created more discriminating and balanced triplets instead
of random sampling to make the model more robust against
more repeated rating values. In addition, we explored using
the random sampling triplet method, which resulted in triplets
where most of the items had a rating of 3, because of
the imbalance data set problem. By adopting our balanced
approach, each item has an equal probability of being part of
the triplet, thus, making the model unbiased and transparent
toward learning and rating prediction.

B. MODEL LEARNING

As described in Section V, for efficient learning we cre-
ated a stack formulation of input data. We created this
stack formulation by gradually adding contextual information
and found that adding more contextual features results in
a more information-rich stack and hence improved perfor-
mance. We also showed that feed-forward neural networks
are inefficient at exploring multiplicative relationships
between contextual features and hence have little effect
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on performance. Further, we explored both DNN ablations
and CNN ablations in point-wise methods and discov-
ered that DNN with concatenated contextual features did
not create much difference in performance improvement,
and the embeddings kept the placement of items almost
unchanged (see Figure 8a and 8b). In contrast, as shown in
Figure 8c and 8d, CNN was able to explore this correlation
better than DNN. Moreover, the addition of the proposed
grid topology with the pair-wise methods further improved
the performance by creating discriminating features (see
Figure 8f). As can be observed, the proposed method forms
more compact and discriminating clusters by minimizing the
distance within a cluster and at the same time maximiz-
ing the distances among the clusters. Further, it is worth
noting that there were gradual improvements in embed-
dings from the point-wise to pair-wise method and from the
non-grid topology of CNN to the contextual grid topology of
CNN. This supports our hypothesis that the proposed method
is capable of understanding the preference-based structure of
recommendation.
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FIGURE 12. MAP@k comparison for random and popularity model with context-driven recommendation

model to solve cold start problem.

For learning the embeddings, training was done in batches
such that in each batch, a single input data was formulated as
(64 x 3 x 150)-dimensional vector, where 64 is the batch
size, 3 is the stack height corresponding to user/item and
context (u/i, c¢), and 150 is stack width corresponding to
embedding dimensions. Using kernel sizes 1 and 2 in con-
volutional layers resulted in the best parameters because the
first filter convolves over independent vectors, i.e., user/item
or context and then in groups of 2 on ((#/i, ¢), (c, ¢)) vec-
tors, resulting in rich feature representations and thus better
modeling performance. Matrix factorization (MF) and other
point-wise modeling methods are mainly trained to recon-
struct the original matrix, i.e., how well a model is able to
reproduce the original ratings, whereas pair-wise methods
focus on generating higher probability for more positive items
than less positive or negative ones. This preference-based
prediction is well-aligned with the recommendation objec-
tive. To demonstrate this fact, we chose the top five users
from the test set data based on their high count of rated
items. We did this in order to show the effectiveness of
the proposed method by comparing the embedding space
of the proposed method, Context-Grid-Triplet-Network and
the most relevant ablation variant, Context-Non-Grid-Triplet-
Network. For visualization, we clustered the embeddings of
each user by ratings as shown in Figure 9. As illustrated by
the margin lines in Figure 9a, we proved that for a given
user, positive and negative items form compact and well-
separated sub-clusters from each other by a considerable
margin. In conclusion, the model is not only able to differ-
entiate between positive and negative items but also more
positive items are well separated from less positive ones,
thus, making the model well-suited for an effective and robust
recommendation.

C. HINGE DISTRIBUTION LOSS FUNCTION

The existing triplet hinge loss function takes an argument
«. This hyperparameter serves as a fixed maximum mar-
gin between positive and negative pairs. It remains fixed
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throughout the training and does not evolve with continuously
changing distance among items in embedding space (as a
result of model learning), which may lead to inappropriate
loss and slow convergence, as illustrated in Figure 10. For
example, if some positive items are relatively far away from
a user and are closer to the negative items (hard triplets),
a hinge loss may not separate the two cases. This would result
in a nearly zero loss. Hence, it would be very hard for an
algorithm to reduce the distance between a positive item and
the user. To solve the aforementioned problem, we propose
a hinge distribution loss function, as shown in Equation 15,
which incorporates continuously changing (i.e., model learn-
ing) positive and negative distance distributions. This helps in
creating dynamic and evolving margins for each batch. Thus,
each batch improves its margin based upon the latest distance
distribution and improves the performance and the conver-
gence, as depicted in Figure 11. We calculate this margin
by using Equation 16. First, we compute a batch of positive
distances Bpd and a batch of negative distances Bnd by taking
the average of all positive and negative distance distributions
of each batch as shown in Equation 14. Secondly, we calculate
the margin by taking the difference between two averages and
normalizing it as follows:

Bpd), = % ZLZ(GNet(u, ¢)) — Lo(GNet(p,c))  (14)
b=1

1 n
Bnd), = 3 ZLZ(GNet(u, ¢)) — Ly(GNet(n, ¢)) (15)
b=1
= (Bpdp — Bpdp)
(Bpdp + Bndy,)

Finally, this margin goes into the loss function, as given in
Equation 9. Note that each batch of distances continuously
evolves, and as a result of this evolution, positive items will
eventually move closer to the user, and their mean distance
from the user will gradually decrease. Similarly, negative
items will move away from the user, and their mean distance
from the user will gradually increase. We use this difference

(16)
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to create an evolving margin that moves positive items toward
the mean of the previous batch of positive items and negative
items toward the mean of the previous batch of negative items.
By doing this, we also normalize the extreme cases (marginal
items). This means that positive items that are relatively
closer to the negative ones will be pushed toward the user,
and the items already closer to the user will remain inside the
margin. Similarly, negative items that are closer to positive
ones will be pushed further away, and already distant items
will remain outside the margin. This trick also leads to faster
convergence, as shown in Table 3 and Table 4. To further
optimize this learning process, if the mean of the next Bpd
is greater than the previous batch, we keep the previous batch
mean. The same applies to the Bnd.

For learning and performance tracking, we mapped the
learned embeddings, from the embedding learner to item
labels using both the hinge loss and the hinge distribution
loss. Accuracy and AUC are calculated for each model, and
we note that the hinge distribution loss improves the accuracy.
In addition, we get a quick convergence, which could be
achieved even after the first epoch. Also, the margin, p,
is increased/adjusted gradually for each epoch. The compar-
ison of both loss functions is shown in Table 3 and Table 4.
The results are shown only for the first five epochs because
the learning behavior stabilizes after that point.

D. SOLVING COLD START PROBLEM

A cold start problem refers to a situation where a model does
not have any information about the user. If the user is new
to the recommender system and does not have any history of
purchased items, then it may be difficult to get recommen-
dations for the user. To avoid this problem we leverage the
user’s contextual information to predict recommendations for
the user. We have jointly trained the user, item, and context
embeddings for context-augmented features as described in
Section IV. Therefore, at the time of prediction, we only use
contextual information to generate ratings for all possible
items. Our results in Section 12 show that using contex-
tual information to predict ratings is the better alternative
to popularity or random prediction methods. Moreover, grid
topology helps to learn item-augmented and user-augmented
contextual features, and thus using merely context for pre-
diction reduces the need for user features. We establish the
fact that the user’s profile as the user’s contextual information
and learning through grid topology not only improves the
recommendation performance but also helps in mitigating
cold start problems. It is important to mention here that state-
of-the-art methods for solving cold start problems have not
been considered in this paper since this is not the scope of this
paper. Moreover, we leave this domain to explore in future
work.

VIil. CONCLUSION

In this paper, we have highlighted the fact that existing rec-
ommendation algorithms fall behind in generating context-
driven preferences. This is generally due to the fact that less
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attention has been paid towards exploring context-augmented
features and more attention is paid towards recommenda-
tion algorithms itself. To overcome this challenge, we have
proposed a Context-Aware approach for top-N recommen-
dations using a contextual grid triplet network. This method
extends the previously proposed triplet network and exploits
the CNN architecture to learn context-augmented features
(within-grid similarity) and the interactions between users
and items (between grid similarity). These two kinds of asso-
ciations are important for learning low-level and high-level
features. Furthermore, Our novel hinge loss variant accel-
erates convergence by enriching the feature representations
within the embedding space and optimizes user-specific pref-
erence structure for better recommendations. We have used
various state-of-the-art methods that are available to date,
and ablation-based experiments to prove the effectiveness
and robustness of our proposed approach. Our results have
shown that the proposed approach outperforms all baseline
methods, including state-of-the-art approaches and ablations
variants. Looking ahead, our future work will delve into a
detailed exploration of these bi-directional associations using
other deep learning architectures, such as Recurrent Neural
Networks (RNNs). We remain optimistic about the potential
advances this future work could introduce to the realm of
context-aware recommendations.
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