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Abstract 

Carbon capture and storage can be essential for achieving short-term emission reductions 

to reach climate goals and realizing the decarbonization of hard-to-abate sectors in the 

future. Aside from logistical and political hurdles to get the CO2 from separation to 

sequestration, continuous improvement of the capture technology is required to make 

capture processes more efficient and reliable and prevent operational and economic 

challenges. A good understanding of solvent degradation mechanisms and the 

effectiveness of solvent management strategies is essential to achieve these goals. 

Therefore, this thesis focuses on developing solvent degradation models for amine-based 

CO2 capture and their application to predict degradation behavior in capture plants. 

Lab-scale experimental data on solvent degradation is used to develop degradation 

models for thermal and oxidative degradation of monoethanolamine (MEA), the most 

well-studied and characterized solvent for amine-based carbon capture. Both models 

accurately reflect degradation rates, thermal degradation product formation rates, and 

observed trends in the experiments as a function of experimental conditions. However, 

the models are characterized by relatively high deviations caused primarily by high 

experimental uncertainty. 

More detailed reporting of experimental conditions, measured or expected uncertainties, 

and solvent composition during the experiments is required to improve the accuracy of 

the models. Furthermore, typical degradation reactors are unable to accurately replicate 

exposure conditions in the capture process, such as high O2 mass transfer rates and 

temperature swings. Therefore, a new degradation reactor, which aims to overcome these 

challenges, is designed, constructed, and tested. The first results of degradation 

experiments in this setup are promising, showing a good control of experimental 

conditions, and indicating increased oxidation rates. 

The developed degradation models are used to make predictions of degradation rates 

throughout the process, which agree with observations in smaller cyclic systems and 

pilot plants. Oxidative degradation is the most prominent mechanism and occurs 

primarily in the absorber packing. Therefore, absorber intercooling, which reduces the 

temperature in the absorber, significantly reduces overall degradation rates. The 

effectiveness of other degradation-reducing process modifications, such as dissolved O2 

removal or a reduction of residence times, depends on the flue gas composition and 

process-specific distribution of degradation throughout the plant. 

The effect of dissolved metals on oxidative degradation rates of MEA is significant but 

the role of these metals is unclear. Modeling studies in this work show that quantification 

of the catalytic effect of metals and the impact of degradation product concentration on 

corrosion rates and metal solubility are likely to play a significant role. Therefore, 

additional experimental work is required to fill these knowledge gaps. 
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Although this work provides new, relevant insights into solvent degradation in CO2 

capture plants, it has proven challenging to develop a framework that can accurately 

represent the many complexities of solvent degradation, even for a well-characterized 

solvent. 
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Chapter 1: Introduction 

This thesis is part of the Norwegian CCS Research Center (NCCS), which is an 

international research cooperation on CO2 capture, transport, and storage. The work in 

this thesis relates to Task 2 on the development of amine-based capture solvents, which 

focuses on addressing challenges related to the use of solvents, including issues like 

degradation, reclaiming, and environmental considerations. The main objective is to 

develop kinetic models that describe solvent degradation in amine-based CO2 capture 

plants. This is done by studying and comparing laboratory-scale degradation 

experiments from the literature to better understand the degradation mechanisms at play. 

These experimental results are then used to develop kinetic degradation models that can 

predict the extent of degradation in full-scale processes. In addition, this work evaluates 

the impact of flue gas compositions on the degradation rates throughout the process, the 

influence of various process modifications and the effectiveness of solvent management 

strategies. 

The work predominantly focuses on the extensively researched 30 wt-% aqueous MEA 

solvent. In addition to its physical properties and CO2 absorption kinetics, various studies 

explore degradation rates, catalytic effects of metals, corrosion rates, and the solubility 

of O2 and metals. Therefore, the MEA solvent can serve as a case study to evaluate the 

overall understanding of the involved mechanisms and the predictive capabilities of 

degradation models. A key objective here is to identify knowledge gaps and propose 

further experiments to improve the understanding of degradation and the accuracy of 

model predictions. The MEA case study can, in turn, serve as a blueprint for other 

solvents, identifying the specific experimental data required for developing good 

predictive models. 

This chapter contains a general introduction to absorption-based post-combustion 

capture, solvent degradation and management, and reclaiming techniques. It describes 

the scope of the work, gives a structured overview of the other chapters, and presents a 

summary of the relevant scientific contributions.  

1.1 Background 

Global warming and climate change pose significant challenges to the stability and 

sustainability of our planet as indicated by the analyses conducted by the International 

Energy Agency (IEA) and the Intergovernmental Panel on Climate Change (IPCC)1,2. 

At the core of these challenges is the impact of greenhouse gasses, especially CO2. The 

IEA's reports emphasize the urgent necessity to reduce CO2 emissions, particularly 

within the energy sector, by transitioning towards renewable and low-carbon energy 

sources, enhancing energy efficiency, and adopting environmentally responsible 

practices.  
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This energy transition is a time-consuming process, and with the window for effective 

mitigation closing rapidly, other measures must be implemented for short-term emission 

reduction. Carbon capture and storage (CCS) offers the potential to achieve short-term 

emission reductions and is predicted to play an important role in achieving climate goals. 

In addition, CCS can be a permanent solution for industries that are challenging to 

decarbonize, such as steel, cement, or waste-to-energy2,3. 

Although CO2 can be removed using pre-combustion, post-combustion, and oxyfuel 

combustion capture processes, post-combustion capture is considered the most mature 

and is ready for wide-scale deployment4,5. Post-combustion systems can be installed in 

addition to existing industrial infrastructure with relative ease and without significant 

modifications to the upstream process. With a significant knowledge base and years of 

technical experience across the entire value chain due to related activities in natural gas 

and oil processing, large-scale implementation of post-combustion capture systems is 

technically feasible3,6. 

The dominant Industrial technology for post-combustion carbon capture is absorption 

with aqueous amines5,7. Aside from proprietary solvents, the most commonly studied 

amines are 2-ethanolamine (MEA), diethanolamine (DEA), n-methyl diethanolamine 

(MDEA), 2-amino-2-methylpropanol (AMP), piperazine (PZ) and blends of these8,9. 

These solvents are selected based on their CO2 absorption rates, cyclic capacity, 

regeneration requirements, chemical stability towards degradation, and their reduced 

tendency to evaporate and corrode equipment in the process8,10. Although MEA was 

considered to be the benchmark solvent and is one of the most well-studied solvents, 

aqueous mixtures of AMP and PZ, such as CESAR1, have recently been described as 

the new benchmark due to their improved performance over MEA11. 

Current research is primarily focused on improving the efficiency and sustainability of 

the carbon capture process, while also addressing the obstacles that hinder its large-scale 

implementation. One of the main challenges is to extend the lifetime of the solvent by 

limiting losses through solvent degradation and emissions. Solvent degradation is 

problematic, not only because it is responsible for the majority of amine losses but also 

due to the generation of degradation products. These products have been observed to 

affect the performance of the capture plant by increasing foaming, solvent viscosity, or 

corrosion rates in the plant12. In addition, depending on the solvent, the degradation 

products can be volatile and toxic and may cause harm to human health and the 

environment. It is thus essential to gain a better understanding of the different 

degradation mechanisms and their impact on the process. 

1.1.1 Absorption-Based Capture 

A simplified overview of a typical amine-based post-combustion CO2 capture plant is 

given in Figure 1.1. Pretreatment and conditioning of the flue gas may be required prior 

to CO2 removal. Flue gas impurities, such as SOx, NOx, or heavy metals, are removed 
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during pre-treatment in a caustic scrubber or using a wet electrostatic precipitator5. Next, 

the flue gas is typically cooled to around 40 °C using a direct contact cooler since milder 

temperatures thermodynamically favor absorption into the solvent.  

The pre-treated flue gas enters the bottom of the absorber and travels up through the 

column, where it comes in counter-current contact with an aqueous amine solvent, which 

is distributed at the top. Generally, a random or structured packing is used to enhance 

the contact between the gas and liquid phases and stimulate selective absorption of CO2. 

The absorption of CO2 is exothermic and can result in a bulge in the temperature profile 

in the absorber. Intercooling may be applied to lower the temperature of the solvent and 

increase its capacity. Finally, the cleaned flue gas exits the top of the absorber and 

typically passes through one or more water- or acid-wash sections to remove entrained 

solvent, impurities, and degradation products. 

The rich solvent, which is collected in the sump of the absorber and loaded with CO2, is 

transported to the stripper through a cross-flow heat exchanger that preheats the rich 

solvent. The reboiler in the bottom of the stripper provides additional heat. The increased 

temperatures and production of water vapor in the stripper cause the CO2 to desorb and 

regenerate the solvent. The gas leaving the top of the stripper is cooled down to condense 

water, and a relatively pure CO2 product remains. The lean solvent is recycled through 

the cross-flow heat exchanger back to the top of the absorber. 

Once dissolved into the solvent, the CO2 can react in various ways, but the most 

important reversible reactions are the bicarbonate and carbamate formation reactions 

given in Eq. 1.1 and Eq. 1.2., respectively. Tertiary amines and sterically hindered 

 

Figure 1.1: Overview of the absorption-based post-combustion 

capture process. 
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secondary amines cannot form carbamates and only facilitate the formation of 

bicarbonate. Since only one mole of amine is required to absorb one mole of CO2, the 

capacity of these amines is typically higher than most primary and secondary amines. 

The latter are able to form carbamate but require two moles of amine per mole of CO2. 

The advantage of carbamate reactions (Eq. 1.2) is their favorable reaction kinetics, which 

result in relatively fast absorption rates.9,13 

 

 
Eq. 1.1 

 

 

 
Eq. 1.2 

1.1.2 Degradation of Amines 

The continuous exposure of the solvent to oxidizing conditions in the absorber and 

increased temperatures in the stripper can cause it to degrade over time. Aside from a 

loss in capture capacity and plant performance, solvent degradation can also cause 

various operational issues, such as foaming and corrosion. In addition, solvent 

degradation may lead to the formation of volatile products, which can be emitted and 

impact human health and environmental safety12,14. The most common degradation 

mechanisms and their impact on the processes are discussed in the upcoming sections. 

1.1.2.1 Thermal Degradation 

The carbamate, which is formed when CO2 reacts with the amine, may react further at 

elevated temperatures and form degradation products. This degradation process is 

commonly referred in the literature as thermal degradation with CO2. The initial step in 

the thermal degradation of ethanolamine solvents involves the ring closure of the 

carbamate, resulting in the formation of an oxazolidinone. This intermediate is the 

starting point for subsequent polymerization reactions that lead to the formation of 

dimers and oligomers, imidazolidinones, and other cyclic compounds. In the case of 

MEA, this results in the formation of N-(2-hydroxyethyl)-ethylenediamine (HEEDA), 

1-(2-hydroxyethyl)-2-imidazolidone (HEIA), and other products. Tertiary amines, such 

as MDEA and DMAE, cannot be converted to oxazolidinone directly and are generally 

more resistant to carbamate polymerization. Oxazolidinones formed from secondary 

amines, such as MAE and DEA, are relatively unstable and result in increased thermal 

degradation.12,15–18 

The carbamate polymerization reaction rates are highly dependent on temperature, and 

most of thermal degradation occurs in high-temperature sections of the process, such as 

the stripper and reboiler. Lowering the temperatures in these regions can effectively 
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reduce the degradation rate; however, it also leads to an increase in the specific energy 

required for solvent regeneration14. Higher CO2 loadings also increase degradation, most 

probably because they result in a higher concentration of carbamate19. 

The degradation products resulting from carbamate polymerization are found to have 

several adverse effects. They cause foaming and increase the solvent’s viscosity, thereby 

impairing efficient mass transfer within the absorber and increasing emissions. Some of 

the degradation products have also been found to be corrosive, thereby damaging the 

equipment and increasing the concentration of dissolved metals in the solvent. 

Degradation of the amine will also reduce the capture capacity, however, it is worth 

noting that certain degradation products retain the ability to absorb CO2. Therefore, when 

a fraction of the original amine degrades, it does not necessarily result in a proportional 

loss of CO2 absorption capacity.20 

1.1.2.2 Oxidative Degradation 

Oxidative degradation, on the other hand, mainly occurs in the absorber. Here, oxygen 

in the flue gas is brought into contact with the solvent, and despite the relatively low 

temperatures, degradation takes place readily. Any dissolved oxygen at the bottom of 

the absorber is likely to react when the solvent is heated in the heat exchanger or stripper. 

In contrast to carbamate polymerization, the mechanism for oxidative degradation for 

most amines is still relatively unclear. Two potential mechanisms are proposed: electron 

transfer and hydrogen abstraction. In the case of electron transfer, a free radical abstracts 

an electron from the lone pair of the nitrogen, whereas in the case of the hydrogen 

abstraction mechanism, the degradation is initiated by the abstraction of a hydrogen atom 

on the α-carbon or the β-carbon. In either case, the unstable amine radical readily reacts 

with oxygen to form a hydroperoxide, which decomposes into new radicals and a range 

of degradation products, including carboxylic acids, aldehydes, and ammonia.21–25 

The role of dissolved metals in catalyzing the formation of free radicals required for 

initiating oxidative degradation has shown to be important. Metals, such as iron, copper 

and manganese, may be leached from the absorption equipment or enter the system with 

the flue gas in the form of fly ash26. Oxidative degradation products, such as organic 

acids, are suspected to speed up the corrosion rate and increase metal concentrations in 

the solvent, resulting in higher degradation rates. The rate of carbamate polymerization, 

however, does not appear to be influenced by the presence of dissolved metals15. Overall, 

oxidative degradation is the more dominant degradation mechanism but exact 

contributions are hard to quantify and depend on many process parameters27. 

1.1.2.3 Solvent Deactivation by Heat-Stable Salts 

The flue gas may contain other acidic components in addition to CO2, for example, SO2 

or HCl. Some of these acids are stronger than CO2 and can absorb competitively. The 

salts, which are formed between these stronger acids and the amine, are known as heat-
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stable salts (HSS) because the stronger acids do not desorb at elevated temperatures in 

the stripper, opposed to CO2. As a result, a fraction of the solvent will slowly be 

deactivated over time, reducing the cyclic capacity and performance of the capture plant. 

A second source of HSS is oxidative degradation. The oxidation of the amine can lead 

to the formation of organic acids, which can form covalently bonded HSS with the 

amine. The implications of these HSS are the same. The degree of solvent deactivation 

strongly depends on the flue gas conditions and the oxidative degradation rate. In the 

case of MEA, typical absorbent loss due to solvent deactivation is in the range of 0.6 and 

1.2 kg /ton of CO2
28. The dissolution of strong acids in the solvent can also lead to higher 

solvent degradation rates, either directly or indirectly, as the result of higher dissolved 

metal concentrations because of increased corrosion29. 

1.1.2.4 Nitrosamines  

The presence of nitrogen oxides in the flue gas can also lead to other challenges. Amines 

can react with dissolved NO2, forming nitrosamine and nitramine products, which can 

be toxic or carcinogenic30. These products can escape the process through evaporation 

or entrainment in the flue gas and may cause danger to human health and the 

environment. Nitrosamines can be produced directly from both primary, secondary, and 

tertiary solvents but nitrosamines of primary amines, such as MEA, are generally 

unstable and will quickly react to form a carbocation and nitrogen. Some degradation 

products of primary amines, however, can react with nitrogen oxides to form more stable 

nitrosamines30,31. Although the reaction rates are insignificant with respect to the overall 

solvent losses, the formation of the nitrosamines should not be neglected due to their 

adverse effects. Sufficient monitoring of the solvent and outlet gas is required to keep 

emissions at acceptable levels. 

1.1.2.5 Thermal Decomposition 

Amine solvents have also been shown to degrade through thermal decomposition at 

elevated temperatures without the presence of impurities, O2, or CO2. However, thermal 

decomposition is typically not observed for most amines at conventional reboiler 

temperatures16,17. The degradation rates of the reactions involving O2 or CO2 are 

significantly higher, and most industrial experiences showed that thermal decomposition 

is negligible compared with these32,33. 

1.1.3 Emissions and Mitigation 

Both the amine and its degradation products can exit the process with the treated flue 

gas through evaporation or entrainment in aerosols. The degree of evaporation depends 

mainly on the type of amine or degradation product and its concentration, the loading 

and liquid temperature in the top section of the absorber, and the pressure in the 

absorber34. Some degradation products, such as formaldehyde, acetaldehyde, and 
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ammonia, are more volatile than the amines they originate from. As a result, the total 

atmospheric emissions may increase when significant degradation occurs. 

Entrainment of the amine and degradation products in aerosols is another important 

source of emissions. The aerosols are small liquid droplets, which are formed in the 

absorber, for example due to impurities in the flue gas, such as soot and H2SO4
35. The 

conditions in the absorber, such as the temperature profile and H2O saturation pressure 

gradients, control the growth of the aerosols. Larger droplets (> 10 µm) can be captured 

using standard demisters, but the smaller aerosols are not affected34. Therefore, most 

absorbers are equipped with a water wash section, which can reduce both volatile and 

aerosol amine emissions significantly. The water that is used to wash the gas flow exiting 

the absorber is cooler than the lean solvent and contains a low concentration of amine 

and degradation products. As a result, up to 95% of the solvent can be recovered by 

implementing a water wash system, and typical overall emissions of MEA are in the 

range of 1 - 6 ppmv35–37. 

1.1.4 Solvent Management 

A good solvent management is imperative for the successful operation of the capture 

plant, and often encompasses measures for both preventing and mitigating solvent 

degradation and its effects on operational efficiency and environmental sustainability. 

These measures are described and discussed in more detail in this section. Active 

reclaiming is discussed in more detail in section 1.1.5. 

1.1.4.1 Prevention 

Preventive measures can be taken to limit solvent degradation in the process. An 

essential one is selecting a stable solvent, which involves screening various amines 

during degradation experiments. Tertiary and sterically hindered ethanolamines are 

generally more resilient in carbamate polymerization experiments16, and some of these 

amines were found to have reduced rates of oxidative degradation and nitrosamines and 

nitramines formation18. While solvent stability is crucial, other factors, such as 

performance, capacity, regeneration requirements, and safety, must not be disregarded. 

Pre-treatment, such as flue gas desulfurization, can reduce solvent degradation and the 

formation of HSS38. In addition, upstream process modifications that change the 

composition of the flue gas, for example, by lowering the O2 concentration, can 

positively affect degradation rates. Modifications to the capture process, such as 

removing dissolved oxygen downstream of the absorber, also limit degradation39. 

Another method to restrict solvent degradation is to reduce solvent residence time in 

areas prone to degradation, such as the column sumps and the stripper reboiler. Good 

temperature control in the absorber and stripper can prevent temperature fluctuations 

that can lead to increased degradation rates. Finally, degradation inhibitors can be added 

to the solvent. These inhibitors may serve as chelating agents and interact with dissolved 
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metals, or they can function as oxygen scavengers to reduce oxygen solubility or interact 

with dissolved oxygen40. 

1.1.4.2 Symptomatic Treatment 

The second type of solvent management strategy does not prevent degradation but aims 

to reduce or mitigate its effects. As discussed in section 1.1.2, the formation of 

degradation products can affect the corrosion rates in the plant or the viscosity and the 

surface tension of the solvent. In the case of corrosion, there are several measures one 

could take to limit its effects, such as the selection of appropriate materials or the 

application of a coating. However, if significant degradation or corrosion is not 

anticipated during the design phase, it might be necessary to adjust the process 

environment instead. This can be achieved by introducing a corrosion inhibitor, which 

either protects the equipment by interacting with the surface or by scavenging oxidizing 

agents41. 

The presence of acidic degradation products or certain corrosion inhibitors can 

negatively impact amine solvent foaming behavior, resulting in reduced mass transfer 

efficiencies in contactors and solvent loss37. Anti-foaming agents can be used to mitigate 

foaming. These agents typically have low viscosity and a strong affinity for the air-liquid 

interface, effectively breaking down the foam. It is important to note that these additives 

and inhibitors do not directly affect degradation rates, and periodic solvent makeup 

remains necessary. However, because fewer metallic ions are dissolved by inhibiting 

corrosion, the catalytic effects on oxidative degradation rates may be reduced. 

1.1.4.3 Solvent Treatment and Maintenance 

One of the simplest methods to maintain solvent quality is to replenish the solvent 

inventory. One can either periodically replace the entire inventory or gradually bleed out 

some of the current solvent and introduce fresh solvent as a replacement. When the 

solvent is replaced and discarded, it still contains a large fraction of the original amine. 

From both an environmental and economic perspective, this method is thus unappealing. 

Moser et al. applied the bleed and feed strategy during an 18-month test run with 30-wt% 

MEA at the Niederaussem post-combustion capture plant42. The strategy successfully 

reduced impurity and degradation product concentrations and improved the solvent 

capacity. However, the degradation rates appeared to increase to the same levels before 

the solvent exchange shortly after feeding the new solvent. This is expected to be caused 

by degradation products, impurities, and dissolved metals left behind. Therefore, the 

bleed and feed strategy is not very effective. 

Filters can also play a crucial role in solvent treatment. Mechanical filtration can remove 

particulates and precipitated salts that could lead to fouling or erosion issues. Meanwhile, 

activated carbon filters remove hydrocarbons and polar organic compounds, including 

surface-active components that induce foaming. They have also proven successful in 
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adsorbing nitrosamine contaminants43. The interaction of carbon filters with HSS and 

other impurities and degradation products is limited44. Mechanical filters commonly 

precede the carbon filters to prevent fouling. When saturated, carbon filters must be 

replaced45. 

Additionally, solvent treatment can involve neutralization with an alkali, like an NaOH. 

Amines part of an HSS are separated from the impurity, allowing them to absorb CO2 

once again. However, this method solely addresses short-term solvent deactivation and 

does not remove impurities from the system. If repeated periodically, the solvent can be 

diluted and salts can accumulate, potentially causing increased viscosity45. Therefore, it 

is not a sustainable long-term solution for maintaining solvent quality. 

1.1.5 Reclaiming 

The solvent that undergoes degradation either through carbamate polymerization or 

oxidative degradation cannot be reclaimed. However, the deactivated solvent can be 

treated, and the amine can be recovered by breaking up the HSS. The initial steps in this 

treatment typically involve CO2 stripping and neutralization with a potent base. Stripping 

facilitates the desorption of CO2 and converts most of the amine from its carbamate or 

protonated state back into neutral molecules. A stronger base is used to separate the 

remaining CO2 and HSS from the amine. Acidic compounds exhibit a greater affinity for 

this base and new salts are formed. Once neutralized, the amine can be separated from 

contaminants using various separation techniques and then recycled back into the solvent 

inventory. 

1.1.5.1 Thermal Reclaiming 

The most well-known reclaiming technology is thermal reclaiming because of its 

relatively simple design and the available knowledge through its application in other gas 

cleaning applications, such as H2S scrubbing. A small solvent side stream is heated in a 

reclaiming kettle after pretreatment and neutralization. The high volatility of the amine 

in comparison to the degradation products, salts, and other impurities allows it to be 

evaporated and separated from the mixture. Over time, degradation products and 

impurities are concentrated in the reclaimer, forming a sludge with an increased viscosity 

and boiling point. Therefore, the reclaimer is stopped periodically to dispose of the 

sludge.46 

Reclaiming generally takes place at atmospheric pressures, unless higher boiling point 

amines, such as DEA or MDEA, are used. In such cases, significant degradation can 

occur at the boiling point temperature, necessitating a vacuum or steam to reduce the 

partial pressure of the amine in the gas phase at lower temperatures47. Thermal 

reclaiming is highly effective at eliminating a wide range of both ionic and non-ionic 

impurities but it is relatively energy-intensive. When impurity concentrations are low, a 

relatively large volume of solvent must be evaporated to achieve the same level of 
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impurity removal. Therefore, from an energy efficiency perspective, thermal reclaiming 

becomes more efficient as impurity concentrations increase. 

1.1.5.2 Ion Exchange Reclaiming 

After pretreatment and neutralization, ion exchange can be used to eliminate charged 

impurities from the solvent. These charged impurities, some of which were part of an 

HSS prior to neutralization, adhere to the resin, displacing it with another ion, such as 

OH-. Over time, the resin becomes saturated and must be regenerated. Anion exchange 

resins interact with negatively charged impurities, and regeneration often involves using 

an alkali like NaOH. In cases where continuous ion exchange is required, multiple beds 

may be needed to operate in parallel. Moreover, for the removal of both cationic and 

anionic impurities, beds with different types of resins must be used. 

The resin adsorbs not only ionic impurities that form HSS but also the ions introduced 

during the neutralization phase, such as sodium or potassium. Excessive neutralization 

can consequently reduce the removal efficiency. The ion exchange process has low 

energy requirements compared with thermal reclaiming and electrodialysis. However, 

its environmental water and chemicals footprint is considerably larger because washing 

and regeneration of the resins can demand substantial quantities of these resources. 

Furthermore, another limitation of ion exchange is its inability to remove uncharged 

impurities since they do not interact with the resins.48 

1.1.5.3 Electrodialysis Reclaiming 

Electrodialysis can also be used for removing charged impurities. This method employs 

a series of alternating cation- and anion-exchange membranes, allowing the removal of 

anions and cations. The contaminated solvent passes in between the membranes, 

alternated by electrolyte solution. When an electric potential is applied, ions migrate 

across the membranes toward the electrolyte solution, resulting in a concentrate, while 

the concentration of ions and HSS decreases in the solvent. Electrodialysis, however, is 

ineffective in addressing uncharged contaminants, such as some thermal degradation 

products, as they do not respond to the applied electric potential.45,49 

The process is characterized by its large electrical energy usage, which scales with the 

concentration of charged components in the solvent and can contribute significantly to 

the overall reclaiming costs50. Since electrical energy makes up most of the total energy 

requirements, it is relatively easy to make the process sustainable or carbon neutral, by 

shifting to renewable electricity sources. The concentration of impurities cannot easily 

be concentrated up to the levels of the thermal reclaiming wastes, resulting in larger 

waste volumes. To address this, several electrodialysis stacks can be placed in series to 

obtain a more concentrated waste and reduce to total waste volume51. 

The exchange membranes are susceptible to fouling, and proper filtration up to 1µm is 

usually required. The high alkaline conditions of the neutralized solvent can be 
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problematic for the stability and long-term lifespan of some types of membranes50. An 

advantage of membrane processes, on the other hand, is the relatively simple scale-up 

from lab scale to pilot plants and industrial plants. Therefore, lab-scale processes can 

give a good approximation of the final performance. 

1.1.5.4 Reclaimer Waste Disposal 

The discussed reclaiming processes produce waste, and it is necessary to consider the 

costs related to the handling and disposal of this waste. Electrodialysis and ion exchange 

processes produce a relatively large volume of aqueous waste, whereas thermal 

reclaiming yields a more concentrated waste. This waste is often corrosive due to its high 

concentrations of impurities and must be treated as hazardous waste52. The waste can be 

incinerated on-site if a suitable boiler and permissions are available, but otherwise, it 

will have to be transported and disposed of or incinerated off-site. The latter can be 

expensive and might make up more than half of the total reclaiming costs53. 

Wastewater treatment plants can be used to treat dilute wastes. The cost of this treatment 

is case-specific and strongly depends on the exact composition of the waste, but is less 

than those of hazardous waste treatment53. Given the significant impact of waste 

treatment costs on overall expenses, it should be a primary factor in the decision-making 

process when selecting a reclamation method. Furthermore, research into the exact 

compositions and classification of the wastes can be interesting to provide more details 

and give better estimates. 

1.2 Layout of the Thesis 

Chapter 2 presents Article I: “Modeling the Formation of Degradation Compounds 

during Thermal Degradation of MEA” (https://doi.org/10.1021/acs.iecr.1c04496), 

which has been published in Industrial & Engineering Chemistry Research in February 

2022. This article aims to compare experimental data on the thermal degradation of 

MEA, analyze discrepancies in results, statistically quantify experimental uncertainty, 

and develop a comprehensive degradation model predicting solvent losses and 

degradation product formation under different process conditions. Chapter 3 continues 

the work presented in the article and discusses several additional aspects of the thermal 

degradation model, such as expanding its complexity and the potential role of MEA 

carbamate in the degradation reactions and reaction rate equation. 

Chapter 4 presents Article II: “Predicting solvent degradation in absorption-based CO2 

capture from industrial flue gases” (https://doi.org/10.1016/j.ces.2023.118940), which 

has been published in Chemical Engineering Science in September 2023. In this article, 

shortcomings of experimental setups to measure oxidative degradation of the solvent are 

identified and a new setup design is proposed to provide data that is more useful for 

degradation modeling. Chapter 5 continues the work in this article and discusses several 

additional aspects, such as validation of the models and additional case studies. In 

https://doi.org/10.1021/acs.iecr.1c04496
https://doi.org/10.1016/j.ces.2023.118940
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section 5.7, the degradation models are applied to evaluate degradation in capture 

processes featuring high capture efficiencies. The work in this section is performed in 

collaboration with the University of Edinburgh and Sheffield (D. Mullen and Prof. M. 

Lucquiaud), and, although a complete draft is not available at the time of writing, a joint 

publication is planned in the future. 

Chapter 6 delves into the application of conventional degradation setups and their 

constraints in relation to the development of degradation models. A novel setup design, 

intended to examine degradation under conditions that more accurately reflect the actual 

process, is introduced and explored. The challenges and insights associated with the 

assembly, testing, and operation of the setup are detailed, and preliminary testing 

outcomes are presented. 

Chapter 7 explores the catalytic role of iron in oxidative solvent degradation and 

proposes an extension to the existing oxidative degradation model. Various hypothetical 

scenarios, including corrosion rate limitations, iron solubility constraints, and O2 mass 

transfer limitations in the absorber packing, are considered and included in the 

degradation model. The predicted outcomes are compared with pilot plant observations, 

and knowledge gaps are identified. In addition, the effectiveness of continuous 

reclaiming is evaluated based on the extended degradation model. 

1.3 Articles and Dissemination 

1.3.1 Journal Publications 

L. Braakhuis, K. K. Høisæter, and H. K. Knuutila, ‘Modeling the Formation of 

Degradation Compounds during Thermal Degradation of MEA’, Ind. Eng. Chem. Res., 

Feb. 2022, doi: 10.1021/acs.iecr.1c04496. 

L. Braakhuis and H. K. Knuutila, ‘Predicting solvent degradation in absorption–based 

CO2 capture from industrial flue gases’, Chemical Engineering Science, vol. 279, 

p. 118940, Sep. 2023, doi: 10.1016/j.ces.2023.118940. 

1.3.1.1 Other Journal Publications Not Part of this Thesis 

K. K. Høisæter, S. J. Vevelstad, L. Braakhuis, and H. K. Knuutila, ‘Impact of Solvent 

on the Thermal Stability of Amines’, Ind. Eng. Chem. Res., vol. 61, no. 43, pp. 16179–

16192, Nov. 2022, doi: 10.1021/acs.iecr.2c01934. 

1.3.2 Conference Contributions 

L. Braakhuis and H. K. Knuutila, ‘Modelling and Evaluating Carbamate 

Polymerization of Monoethanolamine in Post-Combustion Carbon Capture’, 

Trondheim Carbon Capture & Storage Conference 11 (TCCS-11), in SINTEF 

https://doi.org/10.1021/acs.iecr.1c04496
https://doi.org/10.1016/j.ces.2023.118940
https://doi.org/10.1021/acs.iecr.2c01934
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Proceedings, Trondheim, Jun. 2021. https://sintef.brage.unit.no/sintef-

xmlui/handle/11250/2785872 

V. Andersen, H. K. Knuutila, L. Braakhuis, E. H. Myrhaug, K. E. Einarsrud, and G. 

Tranell, ‘CO2 Capture for the Silicon Process-Effects of Flue Gas’, presented at the 

Infacon XIV, Trondheim, Sep. 2021. doi: https://dx.doi.org/10.2139/ssrn.3926089. 

L. Braakhuis and H. K. Knuutila, ‘Modelling the Formation of Degradation 

Compounds during Thermal Degradation of MEA’, presented at the Post Combustion 

Capture Conference 6 (PCCC-6), London, Oct. 2021. 

L. Braakhuis and H. K. Knuutila, (poster) ‘Evaluation of Solvent Degradation in 

Amine-Based Post-Combustion Capture Process Simulations.’, at the 16th Greenhouse 

Gas Control Technologies Conference 2022 (GHGT-16), Oct. 2022. doi: 

10.2139/ssrn.4274973. 

L. Braakhuis and H. K. Knuutila, ‘The Impact of Process Modifications on Solvent 

Degradation in Amine-Based Post-Combustion Capture Systems’, presented at the 

Trondheim Conference on Carbon Capture, Transport and Storage 12 (TCCS-12), Jun. 

2023. 

L. Braakhuis, H. K. Knuutila, and E. A. Scelzo, (poster) ‘New Apparatus to Measure 

Solvent Degradation for Degradation Model Development’, presented at the Post 

Combustion Capture Conference 7 (PCCC-7), Pittsburgh, Sep. 2023. 

1.3.3 Other Dissemination 

L. Braakhuis, H. K. Knuutila, Overview of reclaiming technologies and their 

application in post combustion carbon capture (29.04.2021). Norwegian CCS Research 

Centre (NCCS) Webinar. 

L. Braakhuis, H. K. Knuutila, Task 2: Impact of process design on degradation: a 

modeling study, November 2022. Norwegian CCS Research Centre (NCCS) 

Consortium days presentation. 

L. Braakhuis, H. K. Knuutila, Task 2: The Impact of Process Modifications on Solvent 

Degradation, November 2023. Norwegian CCS Research Centre (NCCS) Consortium 

days presentation. 
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Chapter 2: Article I: Thermal Degradation of MEA 

Solvent degradation primarily results from oxidative and thermal degradation. Extensive 

studies have been conducted on the thermal degradation of monoethanolamine (MEA) 

through degradation experiments and the development of degradation models1–5. While 

there is a consensus on most of the degradation mechanisms, minor differences and 

distinctions exist.  

The experimental procedure for the degradation experiments is similar across various 

works in the literature. However, variations exist in experiment durations, temperature 

ranges, and used CO2 loadings. Various analytical methods are employed to measure the 

concentrations of MEA, CO2, and degradation products. While the concentration of 

MEA is consistently measured, different sets of degradation products have been 

analyzed. The degradation experiments are characterized by significant uncertainty. This 

uncertainty is especially evident when comparing the results of different studies, but also 

when comparing experimental runs from the same study. Two different authors have 

developed degradation models1,2; however, the data used to fit these models is limited to 

their own experimental results. Consequently, the variations in the experimental results 

are reflected in the models6. 

In this chapter, Article I is presented, as published in Industrial & Engineering Chemistry 

Research. The article’s objective is to collect and combine all available experimental 

data on MEA’s thermal degradation to develop a degradation model that aligns with all 

data. Differences in the experimental results are analyzed, and the experimental 

uncertainty is discussed and quantified statistically. The kinetic rate equations are 

selected based on the mechanisms proposed in the literature. The resulting model aims 

to predict solvent losses and the formation of degradation products over time and under 

various process conditions, including temperature and loading. 

Chapter 3 continues the work presented in the article and discusses several additional 

aspects of the thermal degradation model. The use of additional reaction rate parameters 

and the inclusion of reversible reaction is considered and more insights on uncertainties 

and possible model improvements are given. Finally, the role of the MEA carbamic acid 

in the degradation mechanism and the effect of its protonation on the degradation rate 

are discussed. 
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2.1 Abstract 

A kinetic model has been developed to predict thermal degradation of aqueous solutions 

of monoethanolamine (MEA) in carbon capture. The model focusses on both the 

degradation rate of the amine and the formation rates of selected degradation products 

as a function of time, temperature, and loading. Experimental literature data on thermal 

degradation of MEA were used to develop, fit, and evaluate the model. The model was 

found to have an average relative deviation of 17.5%, most of which was caused by 

uncertainty in experimental data. The degradation model was also compared to a cyclic 

degradation campaign. The concentration of 1-(2-hydroxyethyl)-2-imidazolidinone 

(HEIA), one of the more stable thermal degradation products, is well predicted with the 

thermal degradation model. However, the results also indicate that oxidative and thermal 

degradation mechanisms interact and that this interaction influences the concentration of 

several thermal degradation products. 

2.2 Introduction 

A reduction in carbon emissions is essential in reaching climate goals. One of the most 

promising processes for reducing these emissions in the short term is amine-based post-

combustion carbon capture, as it is a process that can be retrofitted to current industrial 

installations. The flue gas, which contains the CO2, is brought into contact with an 

aqueous amine solvent in an absorber, where it is selectively removed. The loaded 

solvent is then heated and introduced into the stripper. The higher temperatures in the 

stripper cause the CO2 to desorb, regenerating the solvent.7 

Current research mainly focuses on improving the effectiveness and sustainability of the 

process, making it more attractive for implementation. One of the main challenges is 

extending the lifetime of the solvent by limiting losses through vaporization, 

entrainment, or solvent degradation and deactivation. Solvent degradation is problematic 

as it is responsible for a significant fraction of the amine losses but also because of the 

production of degradation products. These products have been shown to influence the 

mailto:hanna.knuutila@ntnu.no
https://doi.org/10.1021/acs.iecr.1c04496
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performance of the capture plant by increasing foaming and viscosity or leading to higher 

corrosion rates in the plant8.  

One of the degradation mechanisms is carbamate polymerization, often referred to as 

thermal degradation with CO2. This form of degradation occurs at elevated temperatures 

in the capture process, for example, in the stripper and reboiler. A reduction in 

temperature at these locations can significantly reduce the degradation rate but can, at 

the same time, lead to higher specific energy requirements for regeneration9. A good 

understanding of the degradation rates and mechanisms and the impact of degradation 

products on the process is thus essential for efficient operation and the protection and 

maintenance of equipment9,10. 

In this work, the thermal degradation of MEA is studied in more detail. Aqueous 

solutions of MEA are commonly used in carbon capture processes, and substantial data 

are available on degradation under typical process conditions. Several degradation 

models have been proposed to predict thermal degradation rates of MEA1,2. The role of 

these models is to predict not only solvent losses in the process but also the formation of 

degradation products. This information is valuable for obtaining a better understanding 

of the effects of different solvent management strategies and the influence of degradation 

inhibitors. 

However, the degradation models in the literature are often not in agreement, as a result 

of different model reactions and rate equations or the use of different data sets, which 

are often limited to experimental measurements by the authors themselves. Therefore, 

this work collects experimental data on the thermal degradation of MEA, which is then 

used to develop, fit, and evaluate a new degradation model. The developed model aims 

to predict quantitatively the solvent losses and degradation product formation as a 

function of time and other process conditions, such as temperature and loading. 

2.2.1 Degradation Mechanism  

An overview of the suggested degradation reactions is given in Figure 2.1 and the 

relevant compounds are listed in Table 2.1. The carbamate formed when CO2 reacts with 

MEA is susceptible to degradation, and at increased temperatures, it undergoes ring 

closure and is dehydrated to form 2-oxazolidinone (OZD). OZD is sensitive to 

nucleophilic attacks and reacts with MEA, leading to the formation of dimers and 

oligomers, imidazolidinones, and other cyclic compounds. The cyclization of the 

carbamate leading to the formation of OZD is the rate-limiting reaction. This rate was 

found to be dependent on both temperature and CO2 loading. Higher CO2 loadings have 

been shown to increase degradation rates, possibly either by forming more of the 

carbamate or by increasing the availability of proton donors, which can catalyze the 

dehydration.9 



Chapter 2: Article I: Thermal Degradation of MEA 

23 

 

The degradation mechanism of MEA has been discussed in the literature1,4–6,11,12. 

Polderman et al.6 suggested a polymerization mechanism in which OZD reacted with 

MEA to form 1-(2-hydroxyethyl)-2-imidazolidione (HEIA). Subsequently, HEIA was 

suggested to react with water to form N-(2-hydroxyethyl)-ethylenediamine (HEEDA) 

while expelling a molecule of CO2. This was thought to be an equilibrium reaction that 

is influenced by temperature and the concentration of CO2. 

 

Davis1 later showed that the formation of HEEDA from HEIA is very limited under 

stripper conditions, whereas HEEDA readily reacts with CO2 to form imidazolidone. 

HEIA is a relatively stable compound due to its five-ring structure, and experimental 

degradation results show that the compound accumulates in the solution over time. After 

an initial increase, the concentration of HEEDA remains more or less constant for the 

rest of the experiments, confirming its role as an intermediate. This mechanism was also 

suggested by Lepaumier et al.5. 

Additionally, Davis1 found that HEEDA could react with OZD to form a trimer, N-(2-

hydroxyethyl)-diethylenetriamine (TRIMEA), and further polymeric compounds. 

TRIMEA can react with CO2 and form a cyclic urea through internal condensation. 

Depending on which amine group reacts with CO2, two different isomers can be formed: 

N-(2-aminoethyl)-N’-(2-hydroxyethyl)imidazolidinone (AEHEIA) or N-[2-[(2-

hydroxyethyl)amino] ethyl]imidazolidin-2-one (HEAEIA)1,4,13. Because the isomers are 

 

Figure 2.1: Overview of degradation reactions for the carbamate polymerization of 

MEA as suggested by Davis1 and Lepaumier et al.5. 
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similar in structure and no commercial standard was available, no consensus has been 

reached as to which isomer is the most likely product4.  

Another common degradation product is the urea of MEA, also known as 1,3-Bis(2-

hydroxyethyl)urea (BHEU). The formation of this product was reported by Yazvikova 

et al.14. A mixture of MEA and OZD was heated to 200 °C in the absence of water and 

the urea was observed as the only degradation product. The reaction mechanisms for 

BHEU and HEEDA are similar, and the exact route depends on where the cleavage of 

the OZD ring occurs. Lepaumier et al.13 also proposed another mechanism for the 

formation of BHEU. In this case, MEA directly reacts with the carbamic acid of MEA 

to form the urea. However, under aqueous conditions, the ion pair of the protonated MEA 

and the MEA carbamate is more stable than the carbamic acid, so this reaction is unlikely 

to occur in an aqueous MEA solvent13. 

Table 2.1: Amines and thermal degradation compounds considered in the degradation model. 

Compound name Abbreviation Molecular 

Formula 

MW 

(g/mol) 

CAS Registry 

Monoethanolamine MEA C2H7NO 61.08 141-43-5 

2-oxazolidinone OZD C3H5NO2 78.08 497-25-6 

N-(2-hydroxyethyl)-

ethylenediamine  

HEEDA C4H12N2O 104.15 111-41-1 

1-(2-hydroxyethyl)-2-

imidazolidinone 

HEIA C5H10N2O2 130.15 3699-54-5 

N-(2-hydroxyethyl)-

diethylenetriamine 

TRIMEA C6H17N3O 147.14 1965-29-3 

N-(2-aminoethyl)-N’-(2-

hydroxyethyl)imidazolidinone 

AEHEIA C7H15N3O2 173.22 1402137-23-8 

N-[2-[(2-hydroxyethyl)amino] 

ethyl]imidazolidin-2-one 

HEAEIA C7H15N3O2 173.22 1154942-78-5 

1,3-Bis(2-hydroxyethyl)urea BHEU C5H12N2O3 148.16 15438-70-7 
 

2.2.2 Kinetic Degradation Models in Literature 

Kinetic models to describe thermal degradation of MEA have been developed by Davis1 

and Léonard et al.2. Léonard et al.2 used HEIA as a surrogate for all the intermediates 

and degradation products but only analyzed the concentration of MEA. The degradation 

rate was determined by multiplying the reaction rate coefficient with the initial 

concentration of CO2. The concentration of MEA has not been included in the rate 

equation because it is not considered to be limiting. The temperature dependence of the 

reaction rate coefficient was modeled using the Arrhenius equation. 
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The kinetic model by Davis1 is more extensive, including most of the degradation 

products, except for OZD and BHEU. No reliable experimental data were available on 

the concentration of OZD at the time, and Davis1 suggested that even if analytical 

methods would be improved, some of the OZD is likely to convert back to MEA 

carbamate during the cooling and handling of the samples. It was assumed that the 

concentration of OZD was in equilibrium with carbamate, which itself is directly related 

to the CO2 concentration. At loadings below 0.5, it was assumed that the vast majority 

of CO2 in the solution would be present in the form of carbamate, and as such, the 

concentration of CO2 was used as a surrogate for OZD. 

Analyses of degradation samples by Davis1 showed that the trimer was not an end 

product and could react with OZD and CO2 to form other polymeric compounds and 

imidazolidones. The concentrations were significantly lower than those of other modeled 

compounds. Due to the sparse data on these compounds, they were not modeled directly 

but grouped together as further polymeric products. The reactions from the oligomers 

(HEEDA and TRIMEA) to the imidazolidones (HEIA and HEAEIA) were modeled as 

rate-limited equilibrium reactions.1 

Davis1 used the Arrhenius equation to describe the temperature dependency of the 

reactions and the pre-exponential factor and activation energy were fitted for each 

reaction. The pre-exponential factor and activation energy for the reaction from 

HEAEIA to TRIMEA could not be determined due to insufficient experimental data of 

HEAEIA and is estimated instead. The activation energy for the initial degradation 

reaction, describing the consumption of MEA, is comparable to the activation energy 

fitted by Léonard et al.2. 

2.3 Methodology 

2.3.1 Model Development and Assumptions 

The model in this work is an adapted version of the model by Davis1 and the following 

degradation reactions are taken into account: 

2 MEA → HEEDA + H2O 𝑅1 = 𝑘1[MEA][CO2] Eq. 2.1 

MEA + HEEDA → TRIMEA 𝑅2 = 𝑘2[HEEDA][CO2] Eq. 2.2 

HEEDA + CO2 → HEIA 𝑅3 = 𝑘3[HEEDA][CO2] Eq. 2.3 

TRIMEA + CO2 → AEHEIA 𝑅4 = 𝑘4[TRIMEA][CO2] Eq. 2.4 

2 MEA + CO2 → BHEU + H2O 𝑅5 = 𝑘5[MEA][CO2] Eq. 2.5 
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The equilibrium reactions from HEEDA and TRIMEA to the imidazolidones HEIA and 

AEHEIA are assumed to be irreversible. This assumption is based on degradation 

experiments, which showed that the reaction rate for the production of HEIA from 

HEEDA was significantly larger than the reverse reaction1. Furthermore, concentration 

profiles of degradation products from experimental studies used in this work (see Table 

2.2) also suggest that rate limitations are predominant, since an increase in concentration 

of HEIA showed no immediate effect on the concentration of HEEDA4. The model was 

tested by including these reverse and equilibrium reactions, but no improvements were 

observed. 

Davis1 used the concentration of CO2 as a surrogate for the carbamate and OZD 

concentrations. However, at higher loadings (α ≈ 0.5), nearly all of the MEA is saturated 

and a fraction of CO2 will be present as carbonates and bicarbonates. The MEA 

carbamate concentration is thus lower than expected in these cases, and as a result, the 

degradation rate is expected to be overpredicted. In an attempt to include this behavior 

in the model, speciation models in AspenPlus and CO2SIM (in-house software) were 

used to predict the carbamate concentrations in the solutions. These were then used in 

the degradation model as a surrogate for the OZD concentration. The resulting 

degradation model, however, clearly underpredicted degradation in the experiments with 

a loading of 0.5.  

The use of the total CO2 concentration as a surrogate was also tested and gave a much 

better result. Intuitively, this is difficult to understand as one would expect the carbamate 

concentration to be directly proportional to the formation rate of OZD and thus the 

overall degradation rate. An explanation could be that the dehydration of the carbamate 

is the rate-limiting step. The availability of protons (e.g. in the shape of MEAH+) could 

then be rate determining. Finally, it was decided to continue to use the total concentration 

of CO2 as a surrogate for the OZD concentration. 

The cyclic urea that is formed when TRIMEA reacts with CO2 has been identified in the 

literature as AEHEIA4 or HEAEIA1,15. Huang et al.16 reported to have identified and 

quantified both isomers in the degradation samples, but methods for identification are 

not elaborated and commercial standards of either of the isomers were not used. Because 

of the uncertainty, the model considers only one of the isomers, AEHEIA. Compounds 

that are identified as HEAEIA are assumed to be AEHEIA instead. Since the 

concentration of the isomers is low compared with the other degradation product, there 

should not be a significant error in the model if both isomers are formed in reality. 

The collection of experimental data used in this work includes liquid chromatography 

and mass spectroscopy (LC-MS) measurements of BHEU16,17, which makes it possible 

to include the urea in the model. Where the formation of OZD is a the result of an 

intramolecular reaction of the MEA-carbamate, BHEU is expected to be formed through 

an intermolecular reaction of MEA and carbamate12. The concentration of CO2 is used 

as a surrogate for the carbamate concentration in this reaction as well. It is assumed that 
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the urea is a stable end product and reverse reactions are not considered. Since all but 

one of the measured concentrations of BHEU were from experiments at 135 °C, 

temperature dependence is not considered for this reaction, and the activation energy is 

set at zero. 

2.3.2 System of Equations 

In the model, the change in concentration of a compound over time is described using 

Eq. 2.6. The change is equal to the sum of production and consumption in all the 

reactions (𝑛𝑟). The degree of change in each reaction is the product of the stoichiometric 

coefficient (𝑣𝑖,𝑟), the reaction rate coefficient (𝑘𝑟), and the reactant concentrations (𝑐𝑗) 

in mol/m3. Here, 𝑛𝑗 is the number of reactants. 

The reaction rate coefficient is defined using an adjusted form of the Arrhenius equation, 

see Eq. 2.7. Here 𝑘ref is the reaction rate coefficient at the reference temperature (𝑇ref). 

This temperature was chosen to be 400 K as it was close to the average temperature of 

the degradation experiments. 𝐸𝐴 is the activation energy in J/mol, and 𝑅 is the ideal gas 

constant in J⋅K-1⋅mol-1. 

This form of the Arrhenius equation yields the same results as the conventional form but 

changes the interaction between the pre-exponential factor and the activation energy. For 

example, a change in activation energy will have no influence on the reaction rate 

coefficient for a reaction at reference temperature. This allows the parameters to be 

changed more independently and simplifies the optimization. 

2.3.3 Objective Function  

To find the reaction rate parameters for the degradation model, an objective function is 

defined. This objective function describes the quality of the fit as a function of the 

parameter estimates. An optimization algorithm can then be used to search for the 

optimal reaction rate parameters. The objective function should be designed such that 

the contribution of each deviation from experimental data is representable to the 

expected accuracy of this data. Measurements with higher analytical uncertainty are 

more likely to result in a larger deviation between the modeled and experimental values 

and should be weighted accordingly. 

 
𝑑𝑐𝑖
𝑑𝑡
= ∑ (𝑣𝑖,𝑟 𝑘𝑟 ⋅ ∏ 𝑐𝑗

𝑗=𝑛𝑗

𝑗=1

)

𝑟=𝑛𝑟

𝑟=1

 Eq. 2.6 

 
𝑘𝑟 = 𝑘ref ⋅ exp(

−𝐸𝐴
𝑅𝑖𝑑

( 
1

𝑇
−
1

𝑇ref

 )) Eq. 2.7 
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This work uses data of various reactants and products from different sources, obtained 

using a range of analytical methods, including LC-MS, gas chromatography and mass 

spectroscopy (GC-MS), and titration. Detailed information on the used analytical 

equipment and its accuracy, use of duplicates, dilution factors, and other extensive error 

analyses is in most cases not provided. Therefore, it is not easy to evaluate the accuracy 

and precisions of the different analytical techniques and it is assumed that the deviations 

are the same for all measurements. 

A root-mean-square error objective function was initially used to fit the kinetic 

parameters, but the mean average error of the model was found to be nearly ten times 

larger than the analytical error observed in in-house LCMS calibration measurements. 

This indicates that other factors could play a significant role and influence the results of 

the degradation experiments. Furthermore, the concentration and absolute deviations of 

the degradation products and intermediates were found to be proportional. Both are thus 

a consequence of an increased degradation rate. The deviations of MEA and CO2 were 

found to be less correlated with the rate of degradation. However, since the concentration 

of these compounds is higher, more dilution is required prior to analysis. As more 

dilution will lead to higher uncertainty, it is expected that the uncertainty is also 

proportional to the concentration for these compounds. 

Since the error’s exact nature is unknown, there is no clear reason to penalize more 

significant outliers using a root-mean-square function. Instead, a mean absolute error 

function was used, as given in Eq. 2.8. To account for the proportionality of the error, a 

weighing factor (𝑤𝑖) is used, which is equal to the inverse experimental concentration 

(𝑐𝑖). In the case the concentration of the products is low, however, the weighing factor 

can become unrealistically high and distort the results. If the experimental concentration 

is below the expected analytical error (𝜖𝐴), the inverse of this expected error is used as 

the weighing factor instead. From in-house LC-MS measurements, the analytical error 

is found to be in the range of 25-50 mol/m3 depending on the compound, so the expected 

analytical error is set at a value of 50 mol/m3. 

2.3.4 Optimization 

Optimization of the objective function can be challenging, especially when the number 

of parameters (reaction rate coefficients and activation energies) is increased. The 

 

𝑓(𝑥) =  ∑𝑤𝑖 ⋅ |𝑐�̂�−𝑐𝑖|

𝑖=𝑛

𝑖=1

 Eq. 2.8 

 
𝑤𝑖 = min (

1

𝑐𝑖
 ,
1

𝜖𝐴
) Eq. 2.9 
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complexity of the model may cause local optimization algorithms, such as Newton’s 

method, to have problems finding a global minimum. For this reason, the optimization 

in this work is done using the particle swarm optimization (PSO) algorithm as 

implemented in MATLAB (R2019a). The PSO algorithm uses a swarm of particles 

which are distributed throughout the search space and evaluates the objective function 

at their location. The particles will then move through the search space based on the 

location of their own historical minimum and the location of the global minimum. Over 

time, the particles converge at a solution. 

Global optimization algorithms such as PSO are generally better suited for multivariable 

optimization because they can overcome local minima. The default PSO algorithm 

settings were used as they provided satisfactory results. The number of particles was 

increased to 50 particles per model parameter as the optimization was not 

computationally demanding and this increased the accuracy of the optimization. 

In the first step, the model was optimized using a constant activation energy of 100 

kJ/mol for all the reactions. This provided a good estimation of the reaction rate 

coefficients at reference temperature, so the parameter ranges for the optimization of the 

complete system could be determined. Next, all the parameters were optimized. The 

optimization was run several times and the parameter boundaries as well as the initial 

guesses were adjusted to check if the same solution was obtained.  

2.3.5 Repeatability and Lack of Fit F-test 

The sum of residual errors describes the deviation between the model and the 

experimental data. This deviation is the result of two factors: the variance of the 

measurements and the limitations of the model. These variances can be quantified and 

compared to test if the model is adequate or if there is a lack of fit. 

The data set used in this work contains 24 sets of experiments that share the same model 

parameters (initial concentration, loading, temperature, and duration). These can give an 

insight in the repeatability of the degradation experiments and can be used to calculate 

the sum of pure experimental errors (SEP) using Eq. 2.10. For every set of replicates 

(𝑖, 𝑛𝑠), the experimental measurements in the set (𝑗, 𝑛𝑟) are compared to the average 

concentration of the set (𝑐𝑖 ). Note that the same weighting factor (𝑤𝑖,𝑗 ) as for the 

objective function (see Eq. 2.9) is used in this equation. 

The sum of errors due to lack of fit (SELOF) makes up the rest of the residual error and 

is equal to the difference of sum of residual errors and the SEP. An F-statistic (𝐹∗) is 

then determined by taking the ratio between the mean error due to lack of fit and the 

 

𝑆𝐸𝑃 = ∑ ∑ 𝑤𝑖,𝑗 ⋅ |𝑐𝑖,𝑗 − 𝑐𝑖|

𝑗=𝑛𝑟

𝑗=1

𝑖=𝑛𝑠

𝑖=1

 Eq. 2.10 
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mean pure error (see Eq. 2.11). Here, 𝑛  is the total number of experimental 

measurements, 𝑛𝑟 is the number of replicate values, 𝑝 is the number of fitted parameters 

(coefficients and activation energies), and 𝑚 is the number of replicate sets. 

The statistical significance of the F-statistic is then compared to an F-distribution at 95% 

confidence, with the corresponding degrees of freedom. In the case the F-statistic is 

smaller than the fence value of the F-distribution, there is no significant lack of fit. If the 

F-statistic is larger, on the other hand, the contribution of the error due to lack of fit is 

statistically significant and the model is inadequate. Or in other words, the error between 

the model and experimental data cannot primarily be explained by the deviations in 

experimental results. 

2.3.6 Experimental Data from the Literature 

An overview of the available experimental data on carbamate polymerization is given in 

Table 2.2. Although some of the experiments are conducted below or around the 

conventional stripper temperature of 120 °C, most experiments are run at higher 

temperatures, as illustrated in Figure 2.2. The conditions cause the degradation rate to 

increase and reduce the time required to observe significant degradation and product 

formation. This is done under the assumption that only the reaction rates change with 

temperature, but the reaction mechanism remains the same. Similarly, some of the 

experiments are run at high loadings to increase the degradation rate. These loadings are 

higher than commonly found in the stripper and reboiler and thus not representable.  

The majority of the experimental data consist of measurements of MEA, HEEDA, and 

HEIA as these are the most prominent compounds. Less data are available on CO2, OZD, 

and AEHEIA as those compounds are less commonly analyzed. The data on TRIMEA 

have only been reported by Davis1, most likely because the concentration of this 

compound is relatively low. Finally, limited data are available for BHEU and except 

from the single measurement by Huang et al.16, all experiments where BHEU was 

measured were conducted at 135 °C. This, in combination with the relatively short 

degradation time of the experiments by Huang et al.16, makes it difficult to evaluate the 

temperature dependency of the BHEU formation rate. 

2.3.7 Experimental Procedures and Analytical Methods 

The experimental data in Table 2.2 are from similarly performed degradation studies. In 

general, a solution of MEA and water was prepared, which was then loaded with CO2. 

The loaded solvent was then placed inside a stainless-steel cylinder, which was hereafter 

 

𝐹∗ =

𝑆𝐸𝐿𝑂𝐹
𝑛 − 𝑝 − (𝑛𝑟 −𝑚)

𝑆𝐸𝑃
𝑛𝑟 −𝑚

   →    𝐹0.95,(𝑛−𝑝−𝑛𝑟+𝑚),(𝑛𝑟−𝑚) Eq. 2.11 
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closed. The cylinders were placed inside an oven at the specified temperature, without 

being stirred or agitated. After a specified time, the cylinders were removed from the 

oven and cooled down, after which the solvent was analyzed. 

Table 2.2: Overview of thermal degradation data from literature. *The concentration of OZD 

was measured using gas chromatography and possibly also contains MEA-urea (see analytical 

methods). 

    No. experimental measurements 

Ref. Temp. (°C)  Loading Days M
E

A
 

C
O

2
 

O
Z

D
 

H
E

E
D

A
 

H
E

IA
 

T
R

IM
E

A
 

H
E

A
E

IA
  

A
E

H
E

IA
 

B
H

E
U

 

(3) 105 – 135 0.1 – 0.4 7 – 35  9 12 9 9 - - - - - 

(4) 135 0.1 – 0.5 7 – 35  25 20 5* 5 5 - - 5 - 

(1) 100 – 150 0.1 – 0.5  2 – 112  24 - - 24 24 24 24 - - 

(2) 120 – 140 0.44 7 – 21  6 - 6* 6 6 - - - - 

(15) 135 0.4 7 – 56  8 - - 8 - - 8 - - 

(16) 125 – 145  0.4 0.6 – 7  3 - 1 1 1 - 1 1 1 

(18) 160 0.19 – 0.37 14 – 56  6 - 6* 6 6 - - - - 

(17) 135 0.1 – 0.4 7 – 35  7 9 7 7 7 - - - 7 

             

Total 100 – 160 0.1 – 0.5  0.6 – 112  88 41 34 66 49 24 33 6 8 

 

 

Figure 2.2: Overview of the number of data points at a given 

condition. The data points represent measurements of all 

components in all publications. 
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In the experiments by Zoannou et al.18 a larger vessel with more solvent was used. The 

solvent and pure CO2 were introduced into the vessel and a total organic carbon analyzer 

was used to monitor the loading. When the specified loading was reached, the gas valve 

was closed and any CO2 that was not absorbed was vented. The vessel was then sealed 

and placed in a convection oven for the duration of the experiment. The preparations and 

experimental conditions are thus similar to the cylinder experiments. However, the 

measurements at 160 °C showed unrealistically high degradation, to the point where 

nearly all MEA was consumed, so this data has been excluded from the dataset. 

Several analytical methods have been used to determine the concentrations of MEA, 

CO2, and degradation products in the literature studies. Titration methods are used to 

determine the concentration of CO2 and sometimes also that of the amine.3,4,15 However, 

a downside of amine titration is that some of the intermediates and products, for example, 

HEEDA, can interact similar to the main amine and give a displaced representation of 

the actual concentration of MEA. Therefore, although titration is a relatively quick and 

inexpensive analytical method, the results are less accurate, and titration measurements 

have not been used for model fitting. 

As alternatives to titration, liquid and ion chromatography are used to analyze the 

concentration of MEA and also some of the degradation products.2,4,16,17 These analytical 

methods give a better representation of the actual concentration of MEA, since the 

compounds in the solution are separated before quantification.  

GC-MS is also used to identify and quantify degradation products.4,18 In-house analytical 

experience has shown that OZD and BHEU are hard to separate and identify individually 

using GC-MS. Although not explicitly reported, there are some indications that other 

works face similar challenges, as significantly higher concentrations of OZD are 

reported by studies that analyze using GC-MS4,18 compared with the results obtained in 

studies where LC-MS is used.3,16,17 This could indicate that the OZD which is analyzed 

with GC-MS is in reality the sum of OZD and BHEU. Additionally, the formation of 

BHEU was not reported in any of the GC-MS studies. 

2.4 Results 

2.4.1 Optimized Model Parameters  

The optimized parameters are given in Table 2.3. Although the rate coefficients are 

significantly lower for reactions 1 and 5, the reaction rate is in the same order of 

magnitude for all the reactions. The reason for this is that both reactions 1 and 5 have 

MEA as a reagent, which is present in much higher concentrations compared with the 

other compounds. 
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Table 2.3: Optimized parameters for the carbamate polymerization model. 

2.4.2 Lack of Fit F-test 

An overview of the variations for the data set and the fitted results is given in Table 2.4. 

In total, there are 24 sets of replicates with mostly 2, 3, or 4 replicates each. The total 

number of distinct replicate values, and thus the degrees of freedom for the SEP is 31. 

The mean deviation in the replicates is 18.2%, which is roughly similar to the mean 

deviation of the model. The results from the F-test also show that the lack of fit is not 

significant as the F-statistic is lower than the 95% F-distribution fence. 

Table 2.4: Overview of the variations and the lack of fit evaluation. 

 

The variation in experimental results is also illustrated in the top left plot of Figure 2.3. 

All the experimental observations in this figure describe degradation of a 30 wt-% 

solution of MEA, with a loading of 0.4 and at a temperature of 135 °C. Although the 

experiments are identical on paper, there is still a significant deviation in the measured 

amine concentrations, which explains the substantial pure experimental error. Similar 

observations are made for the degradation products (e.g., Figure 2.4). 

Reaction 𝒌𝐫𝐞𝐟 [m
3·mol-1·s-1] EA [kJ/mol] 

1 (MEA to HEEDA) 1.599·10-11 151.1 

2 (HEEDA to TRIMEA) 1.117·10-10 121.5 

3 (HEEDA to HEIA) 3.054·10-10 142.6 

4 (TRIMEA to AEHEIA) 2.839·10-10 136.2 

5 (MEA to BHEU) 1.281·10-12 - 

Variation 

source 

Total 

variation 

Mean 

variation 

Degrees of freedom F-statistic F-fence 

SE 50.0 0.175 286 (𝑛 − 𝑝) 

0.96 1.63 SEP 5.65 0.182 31 (𝑛𝑟 −𝑚) 

SELOF 44.4 0.174 255 (𝑛 − 𝑝 − 𝑛𝑟 +𝑚) 
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Figure 2.3: Modeled concentrations of MEA as a function of time for various loadings and 

temperatures compared to experimental measurements from literature ( Høisæter et al.17, 

+ Davis1,  Eide-Haugmo4,  Grimstvedt et al.3,  Huang et al.16, • Zhou et al.15). 

 

  



Chapter 2: Article I: Thermal Degradation of MEA 

35 

 

  
  

  

Figure 2.4: Modeled concentrations of the degradation products HEEDA and HEIA as a 

function of various loadings and temperatures compared to experimental measurements from 

literature ( Høisæter et al.17, + Davis1,  Grimstvedt et al.3, • Zhou et al.15). 
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2.4.3 Model Deviations and Trends 

An overview of the relative deviations for each component is given in Figure 2.5. The 

mean relative deviation is 17.5%. The components have deviations that roughly average 

out around zero. The majority of the deviations are located around the average and only 

a few points show significant relative deviation, primarily for HEEDA, HEIA, or 

AEHEIA. Further inspection shows that these high relative deviations are caused by low 

absolute concentrations. Although the object function was designed to address this issue 

by limiting the weight of these points using a minimal analytical error, it is not entirely 

successful. It is possible that the analytical errors were more significant than expected 

for some of the measurements or that other errors were at play. Nevertheless, the 

contribution of the few high relative deviations is limited. 

Figure 2.6 shows the model’s relative deviations in MEA concentration for each of the 

experimental works. The model appears to overpredict the concentration of MEA for 

some of the experiments (e.g., Davis1 and Eide-Haugmo4). This means that the 

degradation in these experiments is relatively high with respect to the rest of the 

experiments. The experimental results by Léonard et al.2, on the other hand, show less 

degradation than predicted. The figure thus illustrates that there are potentially some 

systematic errors at play. This agrees with the observations in Figure 2.3 and Figure 2.4. 

Since the experimental methods for each of the studies are nearly identical, the reason 

  

Figure 2.5: Box plot of the weighted 

deviations of the model in comparison to the 

experimental results for each of the 

components. 

Figure 2.6: Box plot of the weighted 

deviations of the model for MEA in 

comparison to the experimental results for 

each of the experimental works (a:Davis1, 

b:Eide-Haugmo4, c:Grimstvedt et al.3, 

d:Huang et al.16, e:Høisæter et al.17, 

f:Léonard et al.2, g:Zhou et al.15. 
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for the discrepancies is unknown. The absolute and relative deviations for HEIA as a 

function of several parameters are given in Figure 2.7 and Figure 2.8, respectively. 

Figure 2.7 shows that the absolute deviations increase as the extent of degradation 

increases through higher temperatures, loadings, or longer durations. However, the last 

points (at 112 days) give low deviations as these experiments were performed at low 

loadings and/or temperatures leading to only a small amount of degradation. By applying 

weights according to Eq. 2.8 and Eq. 2.9, the contributions of the measurements are more 

balanced (see Figure 2.8). A similar behavior was observed for HEEDA and the other 

degradation products. 

The absolute and relative model deviations for MEA are given in Figure 2.9 and Figure 

2.10. The relative deviation is smaller for MEA compared with the other degradation 

compounds. Figure 2.10 shows that the predictions of the model are accurate for higher 

concentrations of MEA, in which case the degradation is limited. In the case of high 

temperature or/and a high loading leading to more degradation, the model tends to 

overpredict the concentration of MEA, which means there is more degradation in the 

experiments than predicted. 

One potential reason for the overprediction at high temperatures could be related to the 

formation rate of BHEU. Since there was not enough experimental data at different 

temperatures (experimental data for this compound were mainly available at 135 °C), 

the reaction rate was assumed to be temperature-independent. Experiments at higher 

temperatures could therefore produce more BHEU and consume more MEA, which 

could explain why the model shows less degradation at high temperatures.  

At a loading of 0.5, the overprediction of MEA corresponds with an underprediction of 

several degradation products, for example, HEIA (see Figure 2.7 and Figure 2.8). The 

results thus suggest that there is more degradation than the model is able to represent at 

high loadings. However, it is important to note that the deviations for MEA are in the 

same order of magnitude as the pure experimental error (18.2%). Experiments with 

significant degradation were found to deviate considerably from each other. Although 

there appears to be a trend that higher degradation leads to larger deviations in the model, 

it is important to consider that this could be the result of experimental uncertainty. 
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Figure 2.7: Absolute deviations for HEIA as a function of time, temperature, 

experimental HEIA concentration, and initial loading. The red line indicates 

the average deviation. 

 

Figure 2.8: Relative deviations for HEIA as a function of time, temperature, 

experimental HEIA concentration, and initial loading. 

 

      

           

    

 

   

 
 
 
  
 
  

 
  
  

 
  
 

 
 

            

                

    

 

   

 
 
 
  
 
  

 
  
  

 
  
 

 
 

             

                          
 
 

    

 

   

 
 
 
  
 
  

 
  
  

 
  
 

 
 

               

               

    

 

   

 
 
 
  
 
  

 
  
  

 
  
 

 
 

    

      

           

    

   

 

  

   

 
 
  

 
  

 
  

  
 
  

  
 

            

                

    

   

 

  

   

 
 
  

 
  

 
  

  
 
  

  
 

             

                          
 
 

    

   

 

  

   

 
 
  

 
  

 
  

  
 
  
  

 

               

               

    

   

 

  

   

 
 
  

 
  

 
  

  
 
  
  

 

    



Chapter 2: Article I: Thermal Degradation of MEA 

39 

 

 

Figure 2.9: Absolute deviations for MEA as a function of time, temperature, 

experimental MEA concentration, and initial loading. 

 

Figure 2.10: Relative deviations for MEA as a function of time, temperature, 

experimental MEA concentration, and initial loading. 
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2.4.4 Comparison with Literature Models 

The models of Davis1 and Léonard et al.2 have been implemented and were used to 

compare and evaluate the model developed in this work. The models were run starting 

with a fresh 30 wt% MEA solution loaded with CO2 and under the specified conditions. 

The models were then assessed on their initial degradation rate and the total consumption 

rate of MEA at the beginning of the run. The model of Davis1, which also contained 

reaction rate equations for the formation of degradation products, was also used to 

evaluate the production rate of HEIA. The model by Léonard et al.2 does not go in further 

detail on the formation of degradation products. First, the models were evaluated for a 

range of temperatures in the case of a rich solvent at a loading of 0.4. The results of the 

comparison are given in Figure 2.11 and Figure 2.12. 

The figures show the high temperature dependency of the reaction rates, which is a result 

of significant activation energies in the Arrhenius equation. This dependency has been 

  

Figure 2.11: Comparison of the initial 

degradation rates of the models at a loading 

of 0.4, (Davis1 and Léonard et al.2). 

Figure 2.12: Comparison of the initial 

production rates of HEIA of the models at a 

loading of 0.4, (Davis1) 

  
Figure 2.13: Comparison of the initial 

degradation rates of the models at 120 °C, 

(Davis1 and Léonard et al.2) 

Figure 2.14: Comparison of the initial 

production rates of HEIA of the models at 

120 °C, (Davis1) 
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reported in the literature before19,20. At lower temperatures, the model developed in this 

work predicts relatively high degradation rates. However, due to limited degradation 

under these conditions, the absolute differences remain limited. As the temperature and 

degradation rate increase, the model by Davis1 predicts similar MEA losses as the current 

model. The model by Léonard et al.2, on the other hand, deviates more significantly from 

the current model and predicts lower degradation rates throughout the entire temperature 

range. At a temperature of 120 °C, the degradation rate is predicted to be 14.5 

mol/m3/day. At this temperature, the model by Davis1 predicts a degradation rate of 15.6 

mol/m3/day (+7.7%) and the model by Léonard et al.2 predicts a rate of 9.57 mol/m3/day 

(-34.0%). 

With regard to HEIA, the model by Davis1 predicts significantly higher concentrations. 

At higher temperatures, the relative deviation appears to decrease, but at 135 °C, this 

deviation is still +40%. This is in agreement with the observation that the experimental 

concentrations of HEIA reported by Davis1 were slightly higher than measured by other 

researchers. The deviations between the models for the other degradation products were 

roughly in the same order of magnitude. 

The models were then also evaluated at a constant temperature of 120 °C, which is the 

typical temperature of the reboiler in the stripper of the capture plant. The results of this 

comparison are given in Figure 2.13 and Figure 2.14. The degradation rate and formation 

rate of HEIA show a more linear dependency on loading. As a result, the found model 

deviations are relatively constant as a function of temperature. At 120 °C, the model by 

Davis1 predicts a slightly higher consumption of MEA, whereas the model by Léonard 

et al.2 predicts a significantly lower degradation rate. More HEIA is predicted to be 

formed by the model of Davis1. 

2.4.4.1 Lack of Fit F-test for Literature Models 

The models by Davis1 and Léonard et al.2 have been evaluated using all the data shown 

in Table 2.2, and the results are given in Table 2.5. The mean variation for the model by 

Davis1 was found to be 18.5%, which is slightly higher than the model from this work, 

but the F-statistic is still within the F-fence. This indicates that there is no significant 

lack of fit for the model. Since the model by Léonard et al.2 does not quantify the 

formation of degradation products, it is evaluated only using data of MEA 

measurements. The same has been done for the other models to be able to compare the 

results. The mean relative deviation of the model by Davis1 is the lowest, followed by 

the model from this work and the model by Léonard et al2. The lower mean relative 

deviations indicate that the uncertainty for the degradation products is high compared 

with the uncertainty in the MEA measurements. In addition, the mean pure experimental 

error (MSEP) of the MEA replicates is 7.1%, which is also significantly lower than the 

MSEP of the complete replicate data set. Therefore, also in this case, it appears that the 

experimental error limits the accuracy of the model. None of the models appear to have 

a lack of fit.  
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2.4.5 Experimental Uncertainty  

The model deviations and the pure experimental error are more significant than the 

expected analytical error, which was also used in the objective function (see Eq. 2.8 and 

Eq. 2.9). Only for less abundant components, such as the intermediate HEEDA, can the 

experimental uncertainty be explained by analytical deviations. The source of the 

uncertainty is thus expected to be experimental rather than analytical. 

Despite the similarities of the experimental methods across the investigated works, there 

are some differences that could result in experimental uncertainty. In some 

experiments4,5, glass containers were used to prevent metallic ions from leaching into 

the solvent. Nevertheless, this was not found to have significant effect on degradation.4,5 

Also, in the error analysis of this work, no trends were observed with regard to the use 

of glass cylinders.  

Furthermore, the temperature in the degradation ovens could potentially deviate and 

fluctuate during the experiments. In general, however, temperature control in 

degradation ovens is good and the deviations in the degradation model as a result of the 

expected temperature fluctuations were negligible compared with the model’s error with 

respect to the experimental data. Another parameter that is important in the experiments 

is the loading of the solution. In-house experience has shown that it can be challenging 

to accurately load a solvent gravimetrically and deviations up to 0.03 mol CO2/mol MEA 

are not uncommon. Eide-Haugmo4 measured the CO2 concentrations of the initial 

solutions in her work, which were found to deviate between 0.005 and 0.025 mol 

CO2/mol MEA from the targeted loading. Other experimental works1–3,15,16 only report 

the targeted loading, while analytical results of the initial loaded solutions are often not 

given. Also, there could be a loss of CO2 while transferring the solution during 

Table 2.5: Variances and lack of fit F-test of the compared models (this work, model by 

Davis1, and model by Léonard et al.2) for the entire dataset and for the measurements of MEA 

only. 

Model Mean rel. 

error (%) 

Number of 

Experiments 

Number of 

Replicates 

F-statistic F-fence 

This work 17.5 295 55 0.96 1.64 

Davis1 18.5 295 55 1.01 1.64 

Léonard et al.2 

(MEA only) 

8.1 82 25 1.17 2.16 

This work  

(MEA only) 

6.1 82 25 0.81 2.16 

Davis1 (MEA only) 5.0 82 25 0.62 2.16 
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preparation of the degradation cylinders. Although not quantified, we expect this loss to 

be insignificant. 

To assess the impact of a deviation in loading, the degradation model is used to simulate 

degradation experiments at 130 °C and around a loading of 0.3, which is approximating 

the average of the experimental dataset. The initial loading is varied and the loss of MEA 

and production of HEIA and HEEDA are compared to the reference values at a loading 

of 0.3. The sensitivity of the model with respect to the initial loading is shown in Figure 

2.15. The figure shows that a deviation in the initial loading of 0.03 mol CO2/mol MEA 

can have a significant effect on the solvent consumption and the production of 

degradation products, both of which are under or overpredicted by 10 to 20%. This 

deviation is comparable with the pure experimental error and the mean relative deviation 

of the model, given in Table 2.4. Furthermore, the variations in the initial loading have 

a higher impact on the production of HEIA and AEHEIA than on the consumption of 

MEA, which is in line with the higher experimental uncertainty of degradation products 

observed in Figure 2.5. 

The deviations in the solvent loading are thus expected to be the main cause of the 

observed experimental uncertainty. This can be reduced by analyzing and reporting the 

initial CO2 loading instead of only providing the target loading. To get a loading closer 

to the target value, one could aim slightly higher during the gravimetrical loading, 

measure the CO2 concentration, and compensate for the difference by adding some 

unloaded solvent. Given the strong influence of the loading, it remains important to 

weigh the cylinders before and after degradation and to be critical towards leakages. 

 

Figure 2.15: Effect of inaccurate initial loadings on 

the loss of MEA and production of HEIA and 

AEHEIA in modeled degradation experiments at 

130 °C for 5 weeks. 
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2.4.6 Model Performance for Circulative Degradation Rig and Pilot 

Operation 

Vevelstad et al. investigated solvent degradation of a 40 wt-% aqueous MEA solvent in 

the solvent degradation rig (SDR)21. The setup simulates an absorption/desorption 

system and uses a synthetic flue gas with 3 vol% CO2, 12 vol% O2, and 10 ppmv NOx. 

During the 8 week campaign, the concentration of NOx and reboiler temperature were 

varied. NOx was increased to 100 ppmv from week 4 up to and including week 7. The 

stripper temperature was generally kept at 120 °C but was increased to 140 °C during 

weeks 5 and 6 to evaluate the degree of degradation at higher temperatures. 

The conditions in different process parts and solvent volumes in them are given in Table 

2.6. In the desorber sump, the CO2 has been stripped from the solvent and the 

temperatures are equal to the reboiler temperature. The overflow of the reboiler sump 

was collected in a buffer vessel before passing through the heat exchanger. The 

temperature in this vessel is observed to be roughly 10 °C lower than the reboiler 

temperature due to heat losses to the environment.  

The rich inlet temperature was observed to be 75 °C with a reboiler temperature of 120 

°C and around 95 °C in the case of a reboiler temperature of 140 °C. For the plate heat 

exchanger, both the rich and lean flows were considered, and the holdup volume on each 

side was reported to be around 0.61 L. The temperature of the lean inlet was assumed to 

be 10 °C higher than the rich outlet temperature. The temperature corresponding with 

the average degradation rate in the heat exchanger was assumed to be 5 °C lower than 

the maximum temperature on each side, and this was used in the model. 

Table 2.6: Overview of the estimated degradation volumes and conditions in the SDR 

equipment. 1The level in the lean buffer vessel was not reported but it was assumed to be 50% 

of the total volume. 

Since the degradation experiment in the SDR was aimed at studying both oxidative and 

thermal degradation, as well as degradation by NOx, the observed consumption of MEA 

is larger than that predicted using the degradation model, which only considers the 

thermal contribution. It is thus not possible to evaluate the thermal degradation model 

using these results. However, three of the thermal degradation products were also 

analyzed in the SDR experiment: HEEDA, HEIA, and BHEU. The model considers the 

formation rate of BHEU to be independent of the temperature because all but one of the 

measurements for this compound were at 135 °C. With most temperatures in the SDR 

setup well below this temperature, the thermal degradation model predicts a three times 

 Desorber sump Lean buffer vessel Rich inlet Heat exchanger 

Temperature (°C) 120/140 110/130 75 – 95 40 – 105 

Holdup volume (L) 0.27 (5.4%) 0.29 (5.8%)1 0.02 (0.4%) 1.22 (24.4%) 

Loading 0.24 – 0.26  0.24 – 0.26 0.46 – 0.49 ± 0.25 and 0.48 
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higher concentration of BHEU at the end of the experimental campaign. This also 

illustrates that the formation of BHEU is temperature-dependent and experimental data 

at different temperatures are needed.  

Figure 2.16 shows that the concentration of HEEDA is over-predicted by the model. The 

measured concentrations in the first 4 weeks were negligible. Only when the stripper 

temperature was increased to 140 °C for the next 2 weeks, the formation of HEEDA was 

observed. The rate at which the concentration increases is lower compared with the 

model prediction. This can be caused by either a lower production rate or additional 

consumption of the intermediate. This difference is expected to be caused by oxidative 

degradation, due to the presence of oxygen in the flue gas of the degradation rig. 

Vevelstad et al.22 invested thermal degradation of MEA with an already oxidatively 

degraded solvent, from which they concluded that the same degradation products were 

formed and solvent loss was comparable to thermal degradation with a fresh solvent. 

Therefore, instead of oxidative degradation influencing thermal degradation, it is more 

likely that HEEDA partakes in oxidative degradation. This also explains the absence of 

HEEDA in the first weeks of the campaign, and also the decrease in concentration during 

the final 2 weeks when the stripper temperature is reduced again. 

Lepaumier et al.23 showed that HEEDA is susceptible to oxidative degradation, so it is a 

possibility that it reacts with the dissolved oxygen in the absorber. Generally, however, 

the concentration of HEEDA is relatively low and the oxidative degradation reactions 

are probably not selective due to their radical nature, so the loss of HEEDA through 

oxidative degradation is expected to be limited. 

A more probable alternative is the reaction between HEEDA and oxidative degradation 

products. Lepaumier et al.23 suggested that HEEDA reacts with glycolic acid, which is 

followed by an intramolecular dehydration to form piperazinones, such as 4-(2-

hydroxyethyl)piperazin-2-one (4HEPO). Gouedard12 proposes an alternative 

  

Figure 2.16: Modeled and experimental 

concentration profile of HEEDA during the 

SDR campaign21. 

Figure 2.17: Modeled and experimental 

concentration profile of HEIA during the 

SDR campaign21. 
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mechanism, in which HEEDA reacts with glyoxal to form a vicinal diol that can be 

dehydrated to form the piperazinones. 4HEPO was also found to be a significant 

degradation product in the circulative degradation rig21. The results thus suggest that 

HEEDA is consumed for the production of piperazinones when exposed to oxidative 

degradation products. 

Furthermore, Huang et al.16 investigated the impact of flue gas contaminants on thermal 

degradation of MEA. It was found that the addition of 5000 ppm of nitrite significantly 

increased the production of HEEDA. Huang et al. proposed a slightly adjusted pathway 

for the degradation of MEA in which the nitrite reacts with a hydroxyl group on the 

MEA, after which this intermediate can react with another MEA and form HEEDA 

through an intermolecular substitution to cleave nitrite. Therefore, the NOx in the flue 

gas of the SDR, which forms nitrite upon dissolution, could have increased the formation 

of HEEDA. This effect is not directly visible in the SDR results since a higher 

concentration of HEEDA would be expected in that case. The effect is possibly reduced 

by the relatively low concentration of NOx in the flue gas and may be overshadowed by 

the consumption of HEEDA through reactions with oxidative degradation products. It 

would be interesting to see and compare the concentration profiles of the degradation 

products without the addition of NOx. 

The concentration of HEIA, on the other hand, seems to be well-predicted, as illustrated 

in Figure 2.17. Initially, at a normal stripper temperature, the formation of HEIA is 

limited and the degradation model is in line with the experimental results. When the 

stripper temperature is increased, both show an increase in HEIA production, with a 

slightly higher concentration for the model at the end of week 6. For the remainder of 

the experiment, the increase in HEIA concentration appears to be similar for both, with 

a difference of around 2 mol/m3. The formation of HEIA is considered to be a function 

of the concentration of HEEDA and CO2 in the degradation model, and in the literature, 

it has been confirmed that HEEDA is a predecessor of HEIA. Since the concentration of 

CO2 is controlled in the SDR, an overestimation of HEEDA is thus expected to also 

result in also a similar overestimation of HEIA. However, this is not the case. 

The model results also show that most of the thermal degradation takes place in the 

reboiler sump and the rich side of the heat exchanger, the latter mostly due to relatively 

high volumes in the heat exchanger. According to the degradation model, the thermal 

degradation rate in a typical reboiler (𝛼 = 0.2, 120 °C) is nearly twice as large as the rate 

in a typical rich stripper inlet (𝛼 = 0.5, 100 °C). This combined with a relatively large 

retention time in the reboiler causes it to be one of the main contributing locations of 

thermal degradation. When the stripper temperature is increased, this effect will become 

even more pronounced. A higher stripper temperature will have an effect on the 

temperature in the other parts of the plant, but due to the strong temperature dependency 

of the degradation reaction, the increase in degradation will be more substantial in the 
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reboiler. In the case of the SDR, around 60% of the thermal degradation is expected to 

take place in the reboiler sump at a stripper temperature of 140 °C. 

Degradation of a 30 wt% MEA solvent was also investigated in a post-combustion 

capture pilot plant by Moser et al. in an 18-month test at Niederaussem24. For the first 

335 days, the capture plant was operated without applying solvent management 

strategies or active reclaiming. The accumulated data for this period on degradation 

product concentrations can be used to evaluate the degradation model.  

Solvent degradation of MEA in the Niederaussem plant was found to be lower compared 

with other capture plants and this is also reflected on the measured concentrations of 

HEEDA and HEIA. Like the comparison with SDR data, HEEDA is overpredicted 

substantially using the model, possibly due to the same reasons discussed previously. 

The measured and modeled concentrations of HEIA over the course of the pilot run are 

shown in Figure 2.19. For the first 50 days, the concentration of HEIA seems to be well-

predicted by the degradation model. Afterward, however, the growth in HEIA 

concentration stagnates in the capture plant, whereas the model predicts an increase. 

HEIA is considered to be a stable degradation compound and is expected to accumulate 

in the solution. The results at Niederaussem, however, suggest that either the formation 

of HEIA is slowed down or HEIA is consumed in consecutive reactions through, for 

example, polymerization or precipitation. It is hard to find a clear reason for this behavior 

since it is not observed in the laboratory-scale studies. 

It is important to consider that the duration of the laboratory-scale experiments, on which 

the degradation model is based, is limited and in most cases below 100 days. There could 

thus be a change in the degradation mechanisms or rates after extended exposure, and it 

would be interesting to investigate if a similar behavior is observed in laboratory-scale 

experiments over an extended period. 

  

Figure 2.18: Modeled and experimental 

concentration profile of HEEDA during the 

Niederaussem campaign24. 

Figure 2.19: Modeled and experimental 

concentration profile of HEIA during the 

Niederaussem campaign24. 
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2.5 Conclusions 

In this work, a model describing carbamate polymerization of aqueous MEA solutions 

was developed and fitted using a collection of experimental data from the literature. The 

model has an average relative deviation of 17.5%, most of which is a result of high 

experimental uncertainty and limited reproducibility. In comparison with the developed 

model, the degradation model by Davis1 slightly overpredicts degradation, whereas the 

model by Léonard et al.2 underpredicts degradation for the majority of conditions.   

The current model overpredicted the concentration of MEA for experiments with high 

loadings. The reason for this behavior is unclear. However, analysis of experimental 

variances in replicates showed that the observed deviations are still in the same 

magnitude of the expected experimental variance. Since degradation under these 

conditions is often not encountered in post-combustion capture plants, more research 

could help to clarify the observed behavior, but model improvements will probably be 

limited.  

The degradation model was able to predict the formation of HEIA in the SDR campaign 

accurately and the degradation product is shown to be a promising indicator of thermal 

degradation. The concentration of HEIA is usually low in comparison with other 

degradation products, so it is not a good indicator for the quality of the solvent but rather 

may help to quantify the degree of thermal degradation. Concentrations of HEIA in the 

Niederaussem capture plant were found to differ substantially from the model 

predictions. The low degradation rates during the campaign and the concentration profile 

of HEIA are unexpected and the data should be investigated in more detail as it is 

possible that other factors influenced the degradation mechanism or reaction rates. 

The observed concentrations of HEEDA in the campaigns were not in agreement with 

the predictions from the degradation model. The conditions in the pilot plant campaigns 

are not as controlled as the laboratory-scale experiments and the presence of oxygen can 

influence the degradation mechanisms. The carbamate polymerization reactions are 

likely to interact with oxidative degradation reactions, which would explain the 

unexpected concentration profiles of HEEDA. Future research should therefore focus on 

clarifying this interaction between oxidative and thermal degradation as details on these 

mechanisms could be valuable for further development of the degradation model. 

Finally, the use of more consistent experimental methodologies and more elaborate 

reporting of experimental conditions, assumptions and calculations, and analytical 

methods are required to improve the quality of the experimental results. This should lead 

to better reproducibility and more accurate model development. 
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Chapter 3: Article I: Additional Considerations 

3.1 Reversible Reactions 

The degradation model in the paper assumes the irreversible formation of the 

imidazolidones, HEIA, and AEHEIA. The degradation mechanism originally proposed 

by Polderman1, considers HEIA to be the initial degradation product, which can then 

react to form HEEDA. However, Davis2 showed that the formation of HEEDA from 

HEIA is very limited in loaded solutions at 135 °C, even at significant concentrations of 

HEEDA. Despite this, the degradation model by Davis2 includes a reverse reaction from 

HEIA to HEEDA and from the imidazolidone TriHEIA to Trimer (MEA trimer). This 

results in 7 rate equations with a total of 14 fitting parameters. 

The inclusion of these two additional rate equations to the model discussed in the article 

in Chapter 2 led to marginally improved fitting results. However, given that the model 

with irreversible reactions for the imidazolidones and 10 parameters showed no lack of 

fit, the additional reaction rate parameters may lead to overfitting. Although the model 

may perform well on the training data, it is less generalized and may yield less accurate 

predictions for new measurements or those from alternative reactors and systems. 

Another disadvantage of including the reverse reactions is the increased complexity of 

the system of equations, leading to a challenging optimization of the parameters. The 

forward and reverse reactions and the reaction rate parameters are highly dependent. 

This can cause optimization to be more time-consuming and makes it more challenging 

to locate the global optimum. 

3.2 Uncertainty and Model Improvements 

Instead of trying to improve the performance of the model by increasing the complexity 

of the reaction rate equations, addressing the uncertainty of the degradation experiments 

is likely to yield the most significant improvements in accuracy. Several authors have 

shown that the deviations found between analytical duplicates are significantly lower 

than those found for experimental duplicates3,4. Therefore, uncertainty in the analytical 

methods is not expected to play a significant role in the overall uncertainty of the 

measurements. However, it would be interesting to analyze the same degradation 

samples using various analytical methods and apparatuses employed in distinct studies 

and compare the results. It could be that differences in analytical methodology or the 

utilization of diverse standards contribute to some of the observed deviations. 

Experimental uncertainties are likely to play a more important role because the error 

plots in the paper show a correlation between the extent of degradation and the model 

deviation. Slight experimental irregularities, such as small leakages, the reuse of 

degradation cylinders, or fluctuations in the oven temperature, may change the 
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degradation rate, which increases the absolute deviation with respect to the mean over 

time.  

However, it is challenging to quantify these uncertainties because the documentation of 

the experimental methods is often limited. The limited reporting of the initial CO2 

loading of the solutions is a good example and was discussed in more detail in the article, 

in section 2.4.5. This loading is often reported with only 1 decimal of accuracy, whereas 

both preparation and subsequent analysis of the carbon content can be performed with 

higher accuracies. Deviations that arise from this were estimated, using the degradation 

model, to be around 10% for the concentration of MEA and up to 30% for the 

concentration of the degradation products. In addition, CO2 loadings were often not 

reported during or after the experiments, whereas a significant decrease is typically 

observed over time3,5. 

Therefore, the quality of the experimental results can be improved by more elaborate 

reporting of solution preparation, experimental conditions, and calculations and 

assumptions. This should lead to better reproducibility and more accurate model 

development. In addition, the rate equation for the formation of BHEU can be improved. 

Since the only quantitative measurements of BHEU were performed on samples from 

experiments at 135 °C, it was not possible to investigate the temperature dependence of 

this reaction. It would thus be recommended to perform additional experiments and 

include data on BHEU at different temperatures. 

3.3 Potential Role of MEA Carbamic Acid 

Thermal degradation occurs through the rate-limiting ring closure of the MEA 

carbamate, forming 2-oxazolidinone (OZD). Therefore, the concentration of the 

carbamate is expected to be proportional to the degradation rate. However, an interesting 

finding in the paper was that the use of the carbamate concentration in the rate equation 

resulted in an under-prediction of degradation at higher loadings. At these loadings, the 

MEA is close to saturation and a larger fraction of the CO2 will be dissolved as 

bicarbonate (HCO3
-). The total CO2 concentration, on the other hand, which was linearly 

proportional to the CO2 loading, was finally used as a surrogate and gave much better 

fitting results. However, it is difficult to explain how the presence of bicarbonate can 

contribute to increased degradation. 

Consider a hypothesis, in which not the MEA carbamate ion, but its protonated 

conjugate, the carbamic acid, is a rate-determining compound. In this case, the 

concentration of CO2 has a direct influence on the concentration of the carbamate, as 

well as an indirect influence by altering the pH of the solution. Even though the 

formation of additional carbamate is limited at higher loadings due to saturation of the 

MEA, the addition of CO2 can still cause the pH to decrease and yield more carbamic 

acid at equilibrium. 
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This effect can be illustrated by the reaction mechanism for the formation of OZD in 

Figure 3.1, as proposed by Lepaumier6. The oxygen in the β-position from the nitrogen 

acts as a nucleophile and attacks the carboxyl, leading to dehydration and ring closure. 

The carbamate ion is not susceptible to nucleophilic attacks and therefore protonation of 

the carbamate is required to facilitate the reaction.  

 

Figure 3.1: Reaction scheme of 2-oxazolidinone formation from the MEA carbamic 

acid, as proposed by Lepaumier et al.7 

It is challenging to make accurate estimations of the concentration of carbamic acid 

because speciation models are generally fitted using data at relatively low temperatures 

and the carbamic acid is often not included in those models8. Despite this, an attempt is 

made to predict the concentration of the carbamic acid to evaluate the hypothesis. The 

speciation of the solvent at different loadings is first estimated using an in-house 

CO2SIM speciation model at 120 °C, a typical stripper temperature. The predicted mole 

fraction of the MEA carbamate is then assumed to be the sum of the carbamate and the 

carbamic acid. The equilibrium between these has been studied by McCann et al.9. The 

equilibrium reaction is given in Eq. 3.1, where 𝐾eq was determined to be 3.09·107 at 

30 °C. 

 MEACOO− + H+  
   𝐾eq   
↔    MEACOOH Eq. 3.1 

 

The predicted speciation at varying loading is shown in Figure 3.2. In this figure, 

MEACOO (tot) represents the sum of the mole fraction of the carbamate as predicted by 

the CO2SIM speciation model. As the loading increases, the mole fractions of MEAH+ 

and MEACOO (tot) start to diverge because more of the dissolved CO2 will be present 

as bicarbonate. The concentration of the carbamic acid is low initially but increases at 

higher loadings as the pH is decreased. The CO2 loading and mole fraction of 

MEACOOH are almost linearly proportional and using the concentration of the acid in 

the rate equation for the degradation reaction should yield similar results to those in the 

paper, where the total CO2 concentration was used.  
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The equilibrium constant for the protonation of the carbamate ion was determined only 

at 30 °C by McCann et al.9, whereas the thermal degradation experiments were 

performed at higher temperatures. The equilibrium constant for higher temperatures can 

be estimated using the Van ‘t Hoff equation, of which the definitive integral between 

two temperatures is given in Eq. 3.2. However, the reaction enthalpy, that is used in this 

equation, is unknown at these temperatures. 

But given that a protonation reaction is typically endothermic, the reaction enthalpy 

should be positive, and the equilibrium constant is expected to increase with temperature. 

This would shift the equilibrium towards the formation of the carbamic acid. It would be 

interesting to improve the speciation model by overcoming technical challenges and 

collecting experimental data on the concentration of species, equilibrium constants, and 

the pH of the solution at increased temperature to better reflect the composition of the 

solvent at stripper conditions. 

Furthermore, Høisæter et al.10 studied the thermal degradation of MEA in closed batch 

cylinders at various concentrations of MEA. In these experiments, the CO2 loading was 

kept at a constant concentration. Therefore, the solutions with a lower concentration of 

MEA had a higher CO2 loading and the solvent was close to saturation. As a result, a 

larger fraction of the CO2 is expected to be present as bicarbonate, and the concentration 

of the MEA carbamate is expected to be lower than in the solutions where a surplus of 

 

Figure 3.2: Predicted speciation of an aqueous solution with 

30 wt% MEA at 120 °C at various CO2 loadings. 
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MEA is available. This behavior is illustrated in Figure 3.3, where the speciation of the 

solutions is predicted using the CO2SIM speciation model. 

 
 

Figure 3.3: Predicted speciation of aqueous solutions with a varying 

concentration of MEA at 135 °C with a constant concentration of CO2 

(0.19 mol/100 g unloaded solution). Dotted lines represent the starting 

solutions in the experiments by Høisæter et al.10. 

Figure 3.4 shows the results from the degradation study by Høisæter et al.10, where the 

concentration of MEA was analyzed using amine titration. The results show that the 

absolute degradation rate appears to be similar for all the investigated solutions, 

regardless of their amine concentration. If the concentration of the MEA carbamate 

would be proportional to the degradation rate, one would expect the solutions with a 

lower MEA concentration to degrade less. The constant concentration of total CO2 and 

therefore perhaps the availability of protons could, therefore, play a role in the 

degradation mechanism. 

Additional experiments could be performed to investigate the role of pH on the thermal 

degradation of MEA. Loaded solutions of the solvent can be modified by adding a 

selection of different acids, to artificially decrease the pH. Changes in degradation rate 

could indicate that protonation of the carbamate plays an important role in the 

mechanisms. This could then be of interest for understanding degradation in the process, 

as degradation products from oxidative degradation, such as organic acids, may turn out 

to have an influence on thermal degradation rates. 
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Figure 3.4: Thermal degradation experiments with various 

concentrations of MEA (23 wt-% to 100 wt-%) at 135 °C but a 

constant concentration of CO2 (0.19 mol/100 g unloaded solution), by 

Høisæter et al.10 
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Chapter 4: Article II: Solvent Degradation in the Process 

The aim of this article is to describe and predict the overall degradation in a capture 

process, which involves both thermal and oxidative degradation. The thermal 

degradation model for MEA was already developed in Chapter 2, while oxidative 

degradation and the development of a kinetic rate model for MEA are discussed here. 

Oxidative degradation is a complex process that depends on the solubility of O2 in the 

solvent, the mass transfer of O2 from the interface to the bulk of the solvent, and the 

sequential liquid phase reaction of dissolved O2 with the amine. It is challenging to 

isolate the reaction kinetics from the other mechanisms with the current experimental 

designs, which is a problem because the conditions in bench scale setups are very 

different from those in the actual process. Therefore, it is important to carefully consider 

and correct the model for these differences to obtain accurate predictions. Many of the 

existing oxidative degradation models in literature do not meet these requirements and 

have shortcomings in one or more of the following aspects: 

• Consideration of experimental mass transfer resistances of dissolved O2 

• Solubility model for O2 that includes the effect of CO2 loading 

• Consistent use of the O2 solubility model for both development and application 

of the degradation model  

In this chapter, Article II is presented, as published in Chemical Engineering Science. 

This article presents the modeling work that aims to develop a degradation model that 

takes all these points into account. As a result, a more generalized reaction rate equation 

can be derived that should give a more representative reflection of the actual degradation 

in a capture process. A thorough evaluation of degradation rates throughout the entire 

process, and not only selected unit operations, should provide a good overview of the 

extent and distribution of degradation. Furthermore, the effectiveness of proposed 

mitigation strategies can be investigated and their impact on the overall degradation in 

the process can be evaluated. 

Chapter 5 continues the work presented in the article and discusses several additional 

aspects of the oxidative degradation model and predictions in the capture processes. 

Aside from the validation of the degradation framework, this chapter will show the 

effects of various other process configurations and modifications. At the end of this 

chapter (section 5.7), work performed in collaboration with the University of Edinburgh 

and Sheffield (D. Mullen and Prof. M. Lucquiaud), who are the main authors, is 

presented. This work aims to simulate capture processes with a high capture efficiency 

and evaluate the extent and distribution of solvent degradation. An overview of the 

capture cases is given and the degradation results are discussed in more detail. The work 

will be continued, and a joint publication is under preparation. 
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4.1 Abstract 

This work aims to predict solvent degradation rates in absorption-based CO2 capture 

processes using a 30 wt% aqueous monoethanolamine (MEA) solvent. A degradation 

model for MEA is developed and used to predict solvent degradation in full-scale capture 

processes. Mass transfer resistances and the solubility of O2 are considered to obtain a 

generalized and consistent degradation model. Degradation is evaluated for the capture 

process for flue gasses with typical industrial compositions; a natural gas-fired power 

plant, a waste-to-energy plant, a coal-fired power plant, and a cement plant. The impact 

of process modifications, such as absorber intercooling, dissolved O2 removal, a 

reduction in solvent residence times, and increased stripper pressures on degradation is 

evaluated.  

The predicted degradation rate in the capture processes is approximately 90 to 150 g 

MEA/ton CO2 captured, and the composition of the flue gas was found to have a 

significant influence on the distribution of degradation throughout the process. 

Modifications to the process can significantly affect the overall degradation rate. Both 

absorber intercooling and removal of dissolved O2 may reduce the overall degradation 

by up to 40%, depending on the composition of the flue gas. A reduction in solvent 

residence times or pressure in the stripper has limited effects on the degradation in the 

case of MEA, because of the amine’s relatively low stability towards oxidative 

degradation. However, these process modifications look promising for more stable 

solvents. 

4.2 Introduction 

Carbon capture processes using amine-based absorbents can play an essential role in 

reducing carbon emissions from industrial plants, not only in the short term but also in 

the future in case of hard-to-abate industries, such as waste-to-energy and the production 

of metals, cement, and silicon1. A good absorbent for CO2 capture is not only 

characterized by favorable capture properties, such as fast kinetics, a high capacity, a 

low viscosity, and a low regeneration energy requirement but also by good stability and 

mailto:hanna.knuutila@ntnu.no
https://doi.org/10.1016/j.ces.2023.118940
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resistance towards degradation.2 Solvent degradation results in the formation of 

degradation products and can reduce the solvent’s capture capacity. These degradation 

compounds cause various operational issues, such as reduced capture performance, 

increased emissions, corrosion of equipment, and additional degradation.3–5 Therefore, 

it is crucial to consider degradation and possible mitigation and solvent treatment 

technologies, when designing a capture plant and developing operational strategies. 

Aside from a good understanding of the degradation mechanisms, solvent degradation 

models that can predict degradation and product formation rates are important for 

developing these strategies. 

Although several solvents have received more interest in recent years, MEA is still one 

of the most researched solvents on both a laboratory and industrial scale.6 Significant 

information is available on the physical and chemical properties of the solvent, the 

solubility of O2, and degradation both in lab-scale reactors6,7 and industrial capture pilots 

and plants8. For these reasons, this work will primarily focus on MEA. However, the 

conclusions of this work may also apply to other solvents or solvent blends. 

The most prominent solvent degradation mechanisms are oxidative and thermal 

degradation. Oxidative degradation is caused by the presence of O2 in flue gas and 

thermal degradation occurs at increased temperatures. Various works in the literature 

have studied these types of degradation for MEA solvents. Thermal degradation is often 

studied by exposing the loaded solvent to high temperatures in closed batch reactors9–12, 

whereas oxidative degradation is typically studied in open or semi-open systems where 

O2 is added to compensate for the O2 consumed during the degradation12–16. In some 

cases, degradation models have been developed based on the results from the lab scale 

degradation experiments10,12,17–19. 

Some of these kinetic models have been used to evaluate solvent degradation in a 

full-scale capture process, such as in the works by Léonard et al.20 and Dhingra et al.21. 

However, the assumptions and decisions that were made when developing the kinetic 

model using the lab-scale experiments are not always valid or logical with respect to the 

full-scale process. This includes neglecting mass transfer resistances in the experiments 

or the inconsistent use of O2 solubility models. Therefore, the predictions made for the 

full-scale process are likely inaccurate. 

This work aims to develop a degradation model for MEA and use it to predict solvent 

degradation in full-scale capture processes. The degradation model is developed such 

that it is consistent and applicable for both lab-scale experiments and full-scale plants. 

Degradation is evaluated for the capture process for flue gasses with typical industrial 

compositions; a natural gas-fired power plant, a waste-to-energy plant, a coal-fired 

power plant, and a cement plant. The impact of process modifications, such as absorber 

intercooling, dissolved O2 removal, a reduction in solvent residence times, and increased 

stripper pressures on degradation is evaluated. The degradation model is connected to 
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Aspen Plus, where steady-state process simulations were performed to get process data 

for the degradation model.  

The degradation model presented here will primarily focus on the solvent loss through 

degradation and not on the type and quantity of the formed degradation products. The 

degradation model is limited to thermal and oxidative degradation as these degradation 

mechanisms are responsible for the majority of solvent degradation in most capture 

processes22. Thermal degradation is described using a previously developed model17, 

whereas a new oxidative degradation model is constructed in this work. This oxidative 

model takes into account the mechanisms for solubility and mass transfer of O2 for 

oxidative degradation and is therefore applicable to both the degradation experiments 

and the full-scale processes.  

The lack of experimental data on the corrosion of stainless steels in the presence of 

degradation products, along with the solubility of corroded metals and their influence on 

degradation rate, makes it difficult to accurately model these effects. Therefore, this 

study does not address accelerated degradation as a result of these factors23–25. Although 

the predictions in this work may not always fully correspond with observations in 

real-life processes, the work still offers needed insights into the extent and distribution 

of degradation and the effect of mitigation strategies. 

4.2.1 Oxidative Degradation Modeling 

Oxidative degradation is a complex process that involves both the transfer of O2 from 

the gas to the liquid phase and a sequential liquid phase reaction of the dissolved O2 with 

the amine. The observed amine degradation rate is thus a function of O2 solubility, mass 

transfer resistances, and kinetic reaction parameters5,16. Relevant process parameters, 

such as temperature, O2 partial pressure, MEA concentration, and CO2 loading, influence 

each of these mechanisms. It can be challenging to isolate, quantify, and model these 

mechanisms individually. As a result, models developed using specific experimental 

setups may be inaccurate when evaluating degradation in industrial equipment with a 

different geometry. 

In a typical capture plant, oxidative degradation can be classified into two types: direct 

and indirect oxidative degradation. Direct oxidative degradation occurs when the solvent 

is in direct contact with the flue gas. The dissolved O2 in the solvent can be replenished 

to some degree with O2 from the flue gas as the degradation reactions consume it. This 

type of oxidative degradation occurs, for example, in the absorber packing. Indirect 

oxidative degradation, on the other hand, occurs when there is no direct contact with the 

flue gas but due to the presence of dissolved O2. This type of degradation occurs in the 

piping and heat exchanger when the rich solvent is transported from the absorber to the 

stripper. The increased temperatures in some of these equipment may accelerate the 

degradation, up until the point at which all the dissolved O2 is consumed. 
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A kinetic model for the oxidative degradation of MEA was developed by Uyanga et al.19 

and Supap et al.18 using experiments in a semi-batch autoclave reactor. The temperatures 

of the experiments range from 100 °C to 120 °C, which is higher than those typically 

found in the absorber. Degradation in the presence of SO2 was also investigated. 

However, this kinetic model doesn’t distinguish between degradation through O2, SO2, 

or thermal degradation with CO2, and only considers the total consumption of MEA. 

Further, the concentration of dissolved O2 was assumed to be in equilibrium and was 

calculated using the correlation by Rooney et al.26. This correlation does not consider the 

effect of CO2 loading on the solubility of O2. 

Léonard et al.12,27 also studied oxidative degradation of MEA and developed a kinetic 

model. Aside from a single experiment at 55 °C, the experiments were run at 

temperatures above 100 °C. The experiments were performed in a degradation reactor 

similar to the one used by Supap et al.18, but a gas entrainment impeller was used to 

enhance the contact between the gas and liquid phases. Léonard27 showed a linear 

relationship between the agitation rate and degradation experiments in their experimental 

work, indicating that mass transfer resistances play an important role in this type of 

degradation experiments. In a similar setup, Goff et al.16 also observed increased 

degradation rates at higher agitation speeds. 

In the kinetic model, Léonard et al.12 used Henry’s law for O2 in water to determine the 

concentration of O2. Mass transfer limitations and the impact of the CO2 loading on the 

solubility of O2 were not considered, and the regressed kinetic constants may thus be 

underestimated. In the following work on predicting degradation in a capture process by 

Léonard et al.28, Henry’s constant was also used to predict the concentration of O2 in the 

solvent. Although this is consistent with the experimental modeling, the mass transfer 

mechanisms in the degradation experiments are different from those in the absorber, 

which could lead to inaccuracies in the results. 

Additional modeling of solvent degradation in absorption-based capture processes was 

done by Dhingra et al.21, where the extent of degradation in pilot plants was investigated 

and modeled. The oxidative reaction kinetics by Léonard et al.12 were used in 

combination with an O2 solubility model that was fitted using experimental data by 

Wang et al.29. This data, however, contains measurements of the O2 solubility in loaded 

aqueous solutions of MEA and are thus not consistent with the used degradation model. 

Furthermore, the relatively high residence times in the pilot plants allow for flexibility 

in operation but are not representative of full-scale capture plants. 

Oxidative degradation was studied at lower temperatures by Vevelstad et al.14, with 

experiments ranging from 55 °C to 75 °C. The experimental setup is similar to the one 

used by Léonard et al.12 but featured a gas recycle that allowed a higher gas flow rate 

and increased contact between the gas and liquid phase. Aside from the consumption of 

MEA, the formation of a broad set of degradation products was measured and quantified.  
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Pinto et al.30 used the experimental data by Vevelstad et al.14 to develop a 

multicomponent kinetic model, including the formation of degradation products. The 

complexity of oxidative degradation makes it challenging to describe the reaction 

pathways and identify the role of each of the components in the reaction rate equations. 

Assumptions regarding the reaction mechanisms had to be made by Pinto et al.30 and 

these are likely to have caused the observed uncertainties in the predictions of the model, 

especially for the degradation products. The predictions for MEA consumption were 

more accurate. However, the correlation by Rooney et al.26 was also used in this work to 

calculate the solubility of O2, thus not taking into account the effect of CO2. 

The CO2 loading of the solvent plays a key role in the degradation experiments as it is 

found to decrease the oxidative degradation rate in several experimental works. 

Léonard27 observed a significant inhibiting effect of CO2 loading compared with an 

unloaded solvent, but the degree of CO2 loading appeared to have no effect. Supap et 

al.18 and Kasikamphaiboon et al.31 observed a similar inhibiting effect in the autoclave 

experiments, but the authors did observe increased inhibition at higher CO2 loadings. 

The decrease in degradation may be the effect of a reduced O2 solubility since the 

presence of CO2 in the solvent has been found to lower the O2 solubility29,32. 

The CO2 can also increase the viscosity of the solvent, thereby reducing the diffusivity 

and mass transfer coefficient of O2
33. In the case oxidative degradation is limited by mass 

transfer, a reduction in degradation is observed. The differences between the 

observations on the role of CO2 may be explained by the different experimental reactor 

designs and their associated mass transfer resistances. 

4.3 Methodology 

4.3.1 Degradation Framework 

Solvent degradation is a gradual process that has little to no direct impact on the capture 

plant. It is the accumulation of degradation products and solvent consumption over time 

that changes the properties and performance of the solvent. It is, therefore, not necessary 

to implement a dynamic model that describes both kinetics of absorption/desorption and 

solvent degradation rates, but instead, a pseudo-steady state model can be used.  

In the pseudo-steady state model, process conditions of the steady state simulation that 

are used to evaluate solvent degradation are assumed to be constant for a specific period 

of time. Changes in solvent composition as a result of degradation in this period are 

calculated, after which the solvent in the simulation is updated and the simulation is run 

again to obtain a new steady state. These steps are repeated for the duration of the entire 

modeled operational period. The time step size is chosen such that the difference in 

process conditions of consecutive simulations does not lead to significant changes in the 

degradation reaction rates. 
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An overview of the degradation framework that is used in this work is given in Figure 

4.1. The heart of the framework is the Controller module, which controls communication 

between all the other modules. The module opens a simulation and constructs an 

interface to communicate with the simulation software. From here, simulation 

parameters can be changed, the simulation can be executed, and simulation results can 

be retrieved. 

The controller module uses the simulation results to construct a Plant object, which is a 

simplified model of the simulation that contains general information on the quality of 

the solvent as well as a set of Equipment objects. Each of the Equipment objects stores 

the simulation results of the corresponding equipment, so these can be used to evaluate 

the O2 solubility or degradation models. For example, the Equipment object for a column 

stores process information (e.g., temperatures, partial pressures, liquid concentrations, 

and volumes) for various parts of the column, such as the packing, condenser, reboiler, 

or sump. 

The Controller module uses the stored process information in each of the Equipment 

objects to evaluate the O2 solubility and degradation models and calculate the predicted 

solvent consumption and degradation product formation for that Equipment object. 

These results are then stored in the objects themselves and combined to determine the 

overall degradation in the plant. The composition of the solvent in the process 

 

Figure 4.1: Overview of the degradation framework and the corresponding 

modules. 
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simulation can then be updated to evaluate the impact of the degradation on the capture 

process. 

The modular structure of the framework allows for good customizability since new 

degradation modules or modules for other solvents can seamlessly replace the current 

ones. Additionally, new modules can be added seamlessly. Future extension modules 

could contain models on viscosity, corrosion, entrainment and evaporation, or 

reclaiming of the solvent. 

4.3.2 Thermal Degradation of MEA 

Thermal degradation of the aqueous MEA solvent is described using a degradation 

model from one of our previous works17. The model was designed and fitted using 

experimental data on the concentrations of MEA and its degradation products when 

exposed to increased temperatures in closed cylinders. The data were collected from 

several independent works and contained results for aqueous solutions with 30 wt% of 

MEA at loadings between 0.1 and 0.5 mol CO2/mol MEA and temperatures from 100 to 

160 °C. The proposed degradation reactions, rate equations, and corresponding kinetic 

parameters for the model are given in Table 4.1. The reaction rate coefficient (𝑘𝑟) is 

described using an alternative notation of the Arrhenius equation in Eq. 4.1, which was 

used to simplify the fitting of the model parameters. The reference temperature (𝑇ref) for 

the coefficients is 400 K. 

Table 4.1: Proposed degradation reactions, reaction rate equations, and kinetic parameters for 

the thermal degradation model.17 The reference temperature (𝑇𝑟𝑒𝑓) is 400 K. 

 

The activation energy for reaction no. 5 for the formation of 1,3-Bis(2-

hydroxyethyl)urea (BHEU) could not be determined due to insufficient data for this 

compound at different temperatures. It is, however, expected to be comparable to the 

activation energy of reaction no. 1, because the reaction mechanisms are similar.17 

Therefore, in this work, the same activation energy is used for reaction no. 5. Regardless 

of the temperature, the contribution of this reaction to the consumption of MEA is limited 

No. Reaction Reaction rate [mol·m-3·s-1] 𝒌𝐫𝐞𝐟 [m
3·mol-1·s-1] EA [J/mol] 

1 2 MEA → HEEDA + H2O 𝑅1 = 𝑘𝑟,1[MEA][CO2] 1.599·10-11 1.511·105 

2 MEA + HEEDA → TRIMEA 𝑅2 = 𝑘𝑟,2[HEEDA][CO2] 1.117·10-10 1.215·105 

3 HEEDA + CO2 → HEIA 𝑅3 = 𝑘𝑟,3[HEEDA][CO2] 3.054·10-10 1.426·105 

4 TRIMEA + CO2 → AEHEIA 𝑅4 = 𝑘𝑟,4[TRIMEA][CO2] 2.839·10-10 1.362·105 

5 2 MEA → BHEU + H2O 𝑅5 = 𝑘𝑟,5[MEA][CO2] 5.170·10-13 1.511·105 

 
𝑘𝑟 = 𝑘ref ⋅ exp(

−𝐸𝐴
𝑅id

( 
1

𝑇
−
1

𝑇ref

 )) Eq. 4.1 
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because the reaction rate coefficient is nearly two orders of magnitude smaller. The 

model can be safely extrapolated for temperatures below 100 °C since the predicted 

reaction rates are insignificant at these conditions.  

4.3.3 Oxidative Degradation of MEA 

4.3.3.1 Oxygen Solubility 

The concentration of dissolved O2 in the solvent is predicted using the gas solubility 

model for electrolyte solution by Schumpe et al.34, see Eq. 4.2 and Eq. 4.3. This model 

considers the effects of temperature and the concentration of ionic species in the solvent. 

Reduced O2 solubility due to carbamate and carbonate species from CO2 absorption can 

thus be modeled. The ion-specific model parameters for a loaded aqueous MEA solvent 

are taken from the work by Buvik et al.32. The authors determined the ion-specific 

parameters for protonated MEA and the MEA carbamate using experimental data for the 

solubility of N2O. In addition, the authors validated the model using experimental data 

and concluded that the modeling results were realistic32. 

The parameters for the solubility model are given in Table 4.2. The solubility of O2 in 

pure water was determined using the correlation proposed by Benson et al.35, see Eq. 4.4. 

The same correlation is also used in this work. The concentrations of the protonated 

MEA and the MEA carbamate are assumed to be equal to the concentration of dissolved 

CO2. A small fraction of the absorbed CO2 will be present as carbonate or bicarbonate, 

but the concentrations of these species are low compared with the carbamate, especially 

at lower loadings.36 In addition, the ion-specific parameter for bicarbonate is similar to 

the parameter for the carbamate, so significant deviations in O2 solubility are not 

expected. 
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Table 4.2: Model parameters for the solubility of O2 in loaded aqueous MEA solvents.32,34 The 

ℎ𝑇,𝑂2  parameter is valid from 273 K to 353 K. 

4.3.3.2 Oxidative Degradation Kinetics 

The experimental dataset on oxidative degradation of MEA in a stirred open batch 

reactor by Vevelstad et al.14 is used in this work to develop a degradation model. For the 

experiments, the reactor was filled with the loaded aqueous MEA solvent and exposed 

to O2 through the bubbling of an artificial flue gas at atmospheric conditions. The 

concentration of O2 in the dry gas varied from 6 vol% to 98 vol%, whereas the 

concentration of CO2 was kept constant at 2 vol%, to keep the solution loaded. Most of 

the gas was recycled, and a small purge and make-up were used to control the gas 

composition. The purge gas was led through a cooler to condense volatile compounds. 

The temperature in the experiments varied from 55 to 75 °C. 

The correlation for gas bubbles in a stirred tank by Cussler37 is used to estimate the liquid 

phase mass transfer coefficient (𝑘𝐿,𝑂2). The correlation is given in Eq. 4.5, where 𝐷𝑂2 is 

the diffusivity of O2, 𝑑𝑏 the bubble diameter, 𝑃/𝑉 the stirring power per volume, 𝜌𝐿 the 

density, and 𝜈𝐿 the kinematic viscosity of the solvent. The dynamic viscosity and density 

of the loaded aqueous MEA solvent are calculated using the correlation by Weiland et 

al.33, and the diffusivity of O2 has been estimated using the Wilke-Chang correlation38. 

Other experimental parameters, such as reactor volume (1.0 L), stirring power (12.5 W), 

and average bubble diameter (8 mm), were determined by analyzing the setup by 

Vevelstad et al.14.  

The mass transfer resistance for O2 in the gas phase is assumed to be negligible, as gas 

absorption processes are commonly controlled by mass transfer in the liquid37. In 

addition, the concentration of O2 in the gas bubble is assumed to be constant. 

Parameter Unit Value Reference 

+MEAH
h  m3·kmol-1 0.0133 Buvik et al.32 

-MEACOO
h  m3·kmol-1 0.1284 Buvik et al.32 

-
3HCO

h  m3·kmol-1 0.0967 Schumpe et al.34 

2,O ,0Gh  m3·kmol-1 0 Schumpe et al.34 

2,OTh  m3·kmol-1·K-1 -0.000334 Schumpe et al.34 
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The equilibrium loadings were determined given the experimental temperature and CO2 

partial pressure in the wet gas using the equilibrium data by Aronu et al.39. For the 

experiments at 55 °C, 65 °C, and 75 °C the loading was calculated to be 0.43, 0.37, and 

0.30 respectively. 

The proposed reaction rate for the degradation of MEA is given in Eq. 4.6. The solvent 

is nearly always loaded to some degree in industrial capture plants and the experiments 

by Vevelstad et al.14, so it is not necessary to consider unloaded solvent. The CO2 loading 

is assumed to influence the O2 solubility, viscosity, and mass transfer resistance for O2 

but not the degradation kinetics. The concentration of MEA was found to influence the 

degradation rate 13,31,40, and is thus included in the kinetic rate equation. Although no 

significant changes in MEA concentration are expected in the capture process due to 

solvent make-up, a decrease in MEA is observed during the semi-batch experiments. 

Therefore, the concentration of MEA should be considered when developing the model. 

The oxidative degradation products are not considered in this work. The oxidative 

reaction mechanisms and interactions between intermediates are complex and not fully 

understood. Without a better understanding of these mechanisms, it is hard to develop a 

generalized model that can make accurate predictions of degradation product 

concentrations regardless of the experimental setup or process geometry. An oxidative 

kinetic model based on partially incorrect reaction mechanisms may perform well with 

respect to the data it is regressed with but may give inaccurate results when applied in a 

capture process, for example through the interactions between oxidative and thermal 

degradation products of MEA.  

Instead, the consumption of MEA and O2 is investigated. Léonard et al.12 proposed a 

weighted overall reaction balance for the oxidative degradation of MEA, in which 1.3 

mol of O2 are consumed per mole of MEA. Goff23 also estimated the O2 stoichiometry 

for degradation of MEA using experimental results by Rooney et al.41. They estimated 

the O2 stoichiometry for loaded MEA (0.25 mol CO2 per mol MEA) to be 1.44, which 

is comparable with the findings by Léonard et al.12. The developed degradation model 

in this work will assume a stoichiometry of 1.3. The reaction rate for the consumption 

of O2 is then given in Eq. 4.7.  

4.3.3.3 Objective Function and Optimization 

The accumulation of dissolved O2 in the liquid bulk is equal to the transport from the 

gas-liquid interface minus the consumption by the degradation reaction, as expressed in 

Eq. 4.8. At steady state, the concentration of O2 in the liquid bulk is constant and the 

 𝑅MEA = 𝑘𝑟 𝑐MEA 𝑐O2,𝐿
𝑛  Eq. 4.6 

 𝑅O2 = 1.3 · 𝑘𝑟 𝑐MEA 𝑐O2,𝐿
𝑛  Eq. 4.7 
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expression can be simplified to Eq. 4.9, which can then be solved for 𝑐O2,𝐿 . The 

concentration of MEA in the reactor over time can then be described by Eq. 4.10, where 

the reaction rates for MEA and O2 are given in Eq. 4.6 and Eq. 4.7, respectively. The 

reaction rate coefficient at the reaction temperature is set using Eq. 4.1. The variables 

that are optimized are the reaction rate coefficient at a reference temperature of 338.15 

K (𝑘ref), the activation energy (𝐸𝐴), and the reaction order of O2 (𝑛). 

The sum of square errors (SSE) with respect to the experimental results was used as the 

objective function. The kinetic parameters for the reaction are determined by minimizing 

this objective function using the particle swarm optimization implementation in 

MATLAB. This is a global optimizer suitable for multi-variable non-linear objective 

functions. The optimization was run multiple times while changing the optimization 

settings and initial particle distribution, and similar results were obtained each time. 

4.3.4 Capture Plant Simulations 

A process flow diagram of the carbon capture simulations is given in Figure 4.2. The 

flue gas is brought in contact with the solvent in the absorber, where CO2 is selectively 

removed. The rich solvent is then heated in a heat exchanger, and the CO2 is desorbed 

in the stripper. The reboiler supplies the additional heat that is required for desorption. 

The solvent is then cooled in the heat exchanger and subsequent cooler and recycled to 

the absorber. 

The columns are filled with a structured packing to facilitate extensive interfacial contact 

between the liquid and the gas. Both columns have two liquid distributors, one at the top 

of the packing and another one midway through. Although the distributors are not 

simulated, they are included in the plant model in the degradation framework. Since 

emissions are outside the scope of this work, water washes have not been simulated. 

Make-up streams ensure that volatile emissions of water or solvent in the treated flue gas 

or the CO2 product are replaced.  

Aspen Plus V10 is used in this work to simulate the capture plants. The RadFrac column 

model with rate-based calculations is used to simulate the absorber and stripper. Mass 

transfer and liquid holdup are modeled with the mass transfer correlation for structured 

packing by Bravo et al. (Brf-92) with reactions in the film layer. Heat transfer was 

 
𝑉𝑅
𝑑𝑐O2,𝐿

𝑑𝑡
= 𝑎𝑖𝑛𝑡𝐽O2𝑉𝑅 − 𝜖𝐿𝑅O2𝑉𝑅 Eq. 4.8 

 0 = 𝑘𝐿𝑎𝑖𝑛𝑡(𝑐O2,𝐼 − 𝑐O2,𝐿) − 𝜖𝐿𝑅O2 Eq. 4.9 

 𝑑𝑐𝑀𝐸𝐴
𝑑𝑡

= 𝑅𝑀𝐸𝐴 Eq. 4.10 
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modeled using the Chilton and Colburn method. The vapor is modeled as a plug flow, 

whereas the liquid phase is considered to be ideally mixed at each segment (VPlug). This 

is done to simulate maldistribution of the liquid and the effect of axial dispersion. The 

gas phase, on the other hand, typically maintains a uniform distribution throughout the 

packing42. Different segment heights were tested and finally, a height of 0.4 m was 

selected. This height yielded the most satisfactory result during the validation of the 

simulations using the data by Tobiesen et al.43,44. 

A plate heat exchanger was selected to facilitate heat exchange between the lean and rich 

solvent. The exchanger was simulated using the shortcut method with a temperature 

approach of 7 °C. The optimum approach temperature of heat exchangers for process 

streams usually lies in the range of 10 – 30 °C, but plate heat exchangers are capable of 

achieving lower approach temperatures45. The calculated exchange area is used in 

combination with typical dimensions for plate heat exchangers45, to determine the liquid 

holdup and residence time for the exchanger. A shell and tube heat exchanger was also 

tested, resulting in comparable residence times. 

The solvent residence times in other parts of the process can vary from plant to plant but 

have been based on recommendations for the specific process equipment46. Residence 

times in piping in between process equipment have been determined using a fluid 

velocity of 1.0 m/s and estimated required pipe lengths. The residence times and other 

simulation parameters for the investigated cases are given in  

Table 4.3. Typical flue gas specifications from the literature are used to estimate the flue 

gas composition for a natural gas-fired power plant47,48, a waste-to-energy plant49,50, a 

coal-fired power plant51,52, and a cement plant53. All flue gasses were assumed to be 

saturated with water when entering the absorber. Other process parameters, such as 

solvent inlet temperatures, lean loading, and column pressures, have been estimated 

using typical values found in literature54–57. 

To be able to compare degradation between the capture simulation, some process 

parameters have been fixed. The packing heights for the absorber and stripper were kept 

constant, as well as the CO2 loading of the lean solvent and the percentage of CO2 

removed. For each flue gas case, the lean solvent flow rate was adjusted to ensure 90% 

of the CO2 was removed from the flue gas in the absorber. The stripper duty was then 

adjusted to strip the solvent down to the specified lean loading. The simulations are not 

optimized for the specified flue gas because the column height and lean loading were 

fixed for all cases, and as a result, the energy requirements are slightly higher than those 

for the optimized processes. 

  



Chapter 4: Article II: Solvent Degradation in the Process 

73 

 

 

Figure 4.2: Process flow diagram of the simulated carbon capture plants. 

 
Table 4.3: Simulation parameters for the investigated industrial base cases. 

 Unit Natural gas Waste-to-energy Coal Cement 

Absorber      

Packing - Mellapak 250Y Mellapak 250Y Mellapak 250Y Mellapak 250Y 

Packing height m 12.0 12.0 12.0 12.0 

Pressure top bar 1.1 1.1 1.1 1.1 

Sump residence time s 180 180 180 180 

Temp. liquid inlet °C 40.0 40.0 40.0 40.0 

Temp. liquid outlet °C 41.4 42.8 45.2 51.7 

Temp. gas inlet °C 40.0 40.0 40.0 40.0 

Liquid-gas ratio wt/wt 0.91 1.63 2.46 3.83 

Flue gas CO2 vol% 4.2 8.0 12.0 20.2 

Flue gas O2 vol% 11.8 10.5 5.0 8.6 

Flue gas H2O vol% 6.7 6.7 6.7 6.7 

Flue gas N2 vol% 77.3 74.8 76.3 64.5 

Lean loading mol/mol 0.19 0.19 0.19 0.19 

Rich loading mol/mol 0.52 0.53 0.54 0.54 

      

Stripper      

Packing - Mellapak 250Y Mellapak 250Y Mellapak 250Y Mellapak 250Y 

Packing height m 10.0 10.0 10.0 10.0 

Pressure condenser bar 1.8 1.8 1.8 1.8 

Sump residence time s 180 180 180 180 

Reboiler residence time s 240 240 240 240 

Temp. reboiler °C 119.0 119.0 119.0 119.0 

Reboiler duty MJ/kg CO2 3.62 3.50 3.46 3.47 

      

Heat exchanger      

Exchanger type -  Plate Plate Plate Plate 

Temp. approach °C 7.0 7.0 7.0 7.0 

Residence time (side) s 30 30 30 30 
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4.3.5 Oxygen Solubility and Mass Transfer in the Absorber 

The O2 solubility model by Buvik et al.32 used for the regression of the oxidative 

degradation reaction kinetics from the experimental degradation results, is also used to 

determine the concentration of O2 in the capture process. Similar to in the degradation 

experiments, mass transfer limitations for O2 in the absorber packing may reduce the 

degradation rate. The impact of these mass transfer limitations was evaluated using the 

correlation by Billet et al. 58 for the liquid phase mass transfer coefficients in structured 

packings on the coal-fired flue gas capture case.  

Figure 4.3 shows the calculated volumetric liquid-phase mass transfer coefficient as a 

function of the packing depth and Figure 4.4 shows the influence of the mass transfer 

resistance on the concentration of O2 in the absorber packing. Although, the relatively 

high temperatures at the top of the absorber packing lead to an increase in the mass 

transfer coefficient, the increase in degradation rate is even larger. Therefore, the 

difference between the equilibrium concentration of O2 at the interface and the bulk 

concentration of O2 is increased slightly. However, the difference between both 

concentrations is small throughout the column, and the bulk concentration is at least 95% 

of the equilibrium. Therefore, mass transfer resistances in the absorber packing can be 

neglected and the equilibrium solubility can be used to determine the concentration of 

O2. 

  

Figure 4.3: Volumetric mass transfer 

coefficient for the liquid phase in the 

absorber packing as a function of the 

packing depth for the coal-fired power plant 

case. 

Figure 4.4: Concentration of dissolved O2 in 

the liquid bulk with and without considering 

mass transfer limitations in the liquid phase 

as a function of the packing depth for the 

coal-fired power plant case. 

4.3.6 Case Studies 

The coal-fired power plant case presented in section 4.3.4 was used as the starting point 

for all case studies, focusing on the impact of process and solvent modifications on the 

predicted MEA degradation rate. The coal-fired power plant case was chosen as a 
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reference case because the degradation in the coal case was diverse, with significant 

contributions from direct oxidative degradation, degradation by dissolved O2, and 

thermal degradation. The case studies and the assumptions made are described briefly in 

the sections below. 

4.3.6.1 Intercooled and Isothermal Absorbers 

The absorber packing is expected to be one of the locations where oxidative degradation 

occurs since the solvent is in direct contact with O2 from the flue gas. The exothermic 

nature of CO2 absorption causes the temperatures in the absorber to increase and leads 

to a temperature bulge. The magnitude of this bulge is dependent on a number of factors, 

including the solvent, the CO2 content of the flue gas, and the liquid-to-gas ratio, and 

absorber bulge temperatures up to 70 – 80 °C are not uncommon for processes with 

MEA.59 Given the temperature dependence of the oxidative degradation reactions, the 

elevated temperatures in the packing are expected to lead to increased degradation. 

Temperature control in the absorber packing in the form of intercooling is thus a 

potential degradation mitigation strategy. In this case study, the solvent is intercooled 

once at 2.4 m from the top of the packing, as this resulted in the lowest peak temperature 

in the packing. Although packings with in-situ intercooling are under development60, the 

solvent is typically collected and removed from the column to be cooled down, after 

which it is returned. This case study initially focuses on the application of instantaneous 

in-situ intercooling that does not require additional solvent holdup but also discusses the 

effect of the additional solvent holdup in the external recycle loop for in-and-out 

intercooling. To investigate the potential of additional cooling, degradation in an 

isothermal absorber at 40 °C is also considered and evaluated. 

Lower absorber temperatures can also lead to more efficient CO2 absorption, and thus 

lower requirements for the column height, solvent flow rate, and/or reboiler duty. These 

effects have not been modeled. The column height, reboiler duty, solvent flow rate, and 

lean loading have thus been set according to the values in the reference case. 

4.3.6.2 Dissolved Oxygen Removal 

Oxidative degradation can occur even when the solvent is no longer exposed to O2 in the 

flue gas. The rich solvent may contain O2 that was dissolved in the absorber, which can 

lead to indirect oxidative degradation of the solvent. This type of degradation is expected 

to occur in the absorber sump, heat exchanger, and piping until the O2 is desorbed in the 

stripper. The extent of this type of degradation depends on the O2 content of the flue gas, 

the solubility of O2, and the oxidative degradation rate. The removal of dissolved O2 from 

the solvent may be an effective method for reducing this indirect degradation61. 

This removal of dissolved O2 can be achieved using membrane contactors. Figueiredo et 

al.61 investigated the potential of such a removal technology and concluded that removal 

efficiencies up to 90% are feasible using a dense layer membrane with a 30 wt% MEA 
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solvent. Alternatively, dissolved O2 can be removed by sparging the rich solvent with 

nitrogen in the absorber sump or right after the absorber in a separate column. Bench-

scale experiments by Nielsen showed that nitrogen sparging could reduce oxidative 

degradation of piperazine (PZ) by 50%.62 Modeling work by Wu63 showed that removal 

efficiencies up to 90% are feasible when applying nitrogen stripping in 5 mol/kg 

piperazine. 

This case study investigates the potential of dissolved O2 removal to mitigate 

degradation. The concentration of dissolved O2 is reduced by 90% before the solvent 

enters the absorber sump. It is likely that the concentration of O2 is higher in some parts 

of the sump in case of nitrogen sparging, or that additional holdup volume is required 

for O2 removal using membranes, but these effects are not considered in the case study. 

4.3.6.3 Change in Capture Efficiency 

Amine-based capture processes can operate with various CO2 capture efficiencies, and 

operation at lower or higher capture efficiencies than 90% is possible. Therefore, in this 

case study, the reference case was modified to remove both 95% and 85% of the CO2 in 

the flue gas. For the 95% efficiency case, the packed height was increased from 12 to 15 

m, and an additional solvent redistributor was added. In addition, the solvent flow rate 

was increased by 5.6% to ensure the same amount of solvent is available per mole of 

captured CO2 and the rich loading is the same as in the reference case. For the process 

with an 85% capture efficiency, the packed height was reduced to 10 meters and the 

solvent flow rate was reduced by 5.6%. 

4.3.6.4 Stripper Pressure 

The energy that is required for stripping the CO2 is supplied in the reboiler in the form 

of pressurized steam. The energy is used for sensible heating, producing water vapor, 

and driving the endothermic CO2 desorption reaction. The pressure in the stripper 

typically is between 1.5 bar and 2.0 bar64, and the base case simulations in this work are 

run with a pressure of 1.8 bar. An increase in stripper pressure will lead to an increase in 

operating temperature. Higher temperatures favor the desorption of CO2 and result in 

higher partial pressures of CO2 at the same loading. Therefore, less water vapor is needed 

to facilitate the desorption and less energy is required in the reboiler64,65. A downside of 

higher temperatures in the stripper, especially in the sump and reboiler, is the increased 

rate of thermal degradation.  

In this case study, the reboiler pressure is varied between 1.3 bar and 3.0 bar. The reboiler 

duty is adjusted to ensure 90% of CO2 is stripped, and the lean loading and solvent flow 

rate remain unchanged. Since the volumetric flow rate of the gas changes with pressure, 

the diameter of the stripper is adjusted to ensure that the stripper is operated at 75% 

flooding. 
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4.3.6.5 Reduced Solvent Residence Times 

Solvent holdup is required throughout the process to facilitate mass and heat transfer, 

and buffer tanks are required for stable operation of the capture plant. The sump, for 

example, collects the solvent that exits the packing, forms an inventory buffer for the 

pump, and prevents it from running dry. The residence time can, from a degradation 

perspective, also be regarded as an exposure time in which the solvent is exposed to 

increased temperatures or environments containing O2. A reduction of this exposure time 

may thus reduce degradation. Therefore, several of the equipment residence times have 

been reduced by 50% in this case study. An overview of the default and reduced 

residence times is given in Table 4.4. Solvent degradation is then predicted and 

evaluated. 

Table 4.4: Default and reduced residence times in the capture plant equipment. 

Equipment Default residence time [s] Reduced residence time [s] 

Column distributor 15 7.5 

Column sump 180 90 

Reboiler 240 120 

Heat exchanger 30 15 

Pump 10 5 

Heater and cooler 30 15 
 

4.3.6.6 Oxygen Content in the Flue Gas 

The concentration of O2 in the flue gas is expected to influence the oxidative degradation 

rates in the process since the solubility of O2 is proportional to its partial pressure in the 

gas phase. The studied industrial flue gasses given in Table 4.3 have different 

concentrations of O2 and CO2. The concentration of CO2 has a significant impact on 

process conditions, such as rich loadings or the temperature profile in the absorber, and 

will thus influence the degradation rate. This case study aims to isolate and study the 

effect of the O2 concentration in the coal-fired flue gas of the reference case. The 

concentration of O2 is varied from 0.1% to 12%, while the concentration of CO2 and H2O 

are kept constant. The remainder of the gas is set to be N2. 

4.3.6.7 Reduced Oxidative Degradation Rate 

In the context of solvent degradation, MEA is the most tested and studied amine.6 

Despite its wide-spread interest and use, the amine is not known for its stability towards 

oxidative degradation and other solvent candidates have been found to be more resilient, 

for example, MDEA, PZ, and AMP.66 However, experimental data on degradation of 

these alternative solvents is limited. Extended datasets that are similar in size and detail 

to the dataset by Vevelstad et al. on 30 wt% MEA are not available, making it more 

challenging to develop kinetic degradation models for these solvents. Therefore, in this 
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case study, the kinetic parameters in the oxidative degradation model for MEA are 

varied, and the effect on degradation in the process is investigated. 

Besides the resilience towards oxidative degradation, there are more differences in the 

properties of solvents used for carbon capture. These properties can significantly 

influence process parameters such as temperatures in the absorber, solvent capacity and 

flow rates, and O2 solubility. This case study does not consider these effects and thus 

only gives a hypothetical overview of the expected behavior of more stable solvents. 

4.3.7 Validation of the Simulations 

The simulations in Aspen Plus are validated using experimental data by Tobiesen et 

al.43,44 on the CO2 capture performance of a Mellapak 250Y packing in the packed 

absorber and desorber sections. The experimental data were obtained from a 3-month 

  

Figure 4.5: Parity plot of the experimental 

and simulated CO2 absorption rate. 

Figure 4.6: Parity plot of the experimental 

and simulated rich loading of the exiting 

solvent. 

  
Figure 4.7: Comparison between the liquid 

phase absorber temperature profile simulated 

in this work and experimental data for run 12 

by Tobiesen et al.43. 

Figure 4.8: Comparison between the liquid 

phase absorber temperature profile simulated 

in this work and experimental data for run 15 

by Tobiesen et al.43. 
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campaign in a laboratory pilot plant. Although the columns were relatively small, 4.36 m 

for the absorber and 3.89 m for the stripper, experiments were conducted with varying 

temperatures, flow rates, and lean and rich loadings to simulate the different operating 

conditions in the various sections of the packed columns. 

For the absorber, the simulations give an accurate representation of the experiments, as 

can be seen in the parity plots for the absorption rate and rich loading in Figure 4.5 and 

Figure 4.6. The mean average deviations were 6.0% and 3.3% for the absorption rate 

and rich loading, respectively. These deviations are of the same magnitude as the 

deviations observed by Tobiesen et al.43  

The simulated temperature profiles in the absorber also correspond well with the 

experimental results, as shown in Figure 4.7 and Figure 4.8. In some cases, there was a 

slight over or under-prediction of the temperature profile, even though the absorption 

  

Figure 4.9: Parity plot of the simulated CO2 

desorption rate and the experimental results 

by Tobiesen et al.44 

Figure 4.10: Parity plot of the simulated lean 

CO2 loading and the experimental results by 

Tobiesen et al.44 

  
Figure 4.11: Comparison between the liquid 

phase stripper temperature profile simulated 

in this work and experimental data for run 2 

by Tobiesen et al.44. 

Figure 4.12: Comparison between the liquid 

phase stripper temperature profile simulated 

in this work and experimental data for run 18 

by Tobiesen et al.44. 



 

80 

 

rate corresponded well. An example of this is the temperature profile of run 12 in Figure 

4.7. A reason for this deviation may be the water content of the gas, which was not 

analyzed in the experiments. Tobiesen et al.43 showed that a difference in water content 

can significantly change the temperature profile through changes in water evaporation 

rates and CO2 partial pressure, because the dry gas composition was analyzed.  

The parity plots for the performance of the desorber section are given in Figure 4.9 and 

Figure 4.10. These show that there is also a good agreement between the simulation and 

the experimental results for the desorber. Deviations were in the same order of 

magnitude as for the absorber and are considered to be acceptable. 

A pair of simulated and experimental temperature profiles in the desorber is given in 

Figure 4.11 and Figure 4.12. The temperature in the stripper was difficult to measure and 

led to possible uncertainties in the experimental results. Firstly, it is not known which 

phase is in contact with the temperature sensor at any time. Also, Tobiesen et al.44 suspect 

that in the case of high loadings, some of the liquid may flash before entering the stripper 

column, underestimating the enthalpy content of the flow. Despite some slight deviations 

in temperature, the simulations correspond relatively well with the experimental data. 

4.4 Results 

4.4.1 Oxidative Degradation Model Fitting Results 

The fitted reaction rate coefficients and their 95% confidence intervals are given in Table 

4.6. The reaction order with respect to O2 is fractional, which indicates that oxidative 

degradation is most likely a chemical chain reaction.67 This is in agreement with 

mechanisms discussed by Goff et al.16 and Sexton68, in which free radicals derived from 

O2 play a role as intermediates in oxidative degradation reactions. 

Table 4.5: Degradation reactions and reaction rate equations for the oxidative degradation 

model. The reference temperature for the oxidative rate coefficients is 338.15 K. 

Reaction Reaction rate [mol/m3/s] Reaction rate coefficient 

MEA + 1.3O2 →  Prod. 𝑅 = 𝑘𝑟[MEA][O2]
𝑛 𝑘𝑟 = 𝑘ref ⋅ exp (

−𝐸𝐴
𝑅id

( 
1

𝑇
−
1

𝑇ref

 )) 

 

Table 4.6: Regressed reaction rate parameters for the oxidative degradation model. 

Parameter Unit Value 95% confidence interval 

𝑘𝑟 (m3/mol)n/s 6.790·10-7 [0.588·10-7 – 0.784·10-7] 

𝐸𝐴 J/mol 7.908·104 [6.952·104 – 8.997·104] 

𝑛 - 0.469 [0.405 – 0.533] 
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The activation energy for the reaction is higher than those regressed by other works in 

the literature, which are 41.7 kJ/mol by Léonard et al.12 and 29.4 kJ/mol by Supap et 

al.18. This difference may be the results of both literature works assuming that the 

concentration of dissolved O2 was in equilibrium, neglecting the mass transfer resistance 

of O2. The importance of this mass transfer resistance depends on the reaction rate in the 

liquid phase and thus on the temperature. At increased temperatures, the mass transfer 

can cause the actual liquid bulk concentration of O2 to drop below the equilibrium 

concentration. If this is not considered, the reaction rate coefficient is underestimated, 

and the temperature dependency of the apparent reaction rate coefficient is smaller. 

This effect can be amplified by the reaction order of O2 since a change in O2 

concentration will result in a larger change in reaction rate coefficient if the reaction 

order is high. The regressed reaction orders were reported to be 1.46 by Léonard et al.12 

and 2.91 by Supap et al.18. The temperatures in the degradation experiments by Vevelstad 

et al.14 were low compared with the typical temperatures used by Léonard et al.12 and 

Supap et al.18. Therefore, it is also a possibility that a difference in reaction mechanism 

at increased temperatures leads to a lower temperature dependency of the reaction. The 

difference in reaction order for O2 and the use of different O2 solubility models makes it 

challenging to compare reaction rate coefficients between these studies and the current 

work. 

The experiment at 55 °C and 21 vol% O2 was run three times by Vevelstad et al.14, and 

the replicate measurements can give an insight into the uncertainty of the experiments. 

The absolute differences between the three runs are limited, and the standard deviation 

of the measured concentration of MEA is only 132.0 mol/m3. However, it is expected 

that the uncertainty in the experiments is proportional to the extent of degradation, which 

was also the case for thermal degradation experiments17. The standard deviation of the 

experiments with more degradation will thus likely be higher. 

One could consider the error to be proportional and evaluate the standard deviation with 

respect to the measured degradation, but this is also challenging due to limited 

degradation at 55 °C. The standard deviation for the replicates is, on average 49.7% of 

the measured degradation of MEA. This high error is a result of the relatively large size 

of the analytical error and deviations in the mass balance with respect to the measured 

degradation. The impact of these uncertainties will be lower for experiments with more 

degradation, resulting in a lower relative error. 

It is thus challenging to estimate the uncertainty of the experimental data and evaluate 

the quality of the fit. The residual plots for the fitted model with respect to the 

experimental data are given as a function of the temperature, partial pressure of O2, 

degradation time, and the initial and final concentration of MEA in Figure 4.13 through 

Figure 4.17. The standard deviation of the model with respect to the experimental data 

is 248.8 mol/m3, which is, on average 23.7%, with respect to measured degradation. 

Despite the deviation, the model appears to give a good representation of the 
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experimental data, and no significant residual trends were observed. The use of 

additional parameters in the rate equation, for example, a reaction order for MEA, did 

not significantly improve the fitting results. 

Figure 4.18 shows the degree of saturation for O2 in the liquid bulk with respect to the 

solubility at the bubble interface, where the gas and liquid phases are assumed to be in 

equilibrium. At lower temperatures, consumption of O2 by the degradation reactions is 

relatively low, and degradation is not limited by mass transfer. As a result, the bulk 

concentration of O2 is close to the equilibrium concentration. At higher temperatures, O2 

consumption in the liquid is increased, and more O2 has to be transferred to the liquid 

phase. A more significant driving force is needed across the boundary layer, which 

causes the bulk concentration of O2 to decrease. In these conditions, the degradation rate 

is partially limited by mass transfer. 

  

Figure 4.13: Residuals of the modeled MEA 

concentrations with respect to the 

experimental values as a function of 

temperature. 

Figure 4.14: Residuals of the modeled MEA 

concentrations with respect to the 

experimental values as a function of partial 

pressure of O2. 

  

Figure 4.15: Residuals of the modeled MEA 

concentrations with respect to the 

experimental values as a function of the 

initial concentration of MEA. 

Figure 4.16: Residuals of the modeled MEA 

concentrations with respect to the 

experimental values as a function of 

degradation time. 
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Experiments with lower O2 partial pressures are also more mass transfer limited. This is 

an effect of the reaction order of O2 in the degradation reaction. The fitted reaction order 

is 0.47, so an increase in the concentration of dissolved O2 will have a progressively 

smaller impact on the degradation rate. The O2 solubility and the driving force over the 

mass transfer film, on the other hand, scale more linearly with the partial pressure of O2 

in the gas. 

4.4.2 Predicted Degradation in the Industrial Flue Gas Cases 

The predicted solvent degradation for the industrial flue gas cases is given in Figure 4.19. 

Note that the degradation rates are normalized with respect to the amount of CO2 

captured, so the absolute degradation rates are more significant for the cases with higher 

CO2 concentrations in the flue gas. The degradation rates and process conditions in the 

absorber packing are given in Figure 4.20 to Figure 4.24. Degradation in the collectors 

and distributors is not displayed in these profiles but has been included under the 

absorber packing category in the bar plot in Figure 4.19. The total degradation rates for 

the natural gas and waste-to-energy are comparable, at around 110 g MEA/ton CO2. 

Degradation in the cement case was relatively high, at 150 g MEA/ton CO2, and the 

lowest degradation was observed in the coal case, at 89.1 g MEA/ton CO2. 

In comparison, the total solvent losses in the capture pilot plant at Niederaussem for a 

coal-fired power plant, which had a similar coal flue gas composition as the case 

simulated in this work, were around 210 g MEA/ton CO2 at the start of the campaign52. 

Moser et al.52 reported that losses of MEA in the gas downstream of the absorber were 

negligible with respect to the overall solvent losses and that degradation was the main 

cause. The predicted degradation rate is thus significantly lower than the observed 

degradation. This may be a result of differences in the process, for example, an increased 

  

Figure 4.17: Residuals of the modeled MEA 

concentrations with respect to the 

experimental values as a function of the 

final concentration of MEA. 

Figure 4.18: Estimated liquid-phase O2 

saturation (bulk over interfacial 

concentration) in the experiments by 

Vevelstad et al.14 at various temperatures and 

gas-phase O2 concentrations. 
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solvent holdup, higher temperatures in the absorber ,or a higher stripper pressure. In 

addition, the catalytic effect of dissolved iron on oxidative degradation is not modeled. 

Although the concentrations of iron were low at the start of the campaign52, the catalytic 

effect of iron can still be significant25. 

Oxidative degradation seen in this work constitutes around 80% to 90% of the total 

degradation. The remainder is caused by thermal degradation. This is in line with the 

observations on degradation of MEA in experimental works and pilot plant reports in 

literature 52,69,70. Thermal degradation primarily takes place in the stripper sump and 

reboiler and only approximately 10% of the thermal degradation is predicted to occur in 

the packing and distributors in the stripper. 

Léonard et al.20 predicted degradation in the pilot plant campaign by Knudsen et al.71. 

The composition of the flue gas was similar to the composition of the flue gas for the 

coal-fired power plant in this work. The concentration of CO2 and O2 were 14 vol% and 

6 vol%, respectively. The total degradation in the pilot plant was predicted to be 79.5 

g MEA/ton CO2, which is close to the degradation predicted in this work. Léonard et 

al.20 predicted slightly more degradation in the absorber compared with the current work. 

This is due to increased solvent holdup since a packed height of 20 m was used, in 

contrast to the 12 m used in this work. 

The predictions for thermal degradation by Léonard et al.20 are several orders of 

magnitude smaller. This is unexpected because the used rate equations for thermal 

degradation of MEA are comparable to the ones used in this work17. It could be that the 

stripper sump and or reboiler have not been considered in the model by Léonard et al.20, 

but even when just considering thermal degradation in the stripper packing, significantly 

more degradation is predicted in this study. 

Degradation in the absorber is primarily oxidative and makes up a significant fraction of 

the total degradation for each of the processes. Higher temperatures in the absorber 

packing lead to more degradation. This applies to the cement case, where the high 

concentration of CO2 in the flue gas leads to increased temperatures in the absorber. 

Based on the oxidative degradation kinetics, a stronger temperature dependence is 

expected, but a reduction of O2 solubility at higher temperatures reduces the actual 

impact. 

A higher concentration of O2 in the flue gas also results in increased degradation. This 

applies to the natural gas case, in which there is significant degradation in the packing, 

regardless of the milder temperatures. The combination of these effects leads to 

comparable degradation rates in the absorber packing for the natural gas, waste-to-

energy, and coal cases, despite different flue gas compositions. This can be seen in 

Figure 4.24. The impact of CO2 loading on O2 solubility is illustrated in Figure 4.23. At 

the top of the absorber packing, the solvent is relatively lean, and the concentration of 

dissolved O2 is high. The solubility is reduced as the temperature rises in the top part of 
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the absorber packing and the CO2 loading is increased, thereby increasing the 

concentrations of the protonated MEA, MEA carbamate, and carbonate ions. After the 

temperature peak, the concentration of dissolved O2 is relatively constant. Here, the 

decrease in temperature and increase in CO2 loading roughly balance each other out. 

The liquid holdup per cubic meter of total absorber volume for each of the investigated 

cases is shown in Figure 4.21. The flue gas flow rates are identical across all cases, 

resulting in equivalent column diameters and total internal volumes. Flue gasses with a 

higher CO2 content, such as in the cement and waste-to-energy cases, require higher 

liquid flow rates to achieve the required capture efficiency, which results in increased 

liquid holdup in the packing. The liquid holdup is relatively constant throughout the 

absorber packing. The CO2 loading in the absorber is shown in Figure 4.22. 

Most of the degradation in the heat exchanger is on the rich side through indirect 

oxidative degradation. Although there is no direct source of O2 in the heat exchanger, O2 

that is dissolved in the absorber reacts with the amine when the temperature is increased. 

A high O2 solubility is therefore associated with more degradation in the heat exchanger. 

This is observed in the natural gas case, where indirect degradation in the sump and heat 

exchanger accounts for around 40% of the total degradation. Oxygen consumption in the 

rich solvent is shown in Figure 4.25. It should be noted that the reaction kinetics are 

extrapolated to evaluate degradation at temperatures above 75 °C, which could lead to 

uncertainty. However, even when degradation in the hot rich stream is evaluated at 75 

°C, complete consumption of dissolved O2 is observed, so the results should not change 

significantly. 

Because all of the dissolved O2 has reacted before the rich solvent enters the stripper, 

there is no oxidative degradation in the stripper. The extent of degradation in the stripper 

is approximately the same for each case, due to comparable process conditions in the 

stripper. The holdup volumes in the stripper and reboiler, and thus also the degradation 

of MEA, are proportional to the amount of CO2 removed. A slightly higher relative 

degradation rate is observed in the stripper for the natural gas capture process. This is 

caused by the relatively low concentration of CO2 in the flue gas, which results in a lower 

rich loading and a reduced cyclic capacity, as the lean loading is fixed. As a result, the 

solvent flow rate and, thus, the solvent holdup volumes are increased slightly. 

Degradation in other parts of the plant, such as the pumps and piping, is negligible for 

all the studied base cases. 
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Figure 4.19: Predicted MEA degradation in 

different parts of the capture plant for the 

industrial flue gasses. 

Figure 4.20: The liquid temperature profiles 

in the absorber packing for the studied flue 

gas cases. 

  

Figure 4.21: Liquid holdup profiles in the 

absorber packing per m3 of total column 

volume for the studied flue gas cases. 

Figure 4.22: Loading in the absorber packing 

for the three base cases. 

  

Figure 4.23: Dissolved O2 in the absorber 

packing for the three base cases. 

Figure 4.24: Predicted MEA degradation in 

the absorber packing per meter of packing 

for the three base cases. 
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Figure 4.25: Liquid temperature and predicted concentration of 

dissolved O2 in the rich solvent from the absorber sump to the inlet of 

the stripper for the natural gas-fired power plant capture case. 

 

4.4.3 Impact of Process Modifications 

The predicted degradation of MEA for each of the process modifications is given in 

Figure 4.26. The degradation in the coal-fired power plant base case is used as a 

reference. Each case is discussed in more detail below.  

 

Figure 4.26: Predicted degradation of MEA for the process modifications to the coal-fired 

power plant base case, which is given here as a reference. 

4.4.3.1 Intercooled and Isothermal Absorber 

Figure 4.26 shows that the predicted degradation is significantly lower for the in-situ 

intercooled and isothermal cases. The largest reduction in degradation is observed in the 

absorber packing. The temperature profiles and degradation rate profiles in the absorber 
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packing for the reference, intercooled, and isothermal cases are given in Figure 4.27 and 

Figure 4.28, respectively. Intercooling in the absorber is an effective method to reduce 

both the peak temperature and the overall temperatures in the absorber packing. As a 

result, the degradation in the packing is reduced by 44%. Additional heat removal from 

the absorbent influences the degradation rates significantly, since the isothermal case 

shows an 71% reduction in degradation in the entire absorber compared with the 

reference case.  

The loading profiles and the concentration profiles of dissolved O2 in the absorber 

packing are shown in Figure 4.29 and Figure 4.30, respectively. The isothermal case 

shows that the CO2 loading has a significant impact on the solubility O2. Although the 

CO2 loadings in the isothermal absorber packing are generally higher, the concentrations 

of dissolved O2 are also higher. This indicates that the effect of temperature is more 

  

Figure 4.27: Liquid temperature in the 

absorber packing for the reference, 

intercooled, and isothermal cases. 

Figure 4.28: Degradation rate per ton of CO2 

captured per meter of packing height in the 

absorber packing for the reference, 

intercooled, and isothermal cases. 

  

Figure 4.29: Liquid CO2 loading in the 

absorber packing for the reference, 

intercooled, and isothermal cases. 

Figure 4.30: Liquid O2 concentration in the 

absorber packing for the reference, 

intercooled, and isothermal cases. 
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prominent. The lower temperature in the bottom of the absorber for the isothermal case 

reduces the degradation rate in the sump. The remaining dissolved O2 now reacts in the 

heat exchanger instead, resulting in an increase in degradation in this part of the plant. 

The total amount of degradation as a result of dissolved O2 is increased slightly due to a 

higher O2 solubility in the sump. 

In this comparison, the column height, solvent flow rate, lean loading, and reboiler duty 

remain unchanged. In reality, increased absorption rates due to intercooling may impact 

some of these process parameters. For example, shorter columns may be used to capture 

the same amount of CO2, thus reducing the solvent holdup and exposure time in the 

absorber packing. Alternatively, intercooling may lead to higher rich loadings and 

increase the cyclic capacity. This would lead to lower solvent flow rates and reduced 

holdups not only in the absorber but also in the stripper and other parts of the plant. 

In the more realistic scenario of in-and-out intercooling, where the solvent is temporarily 

removed from the column, additional solvent holdup is expected to be required. The 

solvent has to be collected, transported, cooled, transported, and redistributed in the 

absorber again. To study the impact of this addition to the process, the simulation is 

adjusted to include the intercooling loop, as shown in Figure 4.31. Solvent is removed 

at a height of around 10 m in this case and is transported to the ground to be cooled in a 

heat exchanger and re-entered into the absorber at approximately the same height as the 

outlet. The residence time of the intercooling loop is estimated to be around 40 s. 

The solvent is saturated with O2 when leaving the column, and some of the dissolved O2 

is consumed in the intercooling loop. This can be seen in Figure 4.32, which shows the 

concentration of O2 and the temperature of the solvent in the intercooling loop. Some of 

the dissolved O2 is consumed by the oxidative degradation reactions, in particular before 

the solvent is cooled. After cooling, degradation is limited.  

  

Figure 4.31: Process flow diagram of in-and-

out intercooling in the absorber. 

Figure 4.32: Liquid temperature and 

predicted concentration of dissolved O2 in 

the in-and-out intercooling loop. 
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An overview of the predicted degradation rates in the simulated processes for the 

reference and intercooled cases is given in Table 4.7. The initial case study on ideal 

intercooling is predicted to have a degradation rate of 36.7 g MEA/ton CO2 in the 

absorber, which is a reduction of 39.0% with respect to the reference case. The total 

degradation in the entire process is reduced by 25.0%. The implementation of in-and-

out intercooling is predicted to add 9.3 g MEA/ton CO2 of additional degradation, 

resulting in a total degradation of 76.1 g MEA/ton CO2, which is only a reduction of 

14.6% with respect to the base case. This shows that there is a significant potential for 

intercooling to reduce degradation, but that the implementation is important, and that 

additional solvent holdup and residence times have to be minimized. 

 

Table 4.7: Predicted degradation in the absorber and intercooling loop for the reference case for 

the coal-fired power plant flue gas, the ideal intercooled case with no additional holdup, and the 

realistic intercooled case with the intercooling loop and additional distribution. 

4.4.3.2 Dissolved Oxygen Removal 

The 90% removal of dissolved O2 before the solvent enters the absorber sump effectively 

reduces degradation rates in the stripper and heat exchanger as is shown in Figure 4.26. 

Degradation in the other parts of the process is unchanged. The predicted overall 

degradation for this case study is 74.1 g MEA/ton CO2, which is a reduction of 16.8%.  

The overall impact of dissolved O2 removal is limited for MEA since a large fraction of 

oxidative degradation occurs in the absorber. Solvents that are more stable towards 

oxidative degradation at typical absorber temperatures are still expected to degrade 

oxidatively as the temperature increases in the heat exchanger. Degradation as a result 

of dissolved O2 is expected to play a larger role for these solvents, and dissolved O2 

removal can have a larger impact. 

It is important to study oxidative degradation at heat exchanger conditions for these 

solvents, as the reaction order of O2 can play an important role. For example, if the 

dependency of the reaction rate on the concentration of O2 is relatively low, the 

degradation rate will not change by removing dissolved O2. The impact of dissolved O2 

Degradation 

[g MEA/ton CO2] 

Reference case Intercooled  

(in-situ) 

Intercooled  

(in-and-out) 

Absorber 59.9 36.7 39.5 

Structured packing → 45.3 → 23.8 → 23.8 

Collectors/distributors → 4.6 → 3.1 → 5.8 

Sump → 10.0 → 9.9 → 9.9 

Intercooling loop - - 6.6 

Total (process) 89.1 66.8 76.1 
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removal may then be limited if the amount of O2 left behind is larger than the amount of 

O2 consumed by degradation.  

4.4.3.3 Change in Capture Efficiency 

Increasing the capture rate to 95%, increases the degradation rate per ton of CO2 in the 

absorber packing and distributors by 57.7%, due to the additional packing height and the 

added collector and distributor (Figure 4.26). The solvent flow rate was increased by 

5.6%, which causes the degradation in the other parts of the process to increase slightly. 

However, since more CO2 is captured in this case study, the degradation rate relative to 

the amount of CO2 captured is unchanged. Since most of the degradation is caused by 

direct oxidative degradation in the packing, mitigation strategies that aim at reducing 

thermal degradation or indirect oxidative degradation through dissolved O2 will be less 

effective at increased capture efficiencies. 

A capture process with a reduced capture efficiency of 85% was also investigated. Apart 

from a marginal reduction in degradation in the absorber packing and distributors (-

20.9%), similar degradation is expected in the other parts of the process. However, as 

the degradation rates are normalized to the CO2 captured, the absolute degradation in the 

process would be lower. 

4.4.3.4 Stripper Pressure 

The predicted degradation for the case study with a stripper pressure of 2.5 bar is shown 

in Figure 4.26. Thermal degradation in this case study is increased by 200% with respect 

to the reference case, because at this pressure, the temperatures in the stripper are higher, 

especially in the sump and reboiler. Aside from a slight increase in thermal degradation 

in the heat exchanger, degradation in the rest of the simulated process is the same. The 

overall degradation rate is predicted to be 133.2 g MEA/ton CO2.  

 

Figure 4.33: Impact of stripper pressure on required 

reboiler heat and solvent degradation. 



 

92 

 

Léonard et al.20 also investigated the effect of increased stripper pressures on the total 

degradation but observed a significantly smaller increase. However, the contribution of 

thermal degradation was negligible in the predictions by Léonard et al.20, so although an 

increase in thermal degradation was observed, the total degradation was not influenced 

significantly. 

The thermal and total degradation rate as a function of the stripper pressure is shown in 

Figure 4.33. At a constant solvent flow rate, the energy duty in the reboiler that is 

required to capture 90% CO2 in the process decreases as the stripper pressure increases. 

At a stripper pressure of 3.0 bar, the temperature in the stripper reboiler is 134 °C. At 

this point, the total predicted degradation is 188.7 g MEA/ton CO2, which is more than 

double the degradation in the reference case. More than half of the degradation at a 

stripper pressure of 3.0 bar is due to thermal degradation in the stripper. 

A good operating strategy would thus select a stripper pressure that benefits from the 

reduced energy requirements, without the occurrence of significant thermal degradation. 

However, as degradation causes other operational problems, potentially increased 

emission mitigation requirements, and increased costs, optimizing the reboiler pressure 

is in reality a complex design problem. 

4.4.3.5 Reduced Solvent Residence Times 

A 50% reduction in solvent residence time of the equipment, as specified in Table 4.4, 

reduces degradation by 13.7%, for a total of 76.9 g MEA/ton CO2. Degradation in the 

packing is reduced only slightly and this shows that only a small fraction of degradation 

is occurring in the collectors and distributors. Most of the degradation is taking place in 

the packing itself, where the residence time is not changed. 

Even though degradation in the absorber sump is reduced, the unreacted dissolved O2 is 

now consumed in the heat exchanger. The residence time in this equipment is also 

reduced, but the low stability of MEA at increased temperatures causes all of the O2 to 

still be consumed. A reduction in residence times may be more effective for solvents that 

are more stable toward oxidative degradation. In those solvents, complete depletion of 

O2 in the heat exchanger may not occur and exposure time is more important. 

Degradation in the stripper sump and reboiler is halved. Since this thermal degradation 

only makes up a limited percentage of the total degradation, the effects here are limited. 

However, if thermal degradation is more prominent, a reduction of residence time could 

be valuable. This could be the case for solvents that are more resistant toward oxidative 

degradation, for processes with flue gasses with a low O2 content, or in case the stripper 

pressure is increased. Residence times in the stripper may be reduced for example by 

combining the sump and reboiler. Finally, degradation in the pumps and cooler is limited 

and the effect of reduced residence times on the overall degradation is negligible. 
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4.4.3.6 Oxygen Concentration in the Flue Gas 

Figure 4.34 shows that oxidative degradation is expected to be the dominant degradation 

mechanism for post-combustion capture processes. Thermal degradation is predicted to 

be dominant, only in case the flue gas contains less than 1 vol% of O2. The extent of 

indirect oxidative degradation appears to be linearly proportional to the concentration of 

O2 in the flue gas. This is caused by the linear dependency of the solubility of O2 on the 

partial pressure of O2 at absorber conditions and the fact that all of the dissolved O2 will 

react. This means that a change in the solubility of O2 will have a similar effect on 

degradation as a change in O2 partial pressure.  

  

Figure 4.34: Predicted oxidative and thermal 

degradation in the reference case as a 

function of the concentration of O2 in the 

flue gas, also showing the contribution of 

indirect oxidative degradation through 

dissolved O2. 

Figure 4.35: Predicted degradation for 

equipment in the reference case as a function 

of the concentration of O2 in the flue gas. 

 

 

Figure 4.36: Predicted distribution of 

degradation for equipment in the reference 

case as a function of the concentration of O2 

in the flue gas. 
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The distribution of the degradation in the various parts of the process is shown in Figure 

4.35 and Figure 4.36. Higher O2 concentrations in the flue gas lead to an increase in 

direct oxidative degradation in the absorber packing. The increase is more prominent at 

lower O2 concentrations, which is a result of the reaction order for O2 in the rate equation 

(n=0.47). An increase in degradation is observed in the heat exchanger at higher O2 

concentrations since more dissolved O2 remains in the rich solvent exiting the absorber 

sump. There is no oxidative degradation in the stripper and thermal degradation in 

equipment other than the stripper is limited. Therefore, the extent of degradation in the 

stripper remains unchanged. Degradation in other parts of the process is limited. 

4.4.3.7 Reduced Oxidative Degradation Rate 

The effects of a reduction in oxidative degradation rate on the overall oxidative and 

thermal degradation and degradation in various parts of the process are shown in Figure 

4.37 and Figure 4.38, respectively. Degradation in the absorber packing is linearly 

proportional to the degradation rate coefficient. A small reduction in the oxidative 

degradation rate has no impact on the amount of degradation through dissolved O2. 

Oxidative degradation in the sump is reduced, but the remaining O2 is now consumed in 

the heat exchanger.  

At around 30% of the initial degradation rate, full consumption of O2 in the heat 

exchanger no longer occurs and the remaining dissolved O2 is consumed in the sequential 

pipe leading up to the stripper inlet. Degradation in this pipe is responsible for the 

majority of the degradation labeled as “Other” in Figure 4.38. When the oxidative 

degradation is reduced to 10% of the initial rate, there is a breakthrough of dissolved O2 

into the stripper. This behavior is illustrated in Figure 4.39, where all of the initially 

dissolved O2 is just consumed. A significant part of the dissolved O2 is consumed in the 

  

Figure 4.37: Predicted oxidative and thermal 

degradation in the reference case as a 

function of the oxidative degradation rate, 

also showing the contribution of indirect 

oxidative degradation through dissolved O2. 

Figure 4.38: Predicted degradation for 

equipment in the reference case as a function 

of the oxidative degradation rate. By far the 

largest contribution to Other is degradation 

in the pipe from the heat exchanger to the 

stripper. 
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pipe leading up to the stripper, even though the residence time in this pipe is only 20 s. 

A higher liquid velocity in this pipe, leading to a lower residence time may be an 

effective way of reducing degradation in such a case. 

The more stable a solvent is towards oxidative degradation, the larger the relative 

contributions of degradation by dissolved O2 and thermal degradation will be. Mitigation 

strategies that aim at reducing these types of degradation, such as a reduction in residence 

times or stripper pressure, or removal of dissolved O2, will thus be more effective for 

these stable solvents. 

4.5 Conclusions 

This work focused on solvent degradation in absorption-based CO2 capture processes 

using a 30 wt% aqueous MEA solvent. A degradation model for MEA was developed 

and used to predict solvent degradation in full-scale capture processes. Degradation in 

the base case capture processes for the investigated flue gasses was predicted to be 90 to 

150 g MEA/ton CO2, which is lower than typically observed in pilot plants. In these 

plants, however, iron and other metals are expected to dissolve and catalyze the 

degradation. The degradation model in this work does not take this accelerated 

degradation into account and this is the most likely cause of the underprediction. 

Additional experimental data is required to accurately model the catalyzed reactions and 

the rate equations that describe corrosion and dissolved metal concentrations, which 

should then be included in future iterations of degradation models. 

The high CO2 content of the flue gas for the coal and cement cases leads to increased 

temperatures in the absorber and relatively high degradation rates. The natural gas and 

 

Figure 4.39: Liquid temperature and predicted concentration of 

dissolved O2 in the rich solvent from the absorber sump to the inlet of 

the stripper at an oxidative degradation rate of 10% the rate of the 

reference case. 
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WTE cases, on the other hand, are characterized by more indirect oxidative degradation, 

due to the relatively high concentration of O2 in the flue gas and rich solvent. The degree 

of thermal degradation is similar for all the cases, accounting for approximately 10% to 

20% of the total degradation. 

Modifications to the base case capture process for a coal-fired power plant can have a 

significant effect on the degradation. A reduction of temperatures in the absorber packing 

can reduce degradation up to 84.6% if an isothermal absorber would be implemented. A 

single in-situ intercooling stage at the peak of the temperature bulge reduces the total 

degradation in the process by 25.0%. However, the additional solvent holdup and 

exposure as a result of implementing the intercooling may negate some of these benefits. 

An in-and-out intercooler placed at ground level generates additional degradation and is 

estimated to only lead to a 14.6% net reduction in the overall degradation. 

Dissolved O2 removal can be effective at reducing indirect oxidative degradation. 

However, due to the relatively small contribution of this type of degradation to the total 

degradation in the coal-fired flue gas case, the overall impact is limited for 30 wt% MEA. 

The extent of indirect oxidative degradation will be more significant in processes with 

higher concentrations of O2 in the flue gas or for solvents that are more stable towards 

oxidative degradation at absorber temperatures. Timely removal of the dissolved O2 may 

play an important role here. An increase in stripper pressure is found to both decrease 

heat requirements and increase degradation significantly. More information about the 

impact of degradation and the degradation products on, for example, the performance of 

the process or the costs of reclaiming is required to select the optimal operating point.  

The impact of reduced residence times in the column sumps and reboilers, heat 

exchanger, pumps, and piping is limited for the process with MEA as a solvent. Despite 

a smaller exposure time for the rich solvent on its way to the stripper, all of the dissolved 

O2 is still consumed. The effect will be more significant in case the stability of the solvent 

is higher and some of the dissolved O2 does not react. For similar reasons, an increase in 

solvent stability or a reduction in the oxidative degradation rate has initially little effect 

on the extent of indirect oxidative degradation. Only the direct oxidative degradation in 

the absorber packing is reduced. At an oxidative degradation rate that is lower than 

17.5% the rate for MEA, a fraction of the dissolved O2 is not consumed and enters the 

stripper. This results in less indirect oxidative degradation and a larger reduction in the 

overall degradation. 

The liquid phase mass transfer limitations of O2 in the absorber packing have been 

estimated and are found to be negligible, so the solvent is saturated with O2 in the 

packing. This is, however, not always the case for oxidative degradation experiments. 

Experiments in an agitated bubble reactor are likely to involve significant liquid phase 

mass transfer resistances, especially at the higher temperatures that are typical for the 

absorber. In this work, these resistances have been considered and a rate equation for the 

consumption of MEA has been fitted using the experimental data by Vevelstad et al.14. 
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The deviations of the oxidative degradation model were significant, but no clear trends 

were observed in the residuals. The experimental uncertainty is expected to play an 

important role in the uncertainty of the model but could not be quantified accurately.  

To develop more accurate oxidative degradation models, the degradation kinetics should 

be separated from mass transfer resistances. Correlations used to estimate mass transfer 

resistances can be uncertain because they rely on a generalization of mass transfer 

processes. In addition, the quantification of the process parameters, such as the bubble 

diameter or stirring power, can be challenging. Oxidative degradation reactors should 

therefore be designed to eliminate mass transfer resistances so that the observed 

degradation is directly related to the reaction kinetics. This can be achieved by for 

example increasing the interfacial area or reducing the liquid volume fraction in the 

reactor. Alternatively, if the elimination of mass transfer resistances is not feasible, the 

degradation reactor should be designed such that these can be quantified accurately. 

The solubility of O2 and its temperature dependency are important parameters to evaluate 

oxidative degradation since the concentration of dissolved O2 can be directly 

proportional to the extent of degradation in the absorber sump, cross-heat exchanger, 

and related piping. Therefore, accurate quantification of this solubility is valuable. But 

this may be hard to achieve because of consumption by the degradation reactions. 

Alternatively, solubility models can be used to develop degradation models, but these 

degradation models should not be used independently or combined with other solubility 

models, and the impact of the CO2 loading on the solubility of O2 should be considered. 
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Chapter 5: Article II: Additional Considerations 

5.1 Validation of the Degradation Framework 

The degradation framework is validated at two different scales by predicting degradation 

rates in a lab-scale cyclic degradation setup by SINTEF1 and a capture plant pilot at the 

coal-fired power plant at Niederaussem2. Both processes expose the solvent to conditions 

at which both oxidative and thermal degradation of MEA is expected to occur. The 

solvent was analyzed in both campaigns and degradation rates were reported. The 

degradation model was able to make predictions that approximate reported numbers. 

Deviations are to be expected since limited information was available for the processes 

and several assumptions had to be made for the simulations. In addition, catalyzed 

degradation by dissolved metals is likely to play a role in the investigated processes. 

5.1.1 Niederaussem Pilot Plant (RWE) 

Based on the information available in the literature on the post-combustion capture plant 

at the coal-fired power plant at Niederaussem2,3, the capture process has been simulated 

in Aspen Plus. The total column height is reported to be around 40 meters. Assuming 

between half and two-thirds of the column is packing and a water wash of 4 meters was 

used, around 20 meters of absorber packing is expected. The water wash has not been 

modeled as degradation is not expected to occur in this part of the plant. The process 

parameters used in this study are given in Table 5.1. Other process parameters, such as 

flue gas flow rate and composition, solvent flow rate, and process temperatures and 

pressures are given by Moser et al.2. Other residence times, such as those in pumps and 

pipes, are estimated similarly to the methods described in the article and are limited. 

The specific degradation rate is predicted to be 140.12 g MEA/ton CO2 captured. Moser 

et al.2 observed a specific degradation rate of approximately 210 g/ton CO2 after the first 

55 days of operation. As the campaign progressed the degradation rate, concentration of 

degradation products, and the concentration of dissolved iron increased. Although the 

Table 5.1: Process parameters for the simulation and degradation 

evaluation for the capture plant at Niederaussem. Parameter values are 

estimated unless a source is specified. 

Parameter Unit Value 

Column height m 40 

Packing height m 20 

Liquid distributors - 4 

Distributor residence time s 15 

Sump residence time2 s 438 

Reboiler residence time s 300 

Heat exchanger residence time2 s 21 (per side) 
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concentration of dissolved iron was limited at the start of the campaign (< 3 mg/kg), 

catalyzed degradation is still expected to occur based on the work by Goff4. This would 

explain the under-prediction. 

In the process, around 68% of the degradation is predicted to occur in the absorber (59% 

in the packing and 9.6% in the sump). Due to the relatively long residence time in the 

sump, nearly all of the dissolved O2 is consumed before the rich solvent enters the heat 

exchanger and therefore degradation in this part is limited. Thermal degradation in the 

stripper accounts for 29% of the total degradation. 

5.1.2 Solvent Degradation Rig at SINTEF 

The Solvent Degradation Rig (SDR) is a laboratory test rig for studying solvent 

degradation at true operating conditions. The solvent is cycled between an absorber and 

stripper and is operated using a synthetic flue gas containing 12 vol-% O2, 3.0 vol-% 

CO2 and low ppmv levels of NOx.5 Vevelstad et al.1 studied degradation of a 30 wt-% 

MEA solvent in the SDR over a period of 5 weeks. The rig was operated at standard 

conditions for 3 weeks, then 1 week with an increased temperature, and finally 1 week 

at standard temperatures but with a higher concentration of NOx to study the formation 

of nitrosamines. The degradation of MEA as a result of the NOx has not been included 

in the degradation model and is not accounted for. 

Most of the rich solvent in the absorber sump is recycled (±70%), while the remaining 

solvent is temporarily stored in a buffer vessel before passing through the heat 

exchanger. A buffer vessel is also installed downstream of the stripper sump but there is 

no solvent recycle in the stripper. The stripped CO2 is re-absorbed using the cooled lean 

solvent. The process parameters used in this study are given in Table 5.2. Other process 

Table 5.2: Process parameters for the simulation and degradation evaluation 

of the Solvent Degradation Rig campaign. Parameter values are estimated 

unless a source is specified. 

Parameter Unit Value 

Absorber temperature1 °C 50 

Packing height m 0.20 

Packing diameter m 0.05 

Packing solvent holdup m3/m3 0.05 

Absorber sump residence time s 130 

Stripper sump residence time s 465 

Buffer vessels residence time s 620 

Heat exchanger residence time s 280 (per side) 

Reboiler temperature1 °C 120/140 

Total solvent volume1 L 5.0 
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parameters are given by Vevelstad et al.1 The degradation model predicts an MEA 

degradation rate of 2.1 g/L/week for the overall campaign, whereas the observed 

degradation rate was 2.5 g/L/week. The uncertainty of the experimental results was 

estimated by the authors to be around 40% and the prediction appears to be accurate. 

The rig is constructed mostly out of SS316 and although corrosion is limited, dissolved 

metals, such as iron, may still be present. The effect of the resulting catalyzed 

degradation is predicted to be limited, due to the small relative contribution of 

degradation in the absorber packing. The packing height is less than 1 m and the 

temperature is relatively mild, so degradation in the absorber is predicted to account for 

only 2% of the total degradation. An increase in the rate of consumption of dissolved O2 

in the sump and buffer vessel is not likely to have an impact on the total degradation, 

since all O2 is already consumed without iron present, as is shown in Figure 5.1. It should 

be noted that this is under the assumption that the stoichiometry of the degradation 

reaction for O2 is the same for the normal and catalyzed reactions. 

 

Figure 5.1: Predicted liquid temperature and concentration of dissolved 

O2 in the rich solvent on the path from the absorber sump to the stripper 

inlet in the SDR. 

At standard conditions, around 47% of the solvent degradation occurs in the absorber 

sump, and another 10% in the buffer vessel after the absorber sump. Figure 5.1 shows 

that the decrease in the concentration of O2 in the buffer vessel is similar to the decrease 

in the sump. However, since the setup has a significant recycle of solvent from the 

absorber sump back to the top of the packing (78%), the solvent flow rate in the buffer 

vessel is smaller than the flow rate in the sump. As a result, less degradation is taking 

place in the buffer vessel. Thermal degradation in the stripper sump and buffer vessel is 

responsible for the remainder of the total degradation, with around 18.5% at standard 

conditions, and around 40% when operating with an increased stripper temperature.  
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5.2 Impact of Solvent Flow Rate 

There are three main design variables for an absorption column: column height, liquid 

flow rate, and the stripper reboiler duty (influencing the lean CO2 loading). Given a fixed 

capture efficiency (90% in this case) and a fixed height of the absorber packing (12 m), 

there is an infinite number of combinations of solvent flow rate and reboiler duties that 

satisfy these criteria. A selection of these are shown in Figure 5.2, where the specific 

reboiler duty is plotted as a function of the liquid-to-gas ratio, which is proportional to 

the solvent flow rate since the gas flow rate is kept constant. The corresponding lean and 

rich CO2 loadings are given for the process designs in Figure 5.3. 

The optimal specific energy duty balances the trade-off between higher energy duties 

needed to achieve a lower lean loading at low liquid flow rates and increased solvent 

circulation and heating at high liquid to gas ratios. As the solvent flow rate increases, so 

  

Figure 5.2: Specific reboiler duty and 

predicted overall degradation rate of MEA as 

a function of the liquid-to-gas ratio of the 

capture process 

Figure 5.3: CO2 loadings of the rich and lean 

solvent stream as a function of the 

liquid-to-gas ratio. 

  
Figure 5.4: Degradation in the various parts 

of the capture process as a function of the 

liquid-to-gas ratio. 

Figure 5.5: Average liquid holdup of the 

stages in the absorber packing per meter of 

packing. 
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does the degradation. The degradation rate is almost linearly proportional to the liquid 

to gas ratio. Figure 5.4 shows the effects of degradation in different parts of the process. 

Several factors affect the degradation rates in the absorber packing. One factor is the 

liquid holdup in the packing, which increases with the liquid flow rate at the same 

residence time, as shown in Figure 5.5. The liquid holdup is directly proportional to the 

degradation rate. Another factor is the CO2 loading of the solvent because the O2 

solubility decreases when the solvent is loaded with CO2. The low CO2 loadings in the 

top of the absorber for the low liquid flow rate case increase the O2 solubility. However, 

as Figure 5.6 shows, the CO2 loading rises quickly as the solvent flows through the 

packing and soon exceeds the loading at high liquid to gas ratios. Nevertheless, the O2 

solubility remains higher in the low liquid to gas case, as shown in Figure 5.7. This is 

caused by the difference in temperature profiles, shown in Figure 5.8. 

  

Figure 5.6: CO2 loading as a function of the 

absorber packing for low and high 

liquid-to-gas ratios. 

Figure 5.7: Concentration of dissolved O2 as 

a function of the absorber packing for low 

and high liquid-to-gas ratios. 

  

Figure 5.8: Liquid temperature as a function 

of the absorber packing for low and high 

liquid-to-gas ratios. 

Figure 5.9: Local degradation rate as a 

function of the absorber packing for low and 

high liquid-to-gas ratios. 
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The liquid flow rates and CO2 loadings, among others, determine what these temperature 

profiles look like. A low CO2 loading, for example, causes significant absorption in the 

top of the absorber, resulting in a significant temperature bulge at this point. At higher 

liquid-to-gas ratios, on the other hand, this effect is less pronounced and the temperature 

bulge is more gradual. One would expect lower temperatures for the case with a high 

liquid-to-gas ratio because for the same amount of absorbed CO2, and therefore roughly 

the same amount of heat produced, more liquid is available to absorb the heat. However, 

the simulations showed that significantly more water vapor was formed at the 

temperature bulge in the case with a low liquid-to-gas ratio. The heat of evaporation of 

the additional water vapor corresponds with the difference in energy absorbed in the 

liquid between both cases. 

The higher temperatures in the lower part of the absorber in case of a high liquid-to-gas 

ratio reduce the solubility of O2 slightly but lead to an increase in degradation rate due 

to the effect of temperature on the kinetic rate constant. The degradation rates across the 

packing are shown in Figure 5.9. The observed mechanisms in the absorber packing are 

in line with the mechanisms discussed in the article. Another result of the higher 

temperatures in the bottom of the absorber packing for the high liquid-to-gas ratio case 

is the reduced availability of O2 in the absorber sump. This causes the extent of indirect 

oxidative degradation per volume of solvent to be less. An increase in solvent holdup, 

however, negates most of these effects. The higher temperatures lead to an increased 

degradation rate in the sump and, consequently, decreased degradation in the heat 

exchanger as a result of the limited availability of O2. Degradation in the stripper sump 

and reboiler is linearly proportional to the solvent holdup volume. However, since the 

CO2 loading of the lean solvent is higher for the high liquid-to-gas case, lower 

temperatures are required in the sump and reboiler. The observed increase in degradation 

in Figure 5.4 is therefore limited. 

5.3 Formation of Thermal Degradation Products 

The thermal degradation model for MEA that is used in the framework can also predict 

the concentration of degradation products, such as HEEDA or HEIA. Therefore the 

predicted concentrations of degradation products in the simulated post-combustion 

capture process for the coal-fired power plant case are given in Figure 5.10 and Figure 

5.11. The concentration of HEEDA in the plant is higher than concentrations typically 

found in actual processes, for example in the results by Moser et al.2 in the capture 

process from a coal-fired power plant. The authors observed a rapid increase in the 

concentration of HEEDA at the start of the campaign, but the concentration appears to 

stabilize around 350 mg/L. The concentration of HEIA was found to increase up to 

around 470 mg/L after around 140 days of operation, after which it also stabilized. 

Again, this is significantly lower than predicted by the degradation model. As discussed 

in more detail in section 2.4.6, the interaction between thermal and oxidative degradation 
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mechanisms and the possible reaction of HEEDA with oxidative degradation products 

might explain the observed differences. 

5.4 Combined Intercooling Effects: Temperature and Efficiency 

The intercooling case studies discussed in section 4.3.6.1 did not consider the effect the 

intercooling has on the capture efficiency of the absorber. A reduction in temperature 

will also increase the solubility of CO2 and the efficiency of the absorber. This would 

  

Figure 5.10: Concentration of HEEDA in the 

coal-fired power plant capture process as a 

function of time. 

Figure 5.11: Concentration of other thermal 

degradation products in the coal-fired power 

plant capture process as a function of time. 

 

Figure 5.12: Predicted degradation in the coal case capture 

process (reference), the in-situ intercooled case, the in-and-out 

intercooled case, and the case with optimized in-and-out 

intercooling for the absorber efficiency (optimized). 
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allow for operation with smaller solvent flow rates or a reduced packing height. The 

intercooling was performed at the peak of the temperature bulge to result in the largest 

reduction in degradation. However, to increase the capture efficiency of the absorber, 

intercooling is typically applied at the CO2 loading pinch, which is often located at the 

bottom of the column. Therefore, the single intercooling stage in the case study in section 

4.4.3.1 at the top of the absorber column had a limited effect on the capture efficiency 

of the absorber. This can also be seen by looking at the temperature and CO2 loading 

profiles throughout the absorber in Figure 4.27 and Figure 4.29. 

In this section, another case study is considered, where a single intercooling stage is used 

with the purpose of increasing the efficiency of the absorber, thereby reducing the 

packing height. The solvent flow rate and overall capture efficiency of the process were 

kept constant at the same values that were used in the coal-fired base case. An 

optimization was then performed to optimize the intercooling location and at the same 

time minimize the packing height. The degradation framework was then used to evaluate 

  

Figure 5.13: Temperature profiles in the 

absorber packing for the intercooling cases. 

Figure 5.14: Degradation rates in the 

absorber packing for the intercooling cases. 

  

Figure 5.15: CO2 loading profiles in the 

absorber packing for the intercooling cases. 

Figure 5.16: Dissolved O2 concentration 

profiles in the absorber packing for the 

intercooling cases. 
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degradation in this process. In-and-out intercooling was also used in this case, as this is 

the most realistic implementation of the intercooling.  

An overview of the predicted degradation rate in the process, compared to the reference 

case and the intercooling cases discussed in section 4.4.3.1, is given in Figure 5.12. 

Various profiles in the absorber packing are given in Figure 5.13 through Figure 5.16. 

Note that the profiles for the in-situ and in-and-out cases overlap. The minimum packing 

height for the case with the optimized intercooling for absorber capture efficiency is 

5.7 m, and the intercooling is located closer to the bottom of the column. The effect of 

the intercooling on the temperature and CO2 loading is demonstrated by Figure 5.13 and 

Figure 5.15. Although the temperatures and degradation rates in the top of the absorber 

are higher than those for the other intercooling cases, overall slightly less degradation is 

observed. The main reason for this is the reduction in absorber packing height since the 

solvent exposure time is reduced. 

5.5 Flue Gas Entrainment in the Sump 

An assumption within the degradation framework is that once the solvent exits the 

absorber packing and enters the sump, it is no longer in contact with O2 from the flue 

gas. From this point onward, degradation occurs indirectly through previously dissolved 

O2. However, in reality, it is anticipated that the solvent in the absorber sump will still 

have some exposure to the flue gas, either through contact at the interface or due to the 

introduction of entrained bubbles resulting from the splashing of the solvent. To assess 

the impact of this kind of exposure on the degradation rate in the process, the degradation 

rates were predicted under a worst-case scenario, where the solvent in the sump is fully 

 

 

Figure 5.17: Predicted MEA 

degradation in the coal-fired 

case with and without O2 

saturation in the absorber sump. 

Figure 5.18: Liquid temperature and predicted 

concentrations of dissolved O2 in the rich solvent from 

absorber sump to stripper inlet for the coal-fired case with 

and without O2 saturation in the absorber sump. 
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saturated with O2 throughout the entire residence time. The solvent leaving the sump is 

also fully saturated with O2. 

Figure 5.17 illustrates that the increase in total degradation is limited despite a significant 

relative increase in indirect oxidation in the sump and heat exchanger. Figure 5.18 shows 

the predicted concentration of dissolved O2 for the two scenarios. In the original case 

study, most of the dissolved O2 reacts in the absorber sump, which is modeled as a 

continuously stirred tank reactor with a residence time of 3.0 min. The remainder is 

consumed in the heat exchanger. In the case of a saturated sump, not only is the 

degradation rate higher in the sump due to the higher O2 concentration, but also, more 

dissolved O2 is carried downstream, leading to more degradation in the heat exchanger. 

However, it is unlikely that the solvent will be entirely saturated with O2 in the absorber 

sump because O2 mass transfer limitations are also present in oxidative degradation 

experiments conducted in agitated bubble reactors (see also section 6.1 for a more 

detailed discussion on this topic). Nevertheless, it is important to consider this effect, 

especially when operating with long sump residence times or flue gasses rich in O2, 

which result in high dissolved O2 concentrations. Process modifications that mitigate 

prolonged contact between the solvent and the flue gas may be beneficial in such cases. 

5.6 Dissolved O2 Removal in the Natural Gas Case 

Removal of dissolved O2 in the capture plant for the coal-fired power plant flue gas had 

a limited effect on the overall degradation rate in the process. This was mainly due to 

the small contribution of indirect oxidative degradation since the concentration of 

dissolved O2 was limited. A more significant effect is observed for dissolved O2 removal 

in the natural gas case, where the concentration of O2 is higher (11.8 vol% instead of 

5.0 vol%). This is shown in Figure 5.19. 

A reduction in the overall degradation of around 35% is predicted for the natural gas 

case if the removal occurs before the solvent enters the sump. However, in case removal 

occurs after the sump, the residence time in the sump determines the effectiveness of the 

mitigation strategy. In the case study a residence time of 180 seconds was selected, but 

in industrial pilots and full-scale capture plants higher residence times may occur2,6. 

Figure 5.20 shows the predicted concentration of dissolved O2 in the rich solvent without 

dissolved O2 removal and the results indicate that around 25% of the dissolved O2 is 

already consumed in the sump. 
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Figure 5.19: Predicted degradation in the capture process 

for the coal-fired and gas-fired power plant flue gas before 

and after 90% dissolved O2 removal before the sump. 

 

 

Figure 5.20: Solvent temperature and concentration of dissolved O2 in 

the rich solvent from the absorber sump to the stripper inlet for the 

natural gas reference case study. 
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5.7 Degradation at High Capture Efficiency 

In this section, work performed in collaboration with the University of Edinburgh and 

Sheffield (D. Mullen and Prof. M. Lucquiaud) is presented. D. Mullen and Prof. M. 

Lucquiaud are the main contributors and have been responsible for setting up the 

simulations, deciding the cases, and providing the motivation for this work, while the 

degradation evaluation related to these case studies has been part of this thesis. This 

section will give a brief overview of this collaborative effort and describe in more detail 

the work on evaluating degradation in the capture cases, and the discussions of these 

results. The work will be continued, and a joint publication is under preparation. 

5.7.1 Overview of the Capture Cases 

A selection of capture cases is considered based on the flue gas from a combined cycle 

gas turbine (CCGT), energy-from-waste (EfW), and steam-methane reforming (SMR). 

An overview of the case studies is given in Table 5.3 and more detailed information 

regarding the flue gas composition and the process parameters is given in Table 5.4. The 

capture processes closely resemble the process overview in Figure 4.2 and a 35 wt% 

aqueous MEA solvent is used here. The CO2 is absorbed from the flue gas using two 

identical absorbers that operate in parallel. The reported degradation rates in the results 

are the combined rates of both absorbers. The rich solvent flows are combined and 

heated, after which the CO2 is stripped in a single stripper. 

Table 5.3: Overview of the studied capture cases for the CCGT, EfW, and SMR capture 

processes, where -95 and -99 indicate a capture efficiency of 95% and >99%. The application of 

in-situ absorber intercooling is indicated by I. 

Case no. Lean loading 

[mol/mol] 

Capture 

Efficiency [%] 

Intercooler SRD  

[MJ/kg CO2] 

CCGT-99 0.1 99.2 - 3.67 

CCGT-99I 0.1 99.2 1 3.74 

CCGT-95 0.2 95 - 4.04 

CCGT-95I 0.2 95 1 4.09 

EfW-99I 0.1 99.7 1 3.63 

EfW-95 0.2 95 - 3.65 

EfW-95I 0.2 95 1 3.67 

SMR-99I 0.1 99.8 2 3.64 

SMR-95 0.2 95 - 3.61 

SMR-95I 0.2 95 2 3.85 
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The capture processes are simulated using the MEA CCSI Aspen Plus (V10) steady state 

model, which was validated against NCCC data7. Both the absorber and stripper are 

modeled as rate based columns using Mellapak 250Y structured packing. The 

degradation models described in more detail previously in this chapter have been applied 

to predict the degradation of MEA. It is important to note that the degradation models 

are developed using experimental data only up to 30 wt% MEA. However, Høisæter8 

showed that the thermal degradation rates of aqueous solvents with higher MEA 

concentrations were comparable. With respect to oxidative degradation, the 

concentration of MEA is a parameter in the rate equation and, unless significant changes 

in the mechanism occur at 35 wt% compared to 30 wt%, the prediction is expected to be 

reasonable. Assumptions made in the original modeling work, such as neglecting mass 

transfer limitations for O2 in the absorber packing are also applied here. 

The capture efficiency of the processes is changed from 95% to 99.8% and the impact 

on solvent degradation is evaluated. Higher capture rates are obtained through increased 

stripper pressures and temperatures, which result in a lower CO2 loading of the lean 

solvent. In addition the effect of absorber intercooling on the degradation rate is also 

studied. Either one or two in-situ intercooling stages are placed evenly throughout the 

absorber. This intercooling is assumed to occur instantly, without requiring additional 

solvent residence time. The solvent level height in the sump is assumed to be constant, 

which causes the residence time in the sump to change with the volumetric flow rate. 

5.7.2 Predicted Degradation Rates 

The predicted degradation rates for the investigated cases are given in Figure 5.21. The 

degradation rates are normalized by the CO2 capture rate, so the absolute degradation 

rates are highest for the SMR process, since the flue gas for this process contains 

19.5 vol-% CO2 and the volumetric flow rates of the flue gasses are similar for all cases. 

Solvent degradation in the stripper occurs primarily due to thermal degradation, while in 

all other parts of the process, degradation is primarily of an oxidative nature. Degradation 

 

Figure 5.21: Predicted MEA degradation at different locations of the capture processes for 

the investigated case studies. 
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in the absorber internals is caused by direct oxidative degradation, where O2 consumed 

by the degradation reaction is readily replenished from the gas phase. On the other hand, 

oxidative degradation in the absorber sump and heat exchanger is indirect and is caused 

by dissolved O2 that has not yet reacted. As the rich solvent passes through the heat 

exchanger increasing the solvent temperature, the model predicts to exhaust all dissolved 

O2 before the solvent enters the stripper.  

The solvent degradation rates observed in pilot plant campaigns are higher than those 

predicted by the degradation models varying from 0.13 to 0.25 kg/ton CO2. Solvent 

degradation rates in the range of 0.2 kg/ton CO2 to 0.66 kg/ton CO2 were reported by 

Moser et al.2 in the 18-month capture campaign in the Niederaussem pilot plant using a 

lignite-fired power plant flue gas. Furthermore, a solvent loss of 1.6 kg/ton CO2 was 

reported by Morken et al.9 in a pilot campaign focused on carbon capture from a natural 

gas turbine flue gas10. One of the main reasons for the high degradation rates in these 

pilots compared with the model prediction is expected to be catalyzed solvent 

degradation by dissolved metals, such as iron. Due to a lack of experimental data, the 

degradation models do not consider the effect of dissolved metals. However, the effect 

may be significant, as Goff4 showed that the evolution rate of NH3 increased by a factor 

of three when dissolved iron was added in low concentrations (<5 mg/L) to a 30-wt% 

MEA solution at oxidizing conditions. 

The deviation between the predicted rates by the degradation models and in pilot 

campaigns can also result from a difference in solvent residence times. The pilot plants 

use relatively long residence times that are useful for operation but may not necessarily 

realistically represent solvent holdup in the full-scale capture plants. As such, additional 

exposure of the solvent results in higher degradation rates. Finally, the degradation 

models do not take into account degradation by flue gas impurities, such as NOx and 

SO2. These impurities were present in the flue gasses used in the industrial pilots and 

may have resulted in additional degradation or deactivation of the solvent. 

5.7.2.1 Differences Between Capture Cases 

Although the process parameters, including flue gas composition and liquid-to-gas ratio, 

differ significantly between the three investigated capture cases, the predicted 

degradation rates in the absorber packing are similar. The profiles for the temperature, 

degradation rate, solvent holdup, and dissolved O2 concentration as a function of packing 

depth are given in Figure 5.22 to Figure 5.27. 

The CO2 content in the CCGT flue gas is relatively low, resulting in lower temperatures 

in the absorber packing. The high concentration of O2 and milder temperatures enhance 

the O2 solubility of the solvent. The solvent holdup in the packing is primarily influenced 

by the solvent flow rate, but viscosity and temperature also play a role. Although the 

absolute degradation rates in the CCGT absorber are low, when normalized to the CO2 

capture rate, they are comparable to other cases. In contrast, the absorber conditions in 
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the SMR flue gas capture process differ significantly. The high CO2 content in the flue 

gas results in higher liquid temperatures in the absorber. While elevated temperatures 

accelerate the degradation reaction rate, the limited availability of O2 in the solvent due 

to the low O2 content of the flue gas offsets this effect. Consequently, the degradation 

rates in SMR remain comparable to those in the EfW case. Surprisingly, the EfW case, 

despite not exhibiting the highest temperatures or the highest dissolved O2 

concentrations, is predicted to have the highest extent of degradation with respect to the 

CO2 capture rate. This shows that oxidative degradation in the absorber packing is not 

solely dictated by a single process parameter but is influenced by multiple factors. 

 

  

Figure 5.22: Temperature profiles for the 

cases with 95% capture and no intercooling 

as a function of the absorber packing depth. 

Figure 5.23: CO2 loading profiles for the 

cases with 95% capture and no intercooling 

as a function of the absorber packing depth. 

  

Figure 5.24: Solvent holdup profiles for the 

cases with 95% capture and no intercooling 

as a function of the absorber packing depth. 

Figure 5.25: Dissolved O2 concentration 

profiles for the cases with 95% capture and 

no intercooling as a function of the absorber 

packing depth. 
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Figure 5.26: Absolute degradation rate 

profiles for the cases with 95% capture and 

no intercooling as a function of the absorber 

packing depth. 

Figure 5.27: Degradation rate profiles for the 

cases with 95% capture and no intercooling 

as a function of the absorber packing depth. 

5.7.2.2 Effects of High Capture Efficiency and Intercooling 

The profiles in the absorber packing for all the studied CCGT cases are given in Figure 

5.28 to Figure 5.31. When the process is operated to obtain a higher capture efficiency, 

in cases CCGT-99 and CCGT-99I, the CO2 loading of the lean solvent is reduced from 

0.2 to 0.1 mol CO2/mol MEA. This change has a limited effect on the temperature profile 

in the absorber but leads to an increase in the O2 solubility because the salinity of the 

solvent is reduced. Therefore, a slightly higher absolute degradation rate is predicted in 

the absorber when the capture efficiency is increased. However, when also considering 

the increased CO2 capture rate, the relative degradation rates are comparable. 

The oxidative degradation in the absorber packing is not limited by the availability of O2 

because it can be replenished from the flue gas. Therefore, as discussed in section 

5.7.2.1, the solubility of O2 and the temperature dictate the degradation rate. Proper 

temperature control in the absorber can thus be important to prevent excessive 

degradation. The introduction of a single intercooling stage has a significant influence 

on the temperatures and degradation rates in the upper part of the absorber, reducing the 

degradation rate at this position by nearly 50%. However, the temperature reduction also 

leads to higher concentrations of dissolved O2 and thereby negates a small fraction of 

the benefits. For the CCGT cases with 95% capture, degradation in the absorber packing 

is reduced by 38% when in-situ intercooling is applied. Degradation in other parts of the 

process remains relatively constant and the reduction in overall degradation is thus 27%. 

Intercooling is also effective at reducing degradation in the SMR cases, where the 

temperatures in the absorber are relatively high. The use of two in-situ intercooling 

stages is predicted to reduce the overall degradation by 69%. Although more intercooling 

stages or isothermal operation can reduce the rate of oxidative degradation even further, 

the additional costs required for this implementation may outweigh the benefits. 
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To achieve lower lean loadings required in the high capture efficiency cases, the stripper 

is operated at a higher pressure and temperature. This temperature increase has a 

pronounced effect on the thermal degradation rates in the stripper sump and reboiler, as 

shown in Figure 5.21. When the contribution of thermal degradation to the overall 

degradation is limited, an increase resulting from higher operating temperatures may 

have a limited effect on the overall degradation rate. However, the contribution of 

thermal degradation can be more significant, for example when oxidative degradation is 

mitigated through intercooling, as is the case for SMR-99I. Temperature changes in the 

stripper will have a larger effect on the overall degradation rate, and the contribution of 

thermal degradation should not be disregarded. 

  

Figure 5.28: Temperature profiles for the 

CCGT cases as a function of the absorber 

packing depth. 

Figure 5.29: Degradation rate profiles for the 

CCGT cases as a function of the absorber 

packing depth. 

  

Figure 5.30: CO2 loading profiles for the 

CCGT cases as a function of the absorber 

packing depth. 

Figure 5.31: Dissolved O2 concentration 

profiles for the CCGT cases as a function of 

the absorber packing depth. 
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Chapter 6: Setup Development and Design 

This chapter discusses the design of a new degradation setup to study solvent degradation 

in environments resembling those in the actual capture process. The results obtained 

from this setup should offer a more accurate representation of degradation mechanisms 

and reaction kinetics observed in reality, enabling the development of more precise 

degradation models and a more comprehensive evaluation of the degradation in the 

capture process. 

First, the limitations and shortcomings of existing degradation setups are addressed. 

These include discrepancies in mass transfer characteristics compared to the actual 

process and the segregation of oxidative and thermal mechanisms, despite the observed 

interchange between these mechanisms in reality. Next, the setup’s objectives are 

outlined and design options are explored, providing a comprehensive analysis and 

evaluation. Finally, this chapter discusses the results of several initial tests, highlighting 

shortcomings and proposing necessary improvements.  

6.1 Limitations and Shortcomings of Traditional Reactors 

Bench-scale solvent degradation experiments give valuable insight into solvent stability 

at various conditions in the capture process, which is required to prevent excessive 

degradation. Solvent degradation is often divided into two main reaction mechanisms: 

thermal and oxidative degradation (either autoxidation or oxidation in the presence of 

metals), and both degradation mechanisms are typically studied independently in 

different experimental setups. Thermal degradation is studied in closed batch cylinders, 

where the solvent is loaded and heated to stripper temperatures and above for days to 

weeks. More details on these experiments are given in chapter 2. Oxidative degradation, 

on the other hand, is studied in open batch reactors with a continuous gas flow or semi-

open systems with a gas recycle, purge, and make-up. Dissolved O2 is consumed in the 

degradation reaction and has to be replenished from the gas phase. 

While oxidative degradation setups provide valuable insights into solvent stability and 

the impact of process variables such as temperature and oxygen concentration in flue 

gas, their utility in developing degradation models is limited. This is because the 

experiments do not replicate the mass transfer characteristics found in the structured 

packings commonly used in absorber columns. Goff1 studied the mass transfer effects 

and reaction kinetics in a sparged reactor. The results indicated that the rate of NH3 

evolution primarily depends on O2 absorption rates rather than degradation kinetics. 

Sexton2 found that MEA degradation was controlled by the mass transfer rate of O2 at 

catalyst conditions in an agitated reactor and recommends further characterization of the 

mass transfer conditions in the reactor. Léonard3 also used an agitated bubble reactor and 

observed mass transfer limitations. At identical conditions, an increase in agitation rate 

resulted in significant increases in degradation rates. 
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A well-designed agitated bubble reactor has vigorous agitation to enhance liquid mixing 

and minimize mass transfer limitations and is characterized by small, uniformly sized 

bubbles that are evenly distributed to maximize the available interfacial area. While such 

a reactor can match or even outperform structured packings in mass transfer 

performance, its relatively high liquid holdup may still result in more pronounced mass 

transfer limitations. This is due to the increased reaction capacity and overall 

consumption rate of O2. Therefore, structured packings are superior when considering 

mass transfer capacity per liquid volume. 

6.1.1 Effect of Mass Transfer Resistance in Agitated Bubble Reactors 

Mass transfer resistances can be accounted for by estimating the mass transfer coefficient 

(𝑘𝐿) to determine the actual O2 concentration within the solvent bulk. However, the 

uncertainty associated with estimating this coefficient can result in inaccuracies in the 

regressed kinetic parameters of the degradation model and the final predictions in the 

actual process. To illustrate the effect of this uncertainty, reaction kinetics for the 

oxidative degradation reactions have been regressed for several scenarios, as detailed 

below. The models were fitted using experimental data from Vevelstad et al.4 for 

degradation without metals. 

• Assuming no mass transfer resistance (𝑘′𝐿 = ∞) 

• Mass transfer coefficient correlation (𝑘′𝐿 = 𝑘𝐿) 

• Overestimation by the correlation (𝑘′𝐿 = 0.7𝑘𝐿) 

The first scenario assumes that there are no mass transfer limitations in the experiment 

and that the solvent is saturated with O2 at all times. The mass transfer coefficient would 

approach infinity in this case, resulting in a negligible gradient between the interfacial 

Table 6.1: Degradation reactions and reaction rate equations for the oxidative degradation 

model. The reference temperature for the oxidative rate coefficients is 338.15 K. 

Reaction Reaction rate [mol/m3/s] Reaction rate coefficient 

MEA + 1.3O2
→  Prod. 

𝑅 = 𝑘𝑟[MEA][O2]
𝑛 𝑘𝑟 = 𝑘ref ⋅ exp (

−𝐸𝐴
𝑅id

( 
1

𝑇
−
1

𝑇ref

 )) 

 

Table 6.2: Regressed kinetic parameters for the oxidative degradation reaction for the various 

mass transfer estimation scenarios. 

Resistance scenario 𝑘ref [(m
3/mol)n/s] 𝐸𝐴 [J/mol] 𝑛 [-] 

No resistance (𝑘𝐿 = ∞) 7.545·10-7 7.599·104 0.586 

Base case (𝑘𝐿 = 𝑘𝐿) 6.790·10-7 7.957·104 0.464 

Overestimated (𝑘𝐿 = 0.7𝑘𝐿) 6.266·10-7 8.043·104 0.400 
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and bulk concentration of O2. The second scenario considers the mass transfer effects 

and determines those using the correlation by Cussler et al.5. As this was the approach 

for the base cases, the results are identical to those presented in chapters 4 and 5. The 

final case study considers the uncertainty of the mass transfer coefficient correlation. 

Cussler et al.5 mention that uncertainties of 30% are not uncommon when applying the 

correlation. This is due to the generalization of the correlation for a large set of fluids 

with different physical properties. Therefore, the third scenario assumes the actual mass 

transfer coefficient is 30% lower than the one predicted by the correlation, resulting in 

more prominent mass transfer limitation effects. 

The reaction rate equations for oxidative degradation of MEA are given in Table 6.1, 

and the regressed kinetic parameters for each scenario are given in Table 6.2. Note that 

the concentrations for MEA and O2 are specified in mol/m3. As the estimated mass 

transfer resistance in the reactor increases, the calculated steady-state concentration of 

O2 will decrease. For the model to match the observed degradation rates in the 

experiments, either a higher reaction order for O2 (𝑛) or a higher reaction rate coefficient 

(𝑘𝑟) is required. The regression results in Table 6.2 agree with this hypothesis when 

looking at the reaction order, but appear to show an opposite trend for the reaction rate 

coefficient because the reaction rate coefficient at reference temperature (𝑘ref) decreases 

as the mass transfer coefficient decreases. However, the change in reaction rate 

coefficient is limited, as shown in Figure 6.1. The change in the oxygen concentration 

term shown in Figure 6.2, which is dictated by the reaction order 𝑛, is more significant. 

The reaction order for O2 decreases as the estimated mass transfer coefficient decreases, 

which is as expected. The change in activation energy is limited. 

The rate equations in Table 6.2 are also used to predict solvent degradation in the capture 

process for a coal-fired power plant flue gas, described in more detail in section 4.3.4. 

The overall degradation rates and distribution of degradation throughout the process for 

  

Figure 6.1: Reaction rate coefficient as a 

function of temperature for the mass transfer 

resistance scenarios. 

Figure 6.2: O2 concentration term as a 

function of dissolved O2 concentration for 

the mass transfer resistance scenarios 
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the scenarios are given in Figure 6.3, and the oxidative degradation rates in the absorber 

packing are shown in Figure 6.4. Note that the mass transfer resistance of O2 is assumed 

to be negligible in the structured packing in the absorber. The kinetic model for thermal 

degradation is the same for each case, so the extent of thermal degradation, e.g. in the 

stripper and lean side of the heat exchanger, remains constant. In the case the mass 

transfer resistances are neglected when performing the regressions for the kinetic 

oxidative degradation model, oxidative degradation in the absorber packing is 

underpredicted (-28%). There is also less degradation in the absorber sump, however, 

the additional unreacted dissolved O2 is now consumed in the heat exchanger. 

Overestimation of the mass transfer resistance in the degradation experiments has a more 

limited effect on the predicted degradation rates, with an increase of only +18% in the 

absorber packing. It’s important to note that the overestimation of 30% only considers 

the uncertainty in the mass transfer coefficient correlation but does not include the 

uncertainty in estimating experimental parameters, such as bubble size, stirring power, 

and diffusion coefficients. The examined scenarios demonstrate that mass transfer 

resistances likely impact degradation experiments conducted with agitated bubble 

reactors. Although correlations for mass transfer coefficients can be employed to address 

these effects, the associated uncertainties hinder the precise estimation of kinetic 

parameters, and may consequently diminish the accuracy of predictions in the process. 

A degradation setup in which mass transfer resistances are not present or can be 

accurately determined is required to improve the accuracy of the oxidative degradation 

models. 

 

 

Figure 6.3: Impact of uncertainty in mass 

transfer resistance estimation in the 

degradation experiments on the predictions 

in a full-scale process. 

Figure 6.4: Impact of uncertainty in mass 

transfer resistance estimation in the 

degradation experiments on the predicted 

degradation rates in the absorber packing. 
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6.1.2 Effect of Iron on Mass Transfer Limitations 

The experiments by Vevelstad et al.4 that were used to develop the oxidative degradation 

model for MEA were conducted without dissolved metals. Some metals, such as copper 

and iron, are known to catalyze oxidative degradation and increase degradation rates 

significantly. Goff1 showed that NH3 evolution increased by a factor of three in their 

oxidative degradation experiments at dissolved iron concentrations around 10 mg/L. 

Here, the evolution of NH3 is used as a surrogate for MEA degradation. Goff1 observed 

that the rate of NH3 evolution increased exponentially with the concentration of 

dissolved iron and flattened off when exceeding 10 mg/L. The authors argued that mass 

transfer limitations of O2 caused this behavior. 

To investigate the effect of accelerated degradation on the mass transfer limitations in 

experiments, liquid bulk concentrations of O2 were predicted for steady-state oxidative 

degradation in the experiments by Vevelstad et al.4. The liquid mass transfer coefficients 

are estimated using the correlation by Cussler et al.5 and more details on this estimation 

can be found in section 4.3.3.2. The mass transfer resistance of O2 in the gas phase was 

considered to be negligible since gas absorption is commonly controlled by mass transfer 

in the liquid5. Therefore, the concentration in the liquid at the interface is equal to the 

saturation concentration.  

The estimated liquid bulk concentrations in the agitated bubble reactor experiments are 

compared to the saturation concentrations in Figure 6.5. Additionally, a similar diagram 

is given in Figure 6.6, but in this diagram the regressed reaction rate coefficient is 

multiplied by a factor of 3 to simulate accelerated degradation due to the presence of 

iron. The results indicate a significant concentration gradient between the interface and 

  

Figure 6.5: Estimated liquid-phase O2 

saturation (bulk over interfacial 

concentration) in the experiments by 

Vevelstad et al.4 at various temperatures and 

gas-phase O2 concentrations. 

Figure 6.6: Estimated liquid-phase O2 

saturation (bulk over interfacial 

concentration) in the experiments by 

Vevelstad et al.4 at various temperatures and 

gas-phase O2 concentrations, assuming a 3x 

increase in reaction rates. 
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liquid bulk in the agitated bubble reactor experiments, especially at increased 

temperatures. Dissolved O2, which is consumed by the degradation reaction, is not 

readily replenished by O2 from the gas phase. As a result, the concentration drops, 

reducing the degradation rate and increasing the concentration gradient over the 

interface, increasing the mass transfer rate. A new equilibrium is then reached where the 

transfer and consumption rates are equal. Therefore, the concentration gradient indicates 

mass transfer limitations are at play, and reaction rates will be under-predicted if these 

limitations are not accounted for and O2 saturation is assumed in the liquid bulk. 

When reaction rates are increased due to the presence of dissolved metals, mass transfer 

limitation effects become even more pronounced. At a temperature of 75 °C and an O2 

concentration below 10 vol%, the liquid bulk concentration of O2 is predicted to be well 

below 30% of the saturation concentration. Mass transfer effects can be taken into 

account by estimating mass transfer coefficients to approximate the actual liquid bulk 

concentrations. However, due to uncertainties in available correlations and correlation 

parameters in the experiment, such as bubble size and stirring power, it remains 

challenging to make accurate predictions. Therefore, the mass transfer effects will still 

be present, and the role of dissolved iron cannot be studied in isolation using agitated 

bubble reactors. 

6.1.3 Interaction of Oxidative and Thermal Degradation Mechanisms 

In the capture process, the solvent experiences both oxidative conditions at mild 

temperatures in the absorber and high temperatures in the stripper. Current lab-scale 

experiments typically focus on one of these degradation mechanisms, exposing the 

solvent to only one environment. Consequently, the interplay between oxidative and 

thermal degradation mechanisms remains unexplored. This interaction may manifest as 

the oxidation of thermal degradation products in the absorber. If these products readily 

oxidize, they could alter O2 mass transfer dynamics or reduce the extent of purely 

oxidative degradation. Alternatively, oxidative degradation products might participate 

in thermal degradation reactions, resulting in the formation of new degradation products. 

An example is the formation of 4-(2-hydroxyethyl)-2-piperazinone (4HEPO), which is 

one of the major degradation products of MEA typically observed in pilots7. Vevelstad 

 

Figure 6.7: Mechanism for the formation of 4HEPO from HEGly and OZD as proposed by 

Gouedard6. 
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et al.4 reported relatively low concentrations of 4HEPO in the oxidative degradation 

experiments that cannot explain the observations in the pilots. Furthermore, 

concentrations of 4HEPO in thermally degraded MEA are negligible.8 Significant 

4HEPO formation occurs exclusively when the solvent is subjected to both oxidative 

conditions and elevated temperatures, as demonstrated by Vevelstad et al.7 in the Solvent 

Degradation Rig (SDR). Gouedard6 attributes this behavior to a reaction between 

oxidative and thermal degradation products and proposes two mechanisms: the reaction 

between HEGly (n-(2-hydroxyethyl)-glycine), obtained through the reaction of MEA 

with glyoxal or glyoxylic acid, and OZD (2-oxazolidinone) as shown in Figure 6.7, or 

the reaction between glyoxal and amino groups of HEEDA (n-(2-hydroxyethyl)-

ethylenediamine). 

Understanding the mechanisms arising from the interplay between oxidative and thermal 

degradation is important because they can change reaction kinetics and generate 

additional degradation products. These products may affect the solvent’s properties, 

including viscosity, foaming, and corrosivity, which are relevant to the process. 

Moreover, if these products are volatile, it is essential to investigate their toxicity and 

emissions. 

6.2 Objectives and Design Choices 

This section gives an overview of the final design of the new degradation setup and 

provides a detailed insight into design challenges and considerations. To avoid the 

limitations of traditional lab-scale reactors, as discussed in section 6.1, the objectives are 

discussed and continuously considered during the design, construction, and operation of 

the new setup. The main objectives for the setup are given below: 

• Achieve oxygen saturation of the solvent 

• Study combined effects of oxidative and thermal degradation 

• Control over concentrations of dissolved metals 

• Regulating temperature, gas composition, and water losses 

An overview of the setup design is given in Figure 6.8. The packed column, where the 

solvent and gas are brought into contact, is an important part of the setup. The solvent 

exits the packing and is collected in the sump, where the concentration of dissolved O2 

can be measured. The gas is fed between the sump and the packing and is collected at 

the top of the column, where a diaphragm pump is used to circulate the gas. A side stream 

is cooled down and the gas composition is analyzed. A small fraction of the analyzed 

gas is purged through the water lock, the rest is returned to the pump. Make-up gas is 

added to the gas flow to control the composition. 

Both oxidative degradation and combined oxidative and thermal degradation can be 

studied using the setup. In case of only oxidative degradation, the solvent is pumped 

from the sump through a glass heating coil to the top of the column using a peristaltic 
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tube pump. In this case, water from the heating bath is used to regulate the temperature 

of the solvent. When both oxidative and thermal degradation are studied, a gear pump is 

used to pump the solvent through the heating loop, composed of stainless steel (SS316) 

components. The solvent is pressurized before passing through the heating coil to 

prevent the stripping of CO2. The solvent is then kept at this temperature in a buffer 

vessel before it is cooled down to the operating temperature of the column. A back 

pressure regulator is in place to control the pressure over the thermal loop. 

6.3 Oxygen Saturation of the Solvent 

6.3.1 Structured Packing 

The column is equipped with a structured packing to facilitate the interfacial area 

between the gas and the liquid phase. The internal diameter of the column is 80 mm, and 

the packing height is 300 mm. Two packings are available for use: a Durapack 

borosilicate glass structured packing (3.3) and an SS316 Sulzer DX structured laboratory 

packing. The glass packing allows solvent degradation to be studied in the absence of 

dissolved metals, whereas the metallic packing features a high surface area of 900 m2/m3 

for optimal mass transfer of O2
9. The solvent is distributed across the packing at the top 

 

Figure 6.8: Schematic overview of the degradation setup. 
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of the column using a perforated glass cup. In addition, both packings have fins at 2 to 3 

locations on the side to collect liquid from the column wall and introduce it back into the 

packing. 

As discussed in section 6.1, structured packings offer significantly more surface area per 

volume of liquid than bubble reactors and should reduce the effect of mass transfer 

limitations. Despite this reduction, it may still occur that mass transfer resistances play 

a role when the oxidative degradation rate is high, for example, as a result of high 

absorber temperatures or catalyzed degradation by metals. This is also shown in Figure 

4.4 in section 4.3.5, where the estimated concentration bulk concentration of O2 is 

slightly lower than the saturation concentration at the temperature bulge in the absorber. 

However, there are several reasons why the remaining mass transfer effects are expected 

to have a significantly smaller impact on experimental uncertainties. Firstly, structured 

packings generally offer better-characterized mass transfer performance compared with 

custom agitated bubble reactors. Therefore, mass transfer coefficients and effective 

interfacial areas can be estimated with greater accuracy. Additionally, as the influence 

of mass transfer limitations is expected to be less pronounced, the associated 

uncertainties in parameter estimation are minimized. Furthermore, using structured 

packings in both the experiment and the actual process may lead to similar deviations in 

estimated mass transfer coefficients, potentially reducing some of the errors. 

A spray tower type of design, which features small liquid solvent droplets that are 

dispersed in the gas phase, could be used as an alternative. The advantage of this type of 

contactor is the relatively high surface area to liquid volume ratio. This would address 

the mass transfer limitations and, at the expected degradation rates of MEA, ensure that 

the concentrations of O2 throughout the droplet approach the saturation concentration. A 

drawback of having a relatively small liquid holdup volume is that only a small portion 

of the solvent inventory is in direct contact with the gas. The remaining solvent is located 

in the sump or is in transit as it moves from the sump toward the top of the column, and 

may not be saturated with O2. 

A venturi pump powered by gas with a spray nozzle at the outlet could be used to solve 

this problem. The inlet to the pump is then placed in the bottom of the reactor and sucks 

in a mixture of gas and collected solvent. This would not require significant liquid holdup 

in the sump, pump, and tubing due to the high speed of the air. However, it would be 

challenging to design and size such a venturi pump while ensuring the liquid is properly 

dispersed throughout the gas phase. Liquid sampling would be challenging and a single 

sample may make up a significant fraction of the total solvent volume. In addition, fine 

liquid droplets may be entrained in the gas phase and could enter the gas recycle or the 

water lock. For these reasons, a structured packing has been used in the current design. 
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6.3.2 Solvent Holdup Considerations 

When the solvent enters the sump and is transported to the top of the column, either 

through the thermal loop or directly, intensive contact with the gas phase is no longer 

achieved. Since the O2 that is consumed by the degradation reaction is not replenished, 

the concentration of O2 in the solvent starts to decrease. Dissolved O2 present in the 

solvent entering the thermal loop is likely to be completely consumed due to high 

temperatures, so a decrease in O2 concentration is not an issue here. In the direct recycle 

through the glass heater, on the other hand, it is important to consider this decrease. In 

this case, the overall observed oxidative degradation rates may not correspond with those 

expected of a fully saturated solvent. Therefore, the setup has been designed to limit the 

holdup volume of solvent not exposed to O2 and reduce the residence time in these 

sections. 

One of the design decisions is to use a peristaltic tube pump to circulate the solvent in 

the oxidative loop. In contrast to many other types of pumps, this pump can operate when 

air is entrained in the solvent. As a result, the solvent holdup volume in the sump can be 

reduced, as occasional entrainment of bubbles is acceptable. The pump can to achieve 

rates of up to 2 L/min, so residence time in the tubing is limited. Additionally, since there 

is no direct contact between the pump and the solvent, corrosion and the dissolution of 

metals are no issue. 

The solvent holdup in the oxidative parts of the setup has been determined for a typical 

experimental run with a solvent flow rate of 1.3 L/min, as shown in Table 6.3. A solvent 

holdup of 100 mL was selected. It is possible to run with lower solvent holdups, such as 

only 50 mL, but it is recommended to run with a little additional solvent as samples are 

taken and a small fraction of the water is lost via the purge. The approximate holdup of 

the Sulzer DX packing has been determined by measuring the static holdup and dynamic 

holdup at various flow rates using water. The 30 wt% MEA solvent will have a higher 

viscosity, and the solvent holdup in the packing is expected to increase. 

Table 6.3: Determined required solvent holdup volumes and residence times for a typical 

experiment at a solvent recirculation rate of 1.3 L/min. 

Equipment Holdup [L] Residence time [s] Contribution [%] 

Structured packing 0.195 9.0 48.1 

Distributor 0.02 0.9 4.9 

Sump 0.1 4.6 24.7 

Glass heater 0.03 1.4 7.4 

Tubing 0.06 2.8 14.8 

Total 0.405 18.7 100 
 

Approximately half of the solvent is expected to be in the structured packing, and 

around a fourth of the solvent is in the sump. The time the solvent spends outside the 

packing in the sump and tubing to be recycled is around 8.8 seconds. Despite this 
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limited residence time, the concentration of O2 is still expected to decrease when the 

solvent is transported from the sump to the top. This is shown in Figure 6.9, where the 

concentration of O2 has been calculated as a function of residence time without 

replenishment of O2 using the oxidative degradation model for 30 wt-% MEA 

developed in Article II (see section 4.4.1). The results show that up to around 30% of 

the dissolved O2 can be expected to react at 75 °C. 

The decrease in O2 concentration is not necessarily a concern for developing a kinetic 

degradation model, as long as it is accounted for. Given a set of kinetic rate parameters, 

the extent of degradation can be evaluated in various parts of the setup separately, and 

the overall degradation rate can then be compared to experimental findings. An example 

is given in Figure 6.10. Degradation in the structured packing can be evaluated, assuming 

solvent is saturated with O2, while the sump can be evaluated as a continuously stirred 

reactor (CSTR), and the tubing and heater can be considered a plug flow reactor (PFR). 

6.3.3 Dissolved O2 Measurements 

An Endress Hauser optical oxygen sensor (COS81D) is installed to measure dissolved 

O2 concentration in the solvent. The sensor features a permeable membrane layer 

containing marker molecules, which fluoresce when excited by light. The presence of 

O2 molecules reduce the fluorescence intensity, which is measured using a light detector. 

At equilibrium, the partial pressure of O2 in the membrane layer is equal to the pressure 

in the solvent.10 The sensor is connected to a Liquiline Compact CM72 transmitter, 

which converts the measured signal into a 4-20mA signal. This signal is subsequently 

processed by a programmable logic controller. 

 
 

Figure 6.9: Estimated O2 saturation of 

30 wt% MEA as a function of residence time 

at different temperatures, with no 

replenishment of O2. 

Figure 6.10: Proposed structure of reactor 

modeling approach for fitting reaction rate 

coefficients using the experimental data. 
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There are several ways the dissolved O2 measurements can be used. Firstly, the 

concentrations measured in the sump can be used to gain insights into the solubility data 

of O2 in the solvent. The O2 solubility model by Buvik et al.11 that is currently used in 

the modeling work (see section 4.3.3.1) can be validated as the authors had challenges 

at increased temperatures due to rapid O2 consumption. Although the residence time in 

the sump is low, the concentration may still decrease slightly due to degradation before 

it is measured at higher temperatures. This effect can be quantified by either changing 

the holdup volume in the sump and observing the difference or by calculating the 

expected decrease using a degradation model. 

Measuring dissolved O2 concentrations can also be valuable when using the thermal 

loop, as it provides insight into the extent of indirect oxidative degradation caused by 

dissolved O2 in the heating loop and helps to quantify thermal degradation rates. 

Dissolved O2 is typically completely consumed at the increased temperatures in the 

thermal loop. However, if the solvent is more resistant to oxidative degradation, the 

dissolved O2 sensor could also be placed at the solvent inlet at the top of the column to 

measure the fraction of O2 that is consumed. This will help to evaluate oxidative 

degradation rates at increased temperatures. Similarly, in oxidative-only experiments, 

measuring dissolved O2 at the top of the column is useful for evaluating O2 consumption 

in the tubing and heating coil. 

6.4 Combined Oxidative and Thermal Degradation 

Aside from oxidative-only experiments, combined oxidative and thermal degradation 

can be studied using the thermal loop. A side stream of solvent is taken from the sump 

and heated to typical stripper temperatures. In contrast to the actual process, CO2 is not 

stripped from the solvent in the thermal loop. Therefore, an internal gear pump is used 

to pressurize the solvent to around 10 bara. The pump used in the setup is a type E/F 210 

stainless steel gear pump by Linn-Pumpen GmbH. For this application, internal gear 

pumps have several advantages over other types of pumps: a relatively high differential 

pressure, a constant, non-pulsating discharge regardless of pressure conditions, good 

performance with viscous liquids, bidirectional operation for solvent discharge at the 

end of an experiment, and no need for priming because the pump can handle small 

quantities of gas. 

An overview of the thermal loop and the control is shown in Figure 6.11. A temperature 

and pressure indicator are installed right after the gear pump. The pressure over the loop 

is controlled manually by adjusting the back pressure control valve. An alarm will be 

given (PI101) when the pressure exceeds operating pressure. Additionally, a pressure 

safety valve is installed after the gear pump which opens when a pressure of 12 bar is 

exceeded to protect the equipment’s structural integrity. This could occur due to a 

blockage in the loop or when the back pressure control valve is closed. 
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The solvent is then heated by passing through a heating coil submerged in an oil bath. 

The temperature is measured after the heating coil, and this measurement can be used to 

control the temperature in the oil bath. The pressure is also measured here to ensure that 

the pressure drop over the heating coil is limited and the operating pressure is sufficient 

so the CO2 is not stripped. The solvent can be stored in a buffer vessel to increase high-

temperature exposure time. The buffer vessel has a volume of 2.5 L but a smaller buffer 

tank can be installed. The buffer vessel can be bypassed, allowing the solvent to enter 

the cooling coil directly.  

In the cooling coil, the solvent is cooled to the column operating temperature. To control 

the solvent temperature, a temperature sensor is placed at the outlet to monitor and 

regulate the cooling bath temperature. If the temperature exceeds the normal operating 

range, an alarm is activated. Additionally, a bimetallic temperature switch is installed, 

and if the temperature surpasses 80 °C, it will disconnect the heating bath's electrical 

circuit. This safety measure prevents pressure buildup in the column, which can occur if 

the cooling bath fails and CO2 is stripped or steam is produced. 

6.5 Control of Dissolved Metals 

The setup is designed such that oxidative degradation of a solvent can be investigated, 

without contact between the solvent and metallic surfaces. This prevents metals such as 

iron and copper to dissolve into the solvent and catalyze the oxidative degradation 

reactions. The column, liquid distributor, sump, packing (optional metallic packing), and 

the heater are made from glass. The different parts of the column are connected using 

PTFE seals. Silicone tubing is used to transport both the solvent and gas. Only the 

dissolved O2 sensor and the two temperature sensors in the top and bottom of the 

structured packing are made from stainless steel, so the dissolution of metals in the 

solution should remain limited. Furthermore, controlled quantities of metals can be 

added to the solvent to study their effect on solvent degradation. Due to the temperature 

and pressure requirements in the thermal loop, stainless steel components were selected. 

 

Figure 6.11: Schematic overview of transmitters, indicators, and control loops in the thermal 

loop. 
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6.6 Regulating Temperature, Gas Composition, and Water Loss 

In the initial design, the temperature of the solvent was controlled via a 400 W silicone 

heating mat surrounding the column. However, even when insulating the column and 

tubing, heat transfer through the glass column wall was insufficient to reliably operate 

at temperatures above 65 °C. Therefore, the heating mat has been replaced with a glass 

heater (a glass condenser), in which water from a heating bath is used to control the 

temperature of the solvent. As discussed in section 6.3.2, the solvent residence time in 

the heater is limited. The temperature of the solvent is measured at the top and bottom 

of the column, and a temperature gradient of approximately 2 °C is typically observed 

when the column is fully insulated. The temperature in the heating bath is currently 

adjusted manually since the temperatures in the column are stable, but there is the 

possibility of integrating the temperature regulation in the control loop. 

Water losses are common for open batch setups as water vapor may be entrained in the 

gas exiting the reactor. Although a water makeup can be used to compensate for the 

losses, it remains challenging to quantify the loss of water and the changes in 

concentration of the components as a result. Degradation can be underestimated if water 

loss is not accounted for properly because the amine concentration increases as water 

disappears. For this reason, a closed system with a gas recycle is preferred. Regardless, 

a gas makeup is still required to have a continuous supply of O2 and regulate the gas 

composition, as well as a purge to prevent the accumulation of volatile degradation 

products in the system, such as NH3. 

The composition of the gas phase is controlled using a continuous gas make-up and 

purge. Mass flow controllers are used to supply a mixture of O2, CO2, and N2. In addition, 

CO2 (Rosemount Binos 100, NDIR) and O2 (Servomex 5200 Multipurpose, 

paramagnetic) analyzers are used in series to check the composition of the gas. A 

continuous side stream is taken from the main gas recycle, which is cooled to 7°C to 

condense water to prevent it from entering the analyzers. The condensate is reintroduced 

into the column. A rotameter is installed upstream of the analyzers to regulate the flow 

rate to the analyzers. In addition, a restriction valve is installed in the main gas loop to 

ensure sufficient gas passes through the analyzers. This restriction should not influence 

the pressure in the column because it is connected to the atmosphere via the water lock.  

Since the water content of the analyzed gas is lower than in the reactor, the gas phase 

concentrations must be corrected to account for the partial pressure of water in the 

column at the operating temperature. After the analyzers, a fraction of the gas is purged 

and the remainder is reintroduced into the main gas loop. The water loss through the 

purge should be limited because the water content of the analyzed gas is low.  

A measure to reduce the impact of water loss on the results is the use of a tracer. The 

tracer is an inert, non-volatile component not naturally present in the system. Water 

losses will cause the concentration of the tracer to increase over time and this difference 
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can be used to correct all other concentrations. Lithium carbonate has been considered 

due to its low natural abundance, but the salt has a low solubility and is difficult to handle 

and analyze accurately. Since the solvent holdup of the setup is relatively small, the 

amine can be dissolved in demineralized water so more common salts can be used 

because they are no longer naturally present.  

The selected candidates are potassium hydroxide (KOH) and potassium carbonate 

(K2CO3). The solvent is alkaline and carbonates are abundant in the system, and the 

relatively low concentration of these tracer anions should have a negligible impact on 

the experiments. Furthermore, potassium was not found to affect the degradation 

significantly. Goff1 reported that the addition of potassium chloride (KCl) weakly 

increased the degradation rates, whereas potassium bromide (KBr) acted as a weak 

inhibitor. In addition, Buvik et al.12 found that the addition of 1.0 wt% potassium iodide 

(KI) significantly inhibited oxidative degradation of MEA. Therefore, it appears the 

anion is primarily responsible for the effect on the degradation rates. Furthermore, the 

concentrations of the salts employed in the experiments were higher than the intended 

tracer concentration in the new setup (5 mM K+), and Goff1 observed no significant 

effect at concentrations around 10 mM. The concentration of potassium is orders of 

magnitude lower than that of CO2 and other ionic species and will not influence the ionic 

strength and the solvent’s capacity to absorb O2. All in all, the potassium carbonate tracer 

is expected to have a negligible effect on the degradation rates. 

6.7 Results, Experiences and Recommendations 

6.7.1 Performance Analysis: Oxidative Degradation Experiments 

After functional testing of the equipment and calibration of the analytical instruments, 

several oxidative degradation experiments were performed without using the thermal 

loop. The goal of these experiments was to test the continuous operation of the setup and 

compare the degradation results with those obtained using agitated bubble reactors. An 

overview of the performed experiments is given in Table 6.4. Note that the concentration 

of O2 is given on a dry basis and that the partial pressure is expected to decrease in the 

reactor, where water vapor will be present. 

For each experiment, a fresh 30 wt% MEA solution was prepared and pre-loaded with 

CO2 to a loading of around 0.4. The tracer compound, either KOH or K2CO3, was added 

and the solvent was introduced into the setup after taking a sample of the initial solvent. 

Around 500 mL of solvent was added, such that the initial level in the sump was 200 mL 

upon circulation. The temperature of the heating bath was set to control the temperature 

of the solvent at the top of the absorber packing. Approximately one hour after the 

experiment was started and steady-state was achieved, the first solvent sample was taken 

for further analysis. Afterwards, solvent samples were taken at various intervals. 
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The total alkalinity of the samples was determined through amine titration with H2SO4. 

This is a quick and inexpensive way to estimate the amine concentration, however, some 

degradation products may also be alkaline, so the actual concentration of MEA may be 

lower13. In addition, total inorganic carbon (TIC) measurements were performed to 

determine the concentration of CO2 in the solvent, and with these values, the CO2 

loadings can be determined. A Shimadzu TOCLCPH in TIC mode was used for this 

analysis. 

Table 6.4: Overview of the performed experiments to test the setup and evaluate degradation 

rates at various conditions. 

Exp. 

No. 

Temp. 

[°C] 

Con. O2 

[vol%] 

Equipment Additives Analysis 

1 75 98 Peristaltic pump 

Dissolved O2 sensor 

5 mM KOH Total alkalinity, 

TIC, ICP-MS 

2 65 19 Gear pump (SS316) 5 mM K2CO3, 

0.5 mM FeSO4 

Total alkalinity, 

TIC 

3 65 21 Peristaltic pump 2.5 mM K2CO3 Total alkalinity, 

TIC, ICP-MS, 

LCMS 
 

Further quantitative analyses of the solvent samples were performed in collaboration 

with SINTEF Industry. Liquid chromatography combined with mass spectroscopy (LC-

MSMS) was used to determine the concentration of MEA and a selection of degradation 

products and organic acids. For this, a UHPLC Agilent 1290 Infinity System with an 

Agilent 6495 triple quadrupole detector was used. Quantification of dissolved metals 

was performed by inductively coupled plasma mass spectrometry (ICP-MS) using an 

Agilent 8800 Triple Quadrupole from Agilent Technologies. For the first experiment, 

ICP-MS analyses were performed by the ICP-HR-MS Lab at the Department of 

Chemistry at NTNU, using an Agilent 8800 with a triple quadrupole detector. Samples 

were diluted to reduce the organic content and digested with 65% HNO3. An overview 

of the analyzed compounds is given in Table 6.5. 

Table 6.5: Degradation compounds and dissolved metals analyzed with LC-MS and ICP-MS 

in collaboration with SINTEF Industry and the ICP-HR-MS Lab at the  Department of 

Chemistry at NTNU. 

Method Compound name Abb. CAS 

LC-MS Monoethanolamine MEA 141-43-5 

 N-(2-hydroxyethyl)glycine HeGly 5835-28-9 

 N-(2-hydroxyethyl)formamide HEF 693-06-1 

 N,N’-bis(2hydroxyethyl)ethanediamide BHEOX 1871-89-2 

 N-(2-hydroxyethyl)acetamide HEA 142-26-7 

 4-(2-hydroxyethyl)-2piperazinone HEPO 23936-04-1 

 1-(2-hydroxyethyl)-2imidazolidinone HEIA 3699-54-5 

 2-oxazolidinone OZD 497-25-6 
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 1H-imidazole-1ethanol HEI 1615-14-1 
    

LC-MS: Acids Glycolic acid  79-14-1 

 3-OH propionic acid  503-66-2 

 Lactic acid  50-21-5 

 Formic acid  64-18-6 

 3-OH Butyric acid  300-85-6 

 Acetic acid  64-19-7 

 Propionic acid  79-09-4 

 Isobutyric acid   79-31-2 

 Butyric acid  107-92-6 

 Glyoxylic acid  298-12-4 
    

ICP-MS Iron Fe  

 Copper Cu  

 Chromium Cr  

 Nikkel Ni  

 Potassium K  
 

6.7.2 Experiment 1: Extreme Conditions 

The first experiment was performed at high temperature (75 °C) and high concentration 

of O2 in the gas phase (98 v%, dry) to test operation at increased temperatures and obtain 

significant degradation in a relatively short time period. The remainder of the makeup 

gas was CO2 (2 v%, dry) to keep the loading of the solvent constant. In addition, a 

potassium tracer was added in the form of 5 mM KOH to investigate how well water 

losses can be quantified.  

A couple of operational challenges were encountered in the experiment. After three days 

of operation, the silicone tubing in the peristaltic pump failed, resulting in significant 

solvent leakage and the experiment was stopped. Failure of this tubing had not occurred 

earlier during test campaigns with water and air at similar conditions. Furthermore, the 

pump tubing was replaced before this first experiment with the MEA solvent. Therefore, 

the tube failure is expected to be caused by the reduced chemical resistance of the regular 

silicone pump tubing, which is likely not compatible with the alkaline conditions or the 

presence of degradation products, when combined with relatively high temperatures and 

continuous operation for several days. For this reason, Versilon 2001 pump tubing by 

Masterflex was selected for its chemical resistance and compatibility with comparable 

chemicals and was used for future experiments with the peristaltic pump. Regular 

silicone tubing was used in other parts of the setup as the tubing here would not be 

exposed to prolonged strain and no issues were observed here. 

Other leaks were present during the experiment as some solvent leaked from one of the 

connections of the glass reactor. In addition, even though the make-up gas consisted of 

98% O2, the analyzed O2 content of the gas stabilized around 89%, as shown in Figure 
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6.13. Note that the side stream of gas that was analyzed was cooled and passed through 

a bed of silica beads to condense and remove water, so a reading of 98% was expected. 

Similar trends were observed for the concentration of CO2, as shown in Figure 6.14. The 

solvent was pre-loaded with CO2 above the expected saturation conditions in the reactor, 

and the gas-phase concentration of CO2 increased during the first hours of the experiment 

due to stripping. Over the course of the experiment the CO2 concentration of the gas 

phase reduced below the makeup concentration. In addition, a decrease in CO2 loading 

is observed, see Figure 6.15. The absorbed CO2 in the solvent is expected to act as a 

buffer and slow the decrease in CO2 concentration due to the leakage. To prevent future 

problems with leakages, the reactor connections were tightened and hoses were checked 

and secured. Afterward, the setup was operated with water and a very small makeup of 

pure N2. A proportional purge flow was observed in the water lock and no O2 was 

  

Figure 6.12: Temperature of the solvent inlet 

at the top and right below the structured 

packing over the course of experiment 1. 

Figure 6.13: Analyzed concentration of O2 in 

the gas phase over the course of experiment 

1, after cooling the gas phase to condense 

H2O. 

  

Figure 6.14: Analyzed concentration of CO2 

in the gas phase over the course of 

experiment 1, after cooling the gas phase to 

condense H2O. 

Figure 6.15: CO2 loading of the solvent, 

determined using amine titration and TIC, 

over the course of experiment 1. 
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detected by the gas analyzer, indicating that no gas leakages were present. This testing 

procedure was repeated each time the reactor was modified and reassembled. 

The color of the solvent quickly changed from transparent to yellow/brown in the first 

hours of the experiment and continued to darken afterward. The liquid level in the sump 

had decreased from 200 mL at the start of the experiment to around 50 mL after 28 hours, 

indicating that significant water loss was occurring. Due to the solvent leakage, the final 

liquid level could not be determined. Furthermore, there was insufficient room for the 

gas to pass by the liquid distributor at the top of the reactor, causing some solvent to 

accumulate. This issue was not apparent from the tests with water but occurred when 

solvent was used. This was addressed by moving the distributor slightly higher above 

the packing, creating more space for the gas to pass. Although the dissolved O2 sensor 

was installed in the sump during the experiment, the obtained data was not reliable. This 

is discussed in more detail in section 6.7.5. 

The temperatures in the setup, shown in Figure 6.12, were stable and could be controlled 

well by manually adjusting the temperature of the water bath. The temperature sensor 

that was installed near the top of the packing was in good contact with the solvent and 

showed a constant reading. The other temperature sensor was right below the structured 

packing but was wetted only occasionally, resulting in a less stable response. Although 

the reactor was insulated, a temperature drop of around 3.5 °C was observed as a result 

of heat losses. 

The samples were analyzed using amine titration to determine the total alkalinity, and 

the results are shown in Figure 6.16, where they are compared to the results by Vevelstad 

et al.4, who ran an experiment at similar conditions in an agitated bubble reactor. 

Degradation rates appear to be higher in the new setup because the alkalinity is reduced 

by 50% in just 3 days, in contrast to 37% in the agitated bubble reactor. There appears 

  

Figure 6.16: Normalized solvent alkalinity 

over the course of the experiment (65 °C, 

21% O2), compared to the results from the 

agitated bubble reactor experiment by 

Vevelstad et al.4 at similar conditions. 

Figure 6.17: Concentrations of tracer and 

dissolved metals analyzed by ICP-MS over 

the course of the experiment. 
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to be a discrepancy between the amine titration and LC-MS results by Vevelstad et al.4 

after 1 day. The authors state that the variation in the water balance is generally lower 

than 5% due to pre-saturation of the makeup gas and is not expected to significantly 

increase the MEA concentration profiles. Therefore, an increase in MEA concentration 

is unlikely and the LC-MS measurement is likely inaccurate. 

The concentration of the KOH tracer in the prepared solvent was 5.0 mM, which would 

correspond with a concentration of 195.5 mg/L. The results from the ICP-MS analysis 

showed no potassium in the initial solvent sample and significantly lower concentrations 

for the solvent samples after 1 and 3 days than what was added (195.5 mg/L), as shown 

in Figure 6.17. The results have been discussed with the analytical lab but the reason for 

the discrepancy remains unclear. Given the accuracy of the scale in the laboratory and 

the direct addition of the KOH to the 600 mL of solvent, it is unlikely that there was an 

error during the preparation of the solvent. A dilution error is unlikely since this would 

also affect the concentrations of the other metals. The concentration of iron, for example, 

would approach 1.0 g/L, which is significantly higher than expected given the limited 

presence of metals in the reactor. For future experiments, K2CO3 was used as a tracer 

instead, and additional samples were taken, both of the initial solvent before entering use 

in the setup and a reference of 5.0 mM K in DI water. 

Despite the unexpected results for the tracer, they can still be used to attempt to estimate 

the water loss during the experiment, by assuming that the analyzed concentrations of K 

are proportional to the total solvent volume. Because the analyzed concentration of K in 

the initial sample was zero, the absolute water loss during the last two days was used to 

estimate the water loss during the first day. Based on these assumptions, the water loss 

is estimated to be around 350 mL, which is around 80% of the water initially present. 

However, this estimate does not correspond with observations of the sump level during 

the campaign, which indicate a water loss of approximately 200 mL. Therefore, instead 

of the estimate based on the concentration of K, the sump level observations are used to 

correct the amine concentrations. The water loss is assumed to be constant during the 

experiment. More accurate tracer results are therefore needed to accurately quantify 

water losses. 

The water loss-corrected results are given in Figure 6.18. The degradation rate is 

significantly larger than observed in the agitated bubble reactor experiments. Based on 

the estimated oxygen saturation data shown in Figure 6.5, the agitated bubble reactor 

experiment at 75 °C and with 98 v% of O2 is expected to have a liquid bulk O2 

concentration that is 80% saturated compared to equilibrium. Considering the reaction 

order for O2 in the reaction kinetics of the oxidative degradation model, 𝑛 = 0.469 (see 

section 4.4.1), the degradation rate is then expected to be 90% of the degradation rate at 

O2 saturation. The increase in degradation rates in the new setup compared with the 

results by Vevelstad et al.4 is larger than the expected increase, even when considering 

the uncertainty in the mass transfer coefficient correlation. 
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Although the concentrations of dissolved metals are generally low, as shown in Figure 

6.17, they are still significantly higher than those measured in the freshly prepared 

solvent (all analyzed metals < 0.005 mg/L). The increase in concentrations of the 

dissolved metals is relatively large between the samples taken at the start of the 

experiment and after 1 day. This is likely caused by metal impurities that remain in the 

setup from previous usage. Since the initial sample is taken when the system reaches 

steady-state after approximately one hour, not all metal impurities may have fully 

dissolved yet into the solvent. The concentrations of dissolved metals continued to 

increase during the last two days of the experiment, although at a slower rate. This 

increase could be caused by continued dissolution of remaining impurities, corrosion of 

the metallic temperature sensors, or water loss. Given the uncertainty in the water loss 

quantification, it is challenging to identify the reason for the increase.  

A more thorough cleaning is recommended, since metals such as iron and copper may 

already catalyze oxidative degradation, even at these low concentrations1,14. This might 

thus also explain the relatively high degradation rates observed in the new reactor. 

Therefore, from this point on, the setup was cleaned more thoroughly in between 

experiments. DI water was repeatedly introduced and recycled right after the 

experiments to remove the remaining solvent. Afterward, the silicone tubing was 

replaced and the glass reactor was disassembled and cleaned. The glass parts were 

washed and scrubbed thoroughly with soap and water before being placed in an aqueous 

solution of 0.5 M H2SO4 overnight. The glass structured packing and heating coil, a glass 

condenser, could not be washed manually and were rinsed with DI water and placed in 

the H2SO4 solution overnight. 

  

 

Figure 6.18: Water loss-corrected, normalized solvent alkalinity 

over the course of the experiment (65 °C, 21% O2), compared to 

the results from the agitated bubble reactor experiment by 

Vevelstad et al.4 at similar conditions. 
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6.7.3 Experiment 2: Mild Conditions and Iron Addition 

Based on the results of the first experiment the reactor was updated and prepared for a 

second experiment. This experiment was conducted at milder conditions that more 

closely resemble the actual capture process (65 °C and 19 v% O2, dry). The concentration 

of O2 was chosen such that the concentration in the reactor was 15 v% due to the presence 

of water vapor. The solvent was loaded with 0.4 mol of CO2 per mole of MEA and the 

concentration of CO2 in the makeup gas was set at 3.9 v%, resulting in 3.0 v% once 

saturated with water. At 65 °C this gas is in equilibrium with a 30 wt% MEA solution 

with a loading of 0.415. Furthermore, 0.50 mM of iron was added to the solvent in the 

form of FeSO4 to study the effect of the catalytic oxidation on the degradation rate and 

study how well the concentration of dissolved metals could be controlled. 

  

Figure 6.19: Temperature of the solvent inlet 

at the top and in the sump over the course of 

the experiment. 

Figure 6.20: Analyzed concentration of O2 in 

the gas phase over the course of the 

experiment, after cooling the gas phase to 

condense H2O. 

  

Figure 6.21: Analyzed concentration of CO2 

in the gas phase over the course of the 

experiment, after cooling the gas phase to 

condense H2O. 

Figure 6.22: CO2 loading of the solvent, 

determined using amine titration and TIC, 

over the course of the experiment. 
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The temperature sensor was moved from the bottom of the packing into the sump, where 

it was submerged in the solvent. Figure 6.19 shows the temperature profile over the 

course of the experiment. Due to continuous contact with the solvent, the reading of the 

lower temperature sensor was clearer and more precise compared with experiment 1, 

where it was only intermittently wetted. The temperature difference was constant and 

around 2.0 °C. The small fluctuations that are visible in the profiles are the result of 

opening the fume hood, refilling the water bath, and sampling. 

The gas concentration profiles are given in Figure 6.20 and Figure 6.21. The 

concentrations are stable over the course of the experiment and correspond well with the 

concentrations of the makeup gas. The occasional dip in CO2 concentration is caused by 

the temporary stoppage of the gas pump, for example during sampling. The CO2 loading 

is also relatively constant and shows only a slight decrease over time. These results 

indicate that no gas leakages were present and that the tightening of the reactor 

connections was enough to prevent gas leakages. 

Awaiting the arrival of the chemically resistant pump tubing, the SS316 gear pump was 

used to circulate the solvent in this experiment. This pump appeared to function well 

initially but solvent was continuously leaking along the motor shaft. This became 

apparent when the pump was inspected after the experiment, but also during the 

experiment because the solvent took on a blue/green color, which indicates the presence 

of copper. The copper is expected to originate from the brass motor coupling, which 

showed signs of corrosion when inspected after the experiment. Because of the 

contamination, the solvent samples were not analyzed in more detail. The seal in the 

pump should be replaced and tested to prevent future leaks and contamination. If this 

proves to be difficult, an alternative gear pump with a magnetic coupling could be used, 

since this eliminates the need for a seal. If the power of this pump is insufficient to 

pressurize the solvent for the thermal loop, several pumps in series could be used.  

6.7.4 Experiment 3: Mild Conditions and Detailed Solvent Analysis 

The final experiment was performed to compare the degradation rates in the new reactor 

with those reported by Vevelstad et al.4 again, but this time at milder, more realistic 

conditions. The composition of the make-up gas was 21% O2, 2% CO2, and 77% N2 (dry, 

volume basis) and the temperature at the top of the packing was kept at 66 °C to account 

for the temperature drop of 2.0 °C, which was found in the previous experiment. This 

corresponds well with the conditions in a similar experiment by Vevelstad et al.4. The 

temperature sensor in the bottom of the reactor was relocated to analyze the temperature 

of the gas entering the reactor. 

No dissolved metals were added during the original agitated bubble reactor experiment, 

so a clean solvent was also used in the current experiment. The solvent was circulated 

with the peristaltic pump using the Versilon 2001 pump tubing with improved chemical 

resistance. However, not having tested this tubing before, and to avoid possible leakages, 
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the tubing in the pump was replaced daily right after a sample was taken. Both gas and 

liquid circulation were stopped for approximately 10 minutes when replacing the tubing. 

Pump tubing was analyzed after replacement and other than some wear marks, no signs 

of serious damage were observed. The peristaltic pump functioned well, providing a 

constant flow of liquid throughout the experiment and operating well in case of 

occasional gas entrainment. 

The temperature and gas phase concentration profiles during the experiments are given 

in Figure 6.23, Figure 6.24, and Figure 6.25 respectively. The daily interruptions to 

replace the pump tubing are visible in the temperature and CO2 concentration profile. 

The inlet temperature of the solvent was stable at around 66 °C over the course of the 

  

Figure 6.23: Temperature of the solvent inlet 

at the top and the gas inlet at the bottom of 

the reactor over the course of the 

experiment. 

Figure 6.24: Analyzed concentration of O2 in 

the gas phase over the course of the 

experiment, after cooling the gas phase to 

condense H2O. 

  

Figure 6.25: Analyzed concentration of CO2 

in the gas phase over the course of the 

experiment, after cooling the gas phase to 

condense H2O. 

Figure 6.26: Normalized concentration of 

MEA over the course of the experiment 

(65 °C, 21% O2, 𝛼=0.38), compared to the 

agitated bubble reactor experiment by 

Vevelstad et al.4 at similar conditions. 



Chapter 6: Setup Development and Design 

149 

 

experiment. The inlet temperature of the main gas recycle was slightly lower due to 

cooled gas flow through the analyzers and heat dissipation in the gas pump. The impact 

of the lower gas temperature on the temperature of the solvent is expected to be limited 

due to the large difference in heat capacity. The gas is also expected to heat up quickly 

when in contact with the solvent, but this should be tested in more detail when 

developing degradation models using the data. A lower temperature causes the water 

content of the gas to decrease, resulting in slightly higher partial pressures of O2 and 

CO2. The increase in fluctuations in gas inlet temperature during the final day is likely 

the result of the solvent occasionally coming in contact with the temperature sensor. 

The solvent was pre-loaded with CO2 but not yet fully saturated at the conditions in the 

reactor, for this reason, the concentration of CO2 in the gas phase was relatively low 

during the first couple of hours of the experiment as the CO2 that was supplied via the 

gas make-up was quickly absorbed. For future experiments, the solvent could be loaded 

with CO2 up to the expected equilibrium concentrations in the reactor. Alternatively, the 

make-up rate could be increased at the start of the experiment to increase the supply of 

CO2 and reach equilibrium sooner.  

Around 5 days into the experiment, the cooling bath had turned off unexpectedly and 

uncondensed water had entered the analyzers. After briefly flushing the analyzers with 

N2, normal operation was resumed. From this point on, both analyzers began to drift 

slightly. It is unlikely that this behavior is caused by a gas leakage since the concentration 

of O2 would remain around 21% when outside air enters the system. 

During the first couple of hours of the experiment, the clear fresh solvent quickly took 

on a yellow color. Over the course of the next couple of days, the color transitioned to 

orange and then to a dark red/brown near the end of the week. The decrease of the sump 

level over time was more significant than expected from daily sampling of 4 mL of 

solvent, and the viscosity of the solvent increased over time. These observations indicate 

that significant water loss had occurred. Further analysis using both amine titration and 

LCMS, as shown in Figure 6.26 appears to confirm these suspicions. The concentration 

of MEA decreases slightly during the first couple of days, after which it starts to increase 

and reaches concentrations above 30 wt%. The initial decrease in MEA concentration is 

similar to the observed rate by Vevelstad et al.4 in the agitated bubble reactor experiment. 

The quantification of the non-volatile potassium tracer in the samples, depicted in Figure 

6.27, clearly shows the water loss in the system, as the concentration has nearly doubled 

at the end of the experiment. The solvent volume was reduced by 44%, meaning 63% of 

the water had evaporated, which amounts to approximately 220 mL. This corresponds 

with observations in the setup because the sump was nearly empty near the end of the 

experiment. However, the water loss is more significant than initially anticipated. 

Although the purge flow rate is only 400 mL/min, the flow rate through the analyzers is 

approximately 1.2 L/min. Before the gas enters the analyzers but after it is cooled, the 

gas is passed through a bed of silica beads to remove the remaining moisture. When the 
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gas flow is saturated with water at 7 °C, around 94.5 mL of water is expected to be 

adsorbed by the silica over the course of one week. 

The difference in water loss could be caused by entrainment of liquid in the gas or 

insufficient cooling, as a gas temperature of 20 °C would result in the observed losses. 

Additional tests should be performed to measure the temperature of the condensed gas 

or the weight of the silica bed and more intense cooling of the gas should be tested. In 

addition, the make-up gas can be partially saturated with water to limit water losses. If 

cooling in the condenser is sufficient and additional water condensation does not occur 

in the analyzers, the silica beads could be removed. Otherwise, the setup can also be 

operated without continuously monitoring the gas phase concentrations, as the constant 

gas make-up and purge result in a stable gas composition. The gas phase can be checked 

intermittently, reducing water losses. 

The potassium tracer results are used to correct the MEA concentrations and express the 

total amount of MEA as a function of the initial solvent volume, as shown in Figure 6.28. 

The degradation rate in the setup is significantly higher than those reported by Vevelstad 

et al.4 in the agitated bubble reactor. After one week of continuous exposure, 42% of the 

MEA has degraded, compared with just 10% in the conventional reactor. The uncertainty 

for the LCMS concentration data has been estimated and is shown in the figure. Despite 

the lack of duplicates, the analytical uncertainty of the LCMS method is generally low, 

and a deviation of 2.0% has been assumed. The uncertainty in the corrected 

concentration is significantly higher since there is additional uncertainty from the 

potassium tracer, both from the initial and current concentration of potassium that are 

required to perform the correction. A reduction in uncertainty in the potassium tracer 

data will result in more accurate final concentrations of MEA. The initial tracer 

  

Figure 6.27: Concentration of the potassium 

tracer in the solvent over the course of the 

degradation experiment. 

Figure 6.28: Tracer-corrected, normalized 

concentration of MEA over the course of the 

experiment (65 °C, 21% O2, 𝛼=0.38), 

compared to the agitated bubble reactor 

experiment by Vevelstad et al.4 at similar 

conditions. 
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concentration should be determined accurately since it is used to correct all MEA 

concentrations. 

Similar to the approach for experiment 1, the increase in degradation rate compared to 

the agitated bubble reactor experiment can be estimated using the oxygen saturation data 

shown in Figure 6.5. The liquid bulk concentration in the agitated bubble reactor is 

estimated to be at 77% of the saturation concentration, resulting in a degradation rate of 

88% the rate in case the solvent is saturated with O2. The increase in degradation rates 

in the new setup compared with the results by Vevelstad et al.4 is significantly larger 

than expected. Even when considering the uncertainty in the mass transfer coefficient 

correlation, the difference cannot be explained. 

The concentrations of dissolved metals in the solvent, as quantified by ICP-MS and 

shown in Figure 6.29 and Figure 6.30. Both Fe and Cu are present in quantities that have 

been found to catalyze oxidative degradation, which may explain the high degradation 

rates1,14. No metals were initially added to the solvent and ICP-MS analysis of the 

prepared solvent showed negligible concentrations of these metals. Apart from the two 

stainless steel temperature sensors, no other metallic equipment was in contact with the 

solvent during the experiment and the metals. For this reason, the metals are expected to 

have remained from prior experiments and tests, despite the more thorough cleaning of 

the reactor parts and the use of 0.5M H2SO4. Discussions with colleagues and ICP-MS 

specialists in the department lead us to believe that the used dilute acid may not be potent 

enough to remove all the metal deposits and more concentrated solutions of HNO3 are 

recommended to successfully eliminate all metal impurities from the system. 

When the concentrations of the dissolved metals are corrected using the potassium tracer 

results, it becomes clear that the total amount of Fe, Cr, and Ni in the system is constant 

over the course of the experiment. The initial concentrations are lower because the 

  

Figure 6.29: Concentrations of dissolved 

metals over the course of the experiment. 

Figure 6.30: Tracer-corrected concentrations 

of dissolved metals over the course of the 

experiment. 
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system has had around an hour to equilibrate and not all of the impurities are dissolved. 

The total amount of Cu in the solvent appears to increase slightly over time.  

The concentrations of degradation products that were quantified using LCMS are given 

in Figure 6.31 through Figure 6.34. These concentrations have been corrected for water 

loss using the tracer results. The concentrations of the degradation products are generally 

higher than those reported by Vevelstad et al.4, which is expected because the extent of 

solvent degradation in these experiments is lower. The relative concentrations between 

the different degradation products are generally in agreement with the results by 

Vevelstad et al.4. HEF and HEI are the main degradation products in the experiment in 

the new setup, followed by formic acid, whose formation rate appears to increase over 

time. The concentrations of secondary degradation products, such as HeGly, BHEOX, 

and HEPO, are lower. Similar trends were observed in the concentrations of these by 

Vevelstad et al.4, however, the concentration of HeGly was around 2.5X higher than that 

  

Figure 6.31: Tracer-corrected concentration 

profiles of the main degradation products 

over the course of the experiment. 

Figure 6.32: Tracer-corrected concentration 

profiles of other degradation products over 

the course of the experiment. 

  

Figure 6.33: Tracer-corrected concentration 

profiles of formic acid over the course of the 

experiment. 

Figure 6.34: Tracer-corrected concentration 

of other acidic degradation products over the 

course of the experiment. 
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of BHEOX, whereas similar concentrations are found in the experiment in the new 

reactor. Degradation products that are mentioned in Table 6.5 but are not present in the 

figures were not measured in significant quantities and are left out.  

6.7.5 Optical Dissolved O2 Sensor 

The optical sensor for measuring dissolved O2 has undergone testing and has been used 

in the setup, although with limited success. The COS81D optical sensor, in combination 

with the CM72 transmitter, compensates for temperature and air pressure when 

determining the concentration of dissolved O2. However, it does not account for the 

salinity of the solution, which is important to consider. This is because, with increasing 

salt concentration, gas solubility tends to decrease, a phenomenon known as the 

“salting-out effect” 16. When CO2 is introduced into an aqueous solution of MEA, it leads 

to the formation of significant quantities of salts, including MEA carbamate and 

protonated MEA. These salts lower the solubility of O2, as also observed experimentally 

by Buvik et al.11. 

To evaluate the sensor's performance, it has been calibrated and tested using a range of 

solutions: water, saline water (30 g/L NaCl), 30 wt% unloaded MEA in water, and 30 

wt  loaded MEA in water (α = 0. ). Each solution underwent testing at various 

temperatures (below 40 °C) and O2 partial pressures. The measured O2 solubility 

remained the same for all these solutions under identical conditions. This indicates the 

sensor’s inability to account for dissolved salts. 

Due to the sensor’s operating principle, which involves the dissolution of O2 molecules 

in a permeable membrane layer, it is expected to measure the activity of O2 instead of its 

absolute concentration. When salt is introduced into the solvent, a new equilibrium is 

established between the gas, solvent, and the membrane. Consequently, the sensor 

effectively measures the partial pressure of O2 in the gas phase. While the sensor can be 

used in conjunction with other transmitters that allow manual correction for solution 

salinity, such corrections are only valid for NaCl11. 

Despite its inability to measure the absolute solubility of O2, the sensor still provides 

valuable insights into the oxygen concentration relative to saturation. This optical sensor 

has been applied similarly by Obute et al.17, where it was used to measure O2 

consumption and compare degradation rates in the presence of iron and degradation 

products. Similarly, the sensor can be used in the new setup to monitor the rate of 

dissolved O2 consumption. 

When using the dissolved O2 sensor in the sump, it is important to account for bubble 

formation, which can disrupt measurements. The setup currently features a 20 cm gap 

between the packing and the sump, causing solvent splashing and gas entrainment. To 

mitigate this issue in future degradation setups, consider reducing the gap between the 
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packing and the sump. To address the problem in the current setup, we have added a 

nylon fiber pad just above the sump to collect liquid without bubble formation. 

6.7.6 Thermal Loop 

Due to the seal leakage in the gear pump, the thermal loop could not be tested with 

solvent and the combined effect of oxidative and thermal degradation could not yet be 

studied. Tests with water were promising and showed good control over the temperatures 

and pressures in the loop. When the temperature difference between the oxidative reactor 

and the temperature loop was significant, the solvent flow rate had to be reduced, in 

order not to exceed the cooling duty of the cooler. A simple heat exchanger could be 

installed to lower the duty of both the heater and cooler of the temperature baths. 

6.8 Conclusions 

A new degradation reactor that addresses the shortcomings of traditional degradation 

reactors was designed, constructed, and tested. The reactor featured a glass or metal 

structured packing that was aimed at reducing O2 mass transfer limitations and ensuring 

O2 saturation of the solvent. Initial oxidative degradation experiments in the setup 

showed an increased degradation rate for operation at 75 °C and 98 v% O2 as well as at 

65 °C and 21 v% O2. These increased degradation rates indicate the presence of mass 

transfer limitations in the agitated bubble reactor experiments and give a better 

representation of degradation in the actual process. Traces of metal impurities, such as 

iron and copper, were found in the samples using ICP-MS and, although these metals 

were present at low concentrations, they could have catalyzed degradation, causing the 

effect of mass transfer limitations to be overestimated. Therefore, a thorough cleaning 

of the setup, followed by another degradation experiment, is recommended to confirm 

the findings. 

The control of the gas composition and temperatures in the reactor was good, and stable 

operation over the course of a week was achieved. Water loss during the experiments 

was significant and several setup modifications are suggested to reduce this loss, such 

as pre-saturation of the makeup gas or better cooling of gas before analysis. Water losses 

could be quantified using the K2CO3 tracer and the amine concentrations were corrected. 

However, the uncertainty in the quantification of tracer concentration using ICP-MS was 

relatively high, and a reduction in this uncertainty will yield more precise amine 

concentration results. 

The optical dissolved O2 sensor was found to be unable to measure the effect of CO2 

loading on the concentration of dissolved O2 and thus gives a false representation of the 

actual concentration of O2 in the solvent. The sensor can be used to monitor the relative 

O2 concentration and can give insight into the extent of O2 consumption in the sump, 

heating coil, or thermal loop. Bubble entrainment in the reactor sump should be 

prevented in future setup designs to obtain more reliable dissolved O2 measurements. 
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Chapter 7: Role of Iron and Solvent Management 

This chapter delves into the catalytic role of iron in oxidative solvent degradation and 

attempts to extend the oxidative degradation model to include this catalytic behavior. 

Several hypothetical scenarios are studied that focus on the potential effect of corrosion 

rate limitations, iron solubility limitations, and O2 mass transfer limitations in the 

absorber packing. The predicted rate and concentration profiles over time are compared 

with observations in pilot plant campaigns and the likelihood of each scenario is 

evaluated. Knowledge gaps in the available experimental data are identified, and future 

experiments are proposed to better quantify the catalytic effect of iron. 

7.1 Catalytic Effect of Iron 

Various works in literature have discussed the role of dissolved metals, such as iron and 

copper, in accelerated oxidative degradation1–6. There is a focus on the influence of iron 

since it is a primary component in the carbon and stainless steels typically used in the 

construction of the capture plant7. When these materials come into contact with the 

solvent, they can undergo corrosion and dissolve into the solvent. Iron may also enter 

with the flue gas in the form of fly ash8. 

The concentration of iron and other dissolved metals is typically monitored in (pilot) 

capture plants during campaigns through solvent analysis9–13. Dhingra et al.14 used data 

and trends observed in four pilot plants, including the concentrations of dissolved iron 

and degradation products, to develop an empirical model. This model is used to predict 

trends in ammonia emissions and dissolved iron concentration, offering insights into the 

effectiveness of solvent management strategies. However, it is important to note that this 

modeling approach lacks a catalytic mechanism as its foundation. Therefore, applying 

this model to extrapolate results to other carbon capture scenarios, characterized by 

different flue gasses, equipment configurations, and operational conditions, may be 

challenging. 

 

Figure 7.1: Proposed mechanism for the formation of 

hydroperoxides and the decomposition by dissolved 

metallic ions, adapted from Voice and Rochelle15. 
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Despite the absence of consensus regarding the exact mechanism by which dissolved 

metals participate in and accelerate degradation reactions, several potential pathways 

have been proposed in the literature. The amine can be oxidized directly by the metal 

ion, forming an organic radical when exposed to elevated temperatures in the stripper. 

Reoxidation of the metal ion may lead to the formation of hydroxyl radicals16. 

Alternatively, in the presence of O2, ferrous iron can react directly with it6,7, creating 

other free radicals. These free radicals can subsequently participate in degradation 

reactions with the amine. Lastly, Chi3 and Voice and Rochelle15 suggest a mechanism in 

which dissolved metal ions decompose organic hydroperoxides that can be formed 

through a reaction between the amine and O2. An overview of this mechanism is shown 

in Figure 7.1. 

Although limited, some studies are available on quantifying the effect of iron on the 

degradation rate of solvents. In one study, Chi3 used a sparged reactor to quantify the 

effect of iron on the oxidative degradation rate of MEA. Instead of analyzing the solvent 

to determine the degradation rate, an FTIR was used to measure the concentration of 

NH3 in the gas phase, which acts as a surrogate for MEA degradation. At an iron 

concentration of 55.9 mg/L, the ammonia evolution rate was increased by roughly a 

factor of 4.8 compared with the evolution rate of the solvent without iron. 

Goff17 continued to study and quantify metal-catalyzed degradation rates. In addition to 

measurements in a sparged reactor, an agitated reactor was also used. This 1 L jacketed, 

glass reactor was equipped with a stirrer, capable of agitation speeds up to 1450 RPM. 

The bottom drain tube was used as a supply for the gas. An increase in the agitation 

speed of the reactor resulted in increased degradation rates, and the catalytic effect of 

both iron and copper was found to be more significant than previously observed in the 

sparged reactor.  

NH3 evolution was measured for loaded solvents with varying concentrations of iron in 

the agitated reactor. However, the reported uncertainty was high, and the author argues 

that most data points of this series should not be used for quantitative analysis due to 

problems with the mass balance and not reaching steady-state. For this reason, a series 

from the sparged reactor is used in this work to quantify the effect of iron on the 

degradation rate. However, it is important to take the effects of mass transfer limitations 

in these experiments into consideration. 

The rate data from the air-sparged reactor experiments at 55 °C and with a CO2 loading 

of 0.4 at varying concentrations of iron (0.0001 – 1.0 mM) from the work by Goff17 was 

used to describe the catalytic effect of iron on the degradation rate. The reported 

experimental NH3 production rates as a function of dissolved iron are given in Figure 

7.2. Inspired by the rate equation proposed by Chi3, the experimental points were fitted 

using a power law expression, which is given in Eq. 7.1.  
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 𝑅𝑐𝑎𝑡 = 𝑅(1 + 2.733𝑐𝐹𝑒
0.2696) Eq. 7.1 

Here, 𝑅 is the oxidative degradation rate of MEA without the presence of dissolved iron, 

and 𝑐𝐹𝑒 is the concentration of iron in mol/m3. Figure 7.3 shows the catalytic factor as a 

function of dissolved iron concentration, which describes the increase in NH3 

production, and as a surrogate also the MEA degradation. It is important to note that no 

experimental data was available for dissolved iron concentrations above 1.0 mM (55.85 

mg/L) and catalytic factors at higher concentrations will be extrapolated and may deviate 

from reality. 

  

Figure 7.2: NH3 production in the 

degradation experiments by Goff as a 

function of dissolved iron (Fe2+/Fe3+). 

Figure 7.3: The catalytic factor, the increase 

in degradation rate, as a function of 

dissolved iron concentration. 

7.2 Effect of Iron Concentration on Degradation in the Process 

The effect of dissolved iron on the degradation rate in the coal-fired power plant flue gas 

capture case is shown in Figure 7.4. The coal-fired power plant case shown here is the 

same as discussed in section 4.3.4. Degradation in the stripper, which is caused by 

thermal degradation, is not influenced by iron and remains constant. A steep increase in 

degradation in the absorber packing is observed from around 50 g MEA/ton CO2 without 

iron to around 160 g MEA/ton CO2 at a concentration of 50 mg/L. As the solvent is 

assumed to be saturated with O2 in the absorber packing, the degradation rate in the 

absorber packing closely resembles the ammonia evolution profile as a function of 

dissolved iron by Goff17 in Figure 7.2. 

The effect of dissolved iron on the solubility of O2
 is assumed to be negligible, and 

therefore the solubility in the absorber sump remains unchanged. As a result, the 

contribution of indirect oxidative degradation is constant. However, as the degradation 

rate increases due to the presence of iron, more degradation occurs in the absorber sump, 

and less dissolved O2 is present in the heat exchanger. This shows that mitigation 

methods aimed at removing dissolved O2 may become less effective as the concentration 
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of iron increases. The residence time of the solvent from the last contact with the flue 

gas until dissolved O2 removal must therefore be limited. 

7.2.1 Mass Transfer Limitations in the Absorber Packing 

At increased reaction rates resulting from the iron catalysis, mass transfer limitations 

may occur in the structured packing despite its good mass transfer efficiency. In this 

case, a gradient appears between the liquid concentration at the interface and in the bulk, 

resulting in a lower oxidative degradation rate. To evaluate the impact of these 

limitations on the degradation rates, the mass transfer coefficients have been estimated 

for the structured packing in the absorber using the correlation by Billet and Schultes18. 

Mellapak 250Y by Sulzer was selected for this work. The packing-specific constants 𝐶𝐿 

and 𝐶𝑉 are not specified in the original work by Billet and Schultes18, but were taken 

from the work by Derichsweiler19, in which the default constants were retrieved from 

ProMax and were found to be 0.992 and 0.337, respectively. 

The effect of these liquid phase mass transfer limitations on the expected overall 

degradation rate is shown in Figure 7.5. Initially, with no iron present, the oxidative 

degradation rate in the absorber packing is low, and dissolved O2 that is consumed by 

the degradation reaction is readily replenished from the gas phase. As a result, the 

concentration of dissolved O2 is calculated to be close to the saturation concentration. 

As the concentration of iron increases and the degradation is accelerated, liquid phase 

mass transfer resistances of O2 start to play a role. At a concentration of 50 mg/L, the 

overall degradation rate in the process may be overestimated by around 11% in case 

mass transfer limitations in the absorber are neglected. This is around 12.5% of the 

degradation in the absorber. 

 

  

Figure 7.4: Degradation in the coal-fired 

power plant capture case as a function of 

dissolved iron concentration. Solvent in the 

absorber packing is assumed to be saturated 

with O2. 

Figure 7.5: Degradation in the coal-fired 

power plant capture case as a function of 

dissolved iron, with and without mass 

transfer limitation in the absorber packing. 
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7.3 Dynamic Campaign Scenarios 

Given the complex behavior in capture plants concerning catalyzed degradation, 

corrosion of equipment, and the solubility of metals combined with a limited 

understanding of their fundamental mechanisms, it is challenging to develop an accurate 

predictive model. Therefore, this section aims to model and investigate the dynamic 

behavior in a capture plant based on three hypothetical scenarios. A brief description of 

the investigated scenarios is given below and a more detailed discussion is given in the 

corresponding sections. The scenarios consider the coal-fired power plant capture 

process with a 30 wt% MEA solvent as discussed in section 4.3.4. 

• Corrosion rate limited: the concentration of iron in the solvent is controlled by 

the overall corrosion rate, which is proportional to the concentration of 

degradation products. 

• Iron solubility limited: the concentration of iron is controlled by the solubility 

of iron in the solvent, which is a function of the concentration of degradation 

products. 

• Mass transfer limited: the concentration of iron in the solvent is not limited by 

the solubility, and the catalytic effect of iron is assumed to be linearly 

proportional to its concentration. Significant degradation occurs in the absorber, 

and mass transfer of O2 is rate limiting. 

The dynamic behavior of the scenarios is compared to typical observations in the pilot 

campaigns. Operation is stable initially, and the concentrations of dissolved metals and 

degradation products are low and increase steadily. After stable operation for some time, 

there is a deflection point after which the degradation rate and the concentrations of 

dissolved metals and degradation products start to increase exponentially. In the RWE 

campaign at Niederaussem9, this deflection point occurs after around 200 days of 

operation, around 38 days in EnBW’s campaign at Heilbronn12, around 23 days during 

the campaign at Loy Yang14,20, and around 108 days in the campaign at TNO14. 

Solvent degradation rates are determined by Moser et al. during the campaign at 

Niederaussem9. The initial solvent degradation rate was around 210 g MEA/ton CO2. 

After 328 days of operation, right before the solvent was partially replaced and 

reclaiming was performed, the average degradation rate over the entire campaign was 

660 g MEA/ton CO2. Given the exponential profile of some of the degradation products, 

the degradation rate at the end of the campaign is expected to be higher than the average. 

7.3.1 Scenario 1: Corrosion Rate Limited 

In this scenario, the concentration of dissolved iron is governed by the rate at which iron 

is leached from metallic equipment in the plant. Dhingra et al.14 proposed and 

investigated an auto-catalytic oxidative degradation mechanism, where products that are 

formed as a result of solvent degradation, for example, organic acids, cause the solvent 
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to become more corrosive. As a result, the corrosion rates and concentration of iron 

increase, leading to more degradation.  

Although carbon steel can be used, the construction of some of the process equipment, 

parts exposed to rich solvents and/or high temperatures, such as the lean/rich heat 

exchanger and the stripper reboiler, are generally made from stainless steels to prevent 

excessive corrosion21,22. For this scenario, the equipment in the plant is considered to be 

made out of SS316, so a single expression can be used to describe the corrosion rates in 

the process. 

7.3.1.1 Experimental Data on Corrosion Rates 

Experimental data from literature is used to describe and model the corrosion rate in the 

process. Corrosion rates of metals in amine solutions are typically studied in lab-scale 

setups or in-situ in pilot plant campaigns. Lab-scale experiments, including 

electrochemical measurements and weight loss methods, are typically applied as 

screening tools and provide limited information on the impact of degradation products 

and flue gas impurities. Furthermore, it can be challenging to adequately replicate 

process conditions in the laboratory, for example, simulating high temperatures or 

conditions during plant stoppages.11  

Most lab-scale corrosion experiments with 30 wt% MEA solutions investigate the 

corrosion resistance of carbon steels23–26, as these are generally more prone to corrode 

than stainless steels. However, some works regarding the corrosion resistance of 

stainless steels are available in the literature. Stergioudi et al.27 evaluated the corrosion 

behavior of SS304L and SS316L in 30 wt% MEA solutions as a function of the CO2 

loading and the solution temperature. The authors used electrochemical techniques, such 

as polarization curves, to determine the corrosion rates of the metals. The observed 

corrosion rates were notably higher than typical values obtained from coupon 

testing24,28,29, but the authors did not offer any comparative analysis with other findings. 

The absence of O2 in the reactor might hinder the formation of a stable passivation layer 

on the stainless steel, which could explain the elevated corrosion rates. 

Tanthapanichakoon and Veawab30 studied the influence of various common HSS on the 

corrosion rates of CS1018 and SS304 using electrochemical methods. The study 

revealed that the presence of HSS increased the corrosiveness of CS1018, and this 

increase was directly proportional to the concentration of these salts. In the case of 

SS304, the influence of HSS on corrosion was observed, although it was relatively 

limited and challenging to quantify. The results suggest that the presence of HSS does 

not compromise the corrosion resistance of stainless steel, but it may affect the total 

amount of metal leached by the solvent. 

Corrosion rates were also measured in closed batch cylinders with 30 wt% MEA at 

stripper temperatures by Fytianos et al.31 and Fisher32. Fytianos et al.31 used ICP-MS to 

measure dissolved metal concentrations and concluded that the addition of some 
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degradation products increased solution corrosivity. However, the concentrations of 

iron, upon which the conclusions were drawn, remained stable over the course of the 

experiment, indicating potential solubility limitations. On the other hand, the nickel 

concentration increased linearly over time and it exhibited similar behavior under all 

conditions, regardless of the presence of degradation products. Fisher32 quantified 

corrosion rates based on the weight loss of the cylinders during the experiment. 

Strikingly, carbon steel outperformed stainless SS316L in these experiments, and the 

author argued that the stagnant conditions in these experiments were not representative 

of the actual process.  

Despite lab-scale experimental data is often preferable for model development due to 

well-controlled and steady conditions, the conditions in the experimental setups are not 

representative of those found in the process. Therefore, it will be challenging to 

accurately predict the corrosion rates of stainless steel in the process just using the 

lab-scale study results. Corrosion coupon studies in pilot plants may offer a better insight 

into the corrosion rates of stainless steel, despite occasional stoppages and fluctuations 

in process conditions.  

Fischer32 measured the weight loss of SS316L coupons also during the 2017 NCCC 

capture campaign with 30 wt% MEA. Coupons were installed at two locations in the 

absorber and at one location in the stripper sump. The corrosion rate of the stainless steel 

was measured in the range of 0-0.3 µm/yr in the absorber and 0.2-0.6 µm/yr in the 

stripper. Additionally, Hjelmaas et al.29 studied the corrosion resistance of SS316L using 

coupons in the 2015 test campaign in the TCM DA Amine Plant in Mongstad. The results 

indicate acceptable levels of corrosion for the stainless steel but do not provide precise 

corrosion rates below 100 µm/yr likely because of uncertainties at lower concentrations. 

Cousins et al.28 performed a coupon corrosion study in the Tarong CO2 capture pilot 

plant working with a coal-fired power plant flue gas. Coupons of various metals, 

including SS316L and SS316LW, were installed in 8 different locations in the plant, of 

which 5 in the absorber and 3 in the stripper. At each location, 3 coupons of the same 

metal were installed to assess the experimental variance. The plant was operated using 

30 wt% MEA, and the coupons were exposed for 745 h. The average conditions over 

this period, such as temperature and CO2 loading of the solvent, were reported for the 

locations. Weight analysis of the SS316L coupons shows that the corrosion rate is 

approximately 0.5 µm/yr to 3.0 µm/yr. 

The observed corrosion rates in the Tarong pilot plant agree with those reported in the 

campaigns at NCCC and TCM. Given the comprehension of the corrosion study by 

Cousins et al.28, it has been selected to model corrosion rates for SS316L as a function 

of temperature and CO2 loading.  
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7.3.1.2 Modeling Approach 

The corrosion rate prediction model is based on the multi-step approach by Roij et al.21, 

in which the corrosion rate is initially estimated using isocorrosion curves. This initial 

estimate is then adjusted by applying a set of correction factors that account for the 

influences of temperature, CO2 loading, wall shear stress, and impurities. The corrosion 

rates obtained from the Tarong pilot plant coupon campaign already include data 

regarding temperature and CO2 loading. Additionally, the wall shear stress effects 

observed around the coupons can be considered representative for other equipment 

within the plant. As a result, only a correction factor for the impurities, degradation 

products in this case, has to be considered. A more detailed discussion regarding the 

determination of this correction factor is given in section 7.3.1.5. 

An expression for the corrosion rate as a function of temperature and CO2 loading can 

be developed, although some challenges remain. Replicates at each location revealed 

significant experimental uncertainty, and the observed trends regarding CO2 loading and 

temperature are not convincing. A significantly higher corrosion rate is only observed 

near the bottom of the stripper. In addition, the data is correlated with loading and 

temperature, as high temperatures are linked with lower CO2 loadings.  

Due to these issues, it is challenging to create an accurate model that captures the actual 

corrosion mechanism. Therefore, a simple model with linear dependencies on both 

temperature and loading has been fitted, resulting in predictions resembling those of 

linear interpolation. It is important to note that linear behavior is not necessarily expected 

as experimental studies have identified an exponential relationship between the 

temperature and corrosion rate27,33. The regressed rate equation is given in Eq. 7.2. The 

corrosion rate is given in µm/yr, the temperature (𝑇) in K, and the CO2 loading (𝛼) in 

mol CO2/mol MEA. The corrosion rate in µm/yr can be expressed in mol/m2/s using 

equation Eq. 7.3. Here 𝑓𝐹𝐸  represents the weight fraction of iron in stainless steel, 

typically 0.665 for SS316. 

 

7.3.1.3 Exposed Surface Area 

The surface area exposed to the solvent is determined using characteristic lengths and 

areas for the equipment. The exposed surface area of the structured packings in the 

absorber and stripper columns is not expected to be equal to the interfacial area of the 

packing since complete wetting of the packing is likely not achieved. Therefore, the 

 𝑅𝐶,𝜇𝑚 = −1.8 + 0.013 𝑇 − 3.45 𝛼 Eq. 7.2 

 
𝑅𝐶,coupon = 𝑅𝐶,𝜇𝑚 · 10

−6
𝑚

𝜇𝑚
 ·

1

3600 · 8766

𝑦𝑟

𝑠
·
𝜌𝑆𝑆316
𝑀𝑊,𝑆𝑆316

· 𝑓𝐹𝐸 Eq. 7.3 
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exposed surface area is assumed to be equal to the apparent interfacial area. This area 

represents the actual contact area between the gas and liquid phases and is estimated 

using the correlation by Billet and Schultes34 .  

Since a plate heat exchanger is used to exchange heat between the rich and lean solvent 

flows, the exposed metallic surface area is assumed to be equal to twice the exchange 

area in the exchanger because each plate is exposed on both the lean and rich sides. The 

surface area in the reboiler has been estimated by roughly approximating the heat transfer 

area using the energy duty, an approach temperature of 10 °C, and an overall heat transfer 

coefficient of 3000 W/m2/K35. Depending on the process and available heat sources, the 

reboiler design may differ. 

7.3.1.4 Corrosion Rates in the Process 

Using the corrosion model in Eq. 7.2 and the corrosion contact area estimates, the 

corrosion rates in the coal-fired base case capture plant can be evaluated. An overview 

of the distribution of corrosion is shown in Figure 7.6. Most iron is predicted to originate 

from the columns, and in particular, the structured packing. Most of the remaining iron 

originates from the heat exchanger. 

Although temperatures are higher in the stripper and higher corrosion rates are expected, 

the absolute amount of corrosion in the stripper is lower than in the absorber. Figure 7.7 

shows the predicted corrosion rate in both columns as a function of the packing depth. 

Corrosion rates in the stripper are generally higher, except at the top of the packing, 

where the stripper temperatures are low. However, a smaller overall surface area is 

exposed to the solvent in the stripper because the column diameter and packing height 

are smaller than those of the absorber column. 

The total rate in the plant is predicted to be around 6.4 mg Fe/L/day. This rate is 

significantly larger than those observed in pilot plants. Cousins et al.28 reported an iron 

  

Figure 7.6: Predicted corrosion rates of iron 

in mg of iron per liter of solvent in various 

parts of the process. 

Figure 7.7: Predicted corrosion rates in the 

absorber and stripper packing as a function 

of the packing depth. 
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concentration of 1.5 mg/L of solvent after approximately 7 days of operation in the 

Tarong CO2 capture pilot plant. Iron concentrations of around 60 mg/L were observed 

by Moser et al.9 in the Niederaussem pilot capture plant after 300 days of operation. The 

solvent inventory in the pilot plants may have been relatively large to offer enough 

flexibility for running case studies, but even in this case, the model over-predicts the 

concentration of iron in the solvent significantly. It is also a possibility that the corrosion 

coupons were installed in locations with above-average exposure conditions, which 

resulted in relatively high corrosion rates. 

Given that the simulated process is a pilot scale capture plant, the corrosion rate in a 

full-scale plant may be lower if the solvent holdup volumes scale faster with size than 

the surface areas of the equipment. However, this effect is expected to be limited since 

most of the corrosion is predicted to occur in the structured packings. The surface area 

exposed to the solvent in these packings should be proportional to the solvent flow rate. 

7.3.1.5 Modeling the Influence of Degradation Products 

The corrosion model, derived from the coupon results by Cousins et al.28, reflects the 

average corrosion rate throughout the entire campaign. However, the hypothesis for this 

scenario suggests that corrosion rates will be initially low, gradually increasing as 

degradation products are formed. As the corrosion rates cannot be measured during the 

campaign, their dependency on the concentration of degradation products is unknown. 

For this reason, several dependencies are investigated to see if observations in pilot plant 

campaigns can be explained. 

As HSS, such as organic acid degradation products, are considered to have the largest 

influence on the corrosivity27, it is assumed only these affect the corrosion rates, and 

other degradation products are assumed to have no effect. The oxidative degradation 

model for MEA that is used in this work accounts for the depletion of MEA and dissolved 

O2 but does not predict the rates of degradation compound formation. The complex 

nature of oxidative degradation mechanisms makes such predictions challenging. 

Therefore, we rely on experimental degradation data to estimate the formation rate of 

HSS. In the absence of flue gas impurities, the primary sources of HSS are the organic 

acids formed during oxidative degradation. 

An analysis conducted by Vevelstad et al.36 on the degraded solvent revealed that the 

identified organic acids, including formic and oxalic acid, constituted approximately 

10% of the molar equivalent of degraded MEA in the experiment conducted at 65 °C 

and with an O2 concentration of 21 vol-%. Similar stoichiometric ratios were reported 

by Sexton et al.5 and da Silva et al.37. Therefore, this work assumes that 10% of the 

degraded MEA is converted into HSS. Given that formic acid is the most prevalent 

organic acid, the molar mass of formic acid is used to convert the molar concentration 

of HSS into weight fractions. This work does not include flue gas impurities, such as 
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SO2 and NOx, which could also lead to the formation of HSS and increase the corrosivity 

of the solvent. 

To predict the corrosion rate of SS316 as a function of the concentration of HSS, Eq. 7.4 

is proposed. The predicted corrosion rate that is based on the average coupon results 

(𝑅𝐶,coupon) is multiplied with a correction factor (𝑓HSS). Given that the corrosion rate of 

the coupons is the average rate, a lower rate is expected for a clean solvent, and an above-

average rate is expected for the degraded solvent. Optimally, the dependency of the 

correction factor on the concentration of HSS would be tuned such that the cumulative 

corrosion during the campaign matches the final weight loss of the corrosion coupons. 

However, since the concentration of HSS is only reported for the solvent at the end of 

the campaign, respectively 0.44 wt%28, it is not possible to get an overview of the state 

of degradation of the solvent during the campaign. Therefore, it is assumed that the 

production rate of HSS is constant and its concentration will increase linearly. This 

assumption will be checked and discussed together with the results. 

 𝑅𝐶,HSS = 𝑅𝐶,coupon · 𝑓HSS Eq. 7.4 

 

 𝑓HSS = 𝑎 · 𝑐HSS
𝑛 + 𝑏 Eq. 7.5 

 

The HSS correction factor 𝑓HSS is described by Eq. 7.5. Here 𝑛 is the order that describes 

the dependency of the rate on the degradation products, 𝑎 is a scaling factor, and 𝑏 is the 

offset. The correction factor is assumed to be independent of other process conditions, 

such as temperature and CO2 loading. Since no corrosion rate data is available for SS316 

in the absence of degradation products, the initial corrosion rate is assumed to be 

negligible and the offset b is set to 0. This assumption maximizes the effect the 

 

Figure 7.8: Predicted corrosion rates as a 

function of HSS concentration for SS316 for 

various orders (n) at 100 °C and a CO2 

loading of 0.2. 
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concentration of HSS has on the corrosion rate and should show a similar effect to those 

observed in pilot plants if the hypothesis of a corrosion rate-limited mechanism is 

correct. Next, for each investigated corrosion order, the scaling factor (𝑎) is adjusted to 

ensure the average value for the correction factor over the HSS concentration range (0 – 

0.44 wt-%) is equal to 1  

The corrosion rates for the various corrosion orders (𝑛) as a function of the concentration 

of HSS are given in Figure 7.8. When the corrosion order is larger than unity, the 

corrosion rate will be low when the concentration of HSS is low but it increases 

significantly as more HSS are formed. The area under each of the graphs from 0 to 

0.44 wt-% is the same for every corrosion order and averages out at the corrosion rate 

based on the coupon results. 

7.3.1.6 Dynamic Impact of Corrosion Rates 

The degradation rate as a function of the campaign time is shown in Figure 7.9. The 

predicted degradation rates are significantly lower than those observed in the capture 

campaign at Niederaussem9. Consequently, the predicted concentration of degradation 

products is also lower than typically observed for capture campaigns with similar 

durations. 

Initially, no dissolved iron is present and the degradation rate for each of the corrosion 

orders is similar. As degradation products are formed, corrosion begins to occur as 

shown in Figure 7.10. The corrosion rate of the case with corrosion order 0.5 shows a 

stronger initial reaction in the presence of degradation products. As a result, the 

concentration of dissolved iron (as shown in Figure 7.11) increased rapidly from the start 

of the campaign. This causes the oxidative degradation rate to increase and leads to more 

degradation in the absorber and in the overall plant. After around 500 h of operation, the 

additional iron that is dissolved into the solvent causes a smaller increase in the 

degradation rate, which starts to flatten out. 

For the models with a higher corrosion order, the presence of the initial degradation 

products has a less pronounced effect on the corrosion rate and concentration of 

dissolved iron in the solvent. Therefore, more time is required before the degradation 

rates increase. However, the relative difference in degradation rate between the different 

corrosion order models is limited. For this reason, the concentrations of HSS are similar 

during the course of the campaign, as shown in Figure 7.12. The concentration profiles 

of the HSS are close to linear, which validates the assumption made in the model in 

section 7.3.1.5. These linear HSS concentration profiles do not correspond well with the 

observations in the pilots, where the concentration of degradation products only started 

to increase significantly when the concentration of dissolved iron also started to rise. 

The steady increase in the concentration of dissolved iron for the cases with a corrosion 

order of 0.5 and 1 does also not correspond with observations in the pilots. Only the case 

with a corrosion order of 2 shows a mild deflection point after around 42 days of 
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operation. For this scenario to be viable, a high corrosion order would be required, 

meaning corrosion rates remain low initially and start to increase significantly once a 

certain threshold concentration of HSS has been reached. This could perhaps be 

explained by the change in sensitivity of the pH at different concentrations of HSS. 

7.3.2 Scenario 2: Iron Solubility Limited 

This scenario considers the potential corrosion rates in the plant to be significant but 

limits the concentration of dissolved iron based on its solubility in the solvent. Iron may 

precipitate in sections where the solubility of the solvent is limited. As the concentration 

of degradation products and HSS starts to increase due to flue gas impurities or solvent 

degradation, these components may act as chelating agents for iron. The products form 

a complex with dissolved iron, increasing the iron solubility38. The formation of the iron 

  

Figure 7.9: Predicted degradation rate over 

the course of the campaign for the different 

corrosion orders (𝑛). 

Figure 7.10: Predicted corrosion rate over 

the course of the campaign for the different 

corrosion orders (𝑛). 

  

Figure 7.11: Predicted concentration of 

dissolved iron over the course of the 

campaign for the different corrosion orders 

(𝑛). 

Figure 7.12: Predicted concentration of HSS 

over the course of the campaign for different 

degradation product orders (𝑛). 
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complexes may reduce the catalytic activity of the metal for some chelates, thereby 

inhibiting degradation39,40. However, this effect is not considered in this case study. The 

coal-fired power plant capture process with a 30 wt% MEA solvent is also used to study 

this scenario. 

7.3.2.1 Experimental Data on Iron Solubility 

Fytianos et al.41 studied the solubility of ferrous in several amine solvents, including 

MEA. Known quantities of FeSO4 were gradually introduced into a stirred batch reactor 

containing the solvent at regulated temperatures between 25 °C and 60 °C. Samples were 

taken over the course of 72 h and analyzed using a spectrophotometer. The solubility of 

ferrous at 25 °C in MEA was found to be approximately 130 mg/L and decreased with 

an increase in temperature down to around 30 mg/L at 60 °C. The ferrous solubility was 

also measured at 40 °C in a synthetically, oxidatively degraded solution of MEA and an 

increase in solubility of approximately 1.5X was observed. 

Fischer32 performed solubility measurements comparable to those by Fytianos et al.41. 

Key differences were the duration of the experiments (up to 400 h) and the addition of 

Na2CO3 to facilitate the carbonate for the expected FeCO3 precipitation. Concentrations 

were analyzed with ICP optical emission spectroscopy. Although the solubility 

concentrations obtained by Fischer32 differed significantly, similar trends were observed 

with respect to temperature to those by Fytianos et al.41. The solubility of ferrous in MEA 

was found to be 780 mg/L at 25 °C and 8.4 mg/L at 60 °C. Fischer32 also measured the 

solubility of Fe2+ in piperazine solvents that were degraded in the Separations Research 

Program pilot plant and the Tarong pilot plant. The solubility was observed to be 10-

100X higher than in the clean solvent. The author suggests that amine degradation 

products can form complexes with iron, thereby increasing its solubility. 

The experimentally determined solubility of iron is significantly higher than the 

concentrations typically observed in pilot plant campaigns. These high solubility limits 

should not restrict the dissolution of iron into the solvent, and the concentration of iron 

should be controlled by the corrosion rate. In case the solubility limit is reached, the 

concentration of iron is high and only a negligible change in degradation rate is observed 

according to the experimental data by Goff17. Consider two theories that can explain the 

discrepancy between experimental and pilot plant results. 

Firstly, both experimental works indicate that the solubility of iron is negatively 

correlated with temperature but do not measure the solubility at temperatures above 

60 °C. The log-transformed solubility appears to exhibit a linear relationship with 

temperature. When extrapolating up to 120 °C, the temperature typically expected in the 

stripper, the predicted solubilities are approximately 3.5 mg/L and 7.8·10-3 mg/L for the 

data by Fytianos et al.41 and Fischer32, respectively. Even though the solubility of iron is 

higher in other parts of the plant, precipitation in the stripper may cause the effective 
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solubility of iron to be lower. Solubility experiments at increased temperatures could be 

performed to investigate this. 

Secondly, recent in-house experiences indicate that the solubilities are significantly 

lower than predicted by Fytianos et al.41 and Fischer32. The dissolution of 0.5 mM FeSO4 

(±28 mg/L) in a clean 30 wt-% MEA solvent for oxidative degradation experiments was 

challenging, and solid particles often remained suspended until the solvent started to 

degrade. Furthermore, recent experimental work on iron solubility by Stenså42 showed 

significantly lower iron concentrations that were more in line with the observations in 

the pilot. Additionally, recent data from similar in-house solubility tests on synthetical, 

oxidatively degraded MEA showed an iron solubility of around 230 mg/L. At this point, 

0.3 mol/L of the initial MEA had been degraded. Assuming a 10% conversion into HSS, 

as discussed in section 7.3.1.5, this equals an HSS concentration of 30 mol/m3.  

To investigate the effects of a solubility-limited system, several assumptions are made. 

The solubility in the initial solvent is low, starting at 1.0 mg/L, and increases with the 

concentration of degradation products. Similar to the corrosion limited scenario, several 

solubility orders will be evaluated to test the different dependencies using Eq. 7.6. Here 

𝑛 is the solubility order, 𝑏 is the offset (1 mg/L), and 𝑎 is the scaling factor that is 

adjusted to ensure the solubility at an HSS concentration of 30 mol/m3, which is 230 

mg/L. 

 𝑐sol = 𝑎 · 𝑐HSS
𝑛 + 𝑏 Eq. 7.6 

 

Initially, the concentration of iron is dictated by the corrosion rate in the system. This 

rate is determined using Eq. 7.2, which describes the average corrosion rates according 

to the weight loss on the corrosion coupons by Cousins et al.28. When the solubility limit 

of the iron is reached, its concentration is now dictated by Eq. 7.6. The iron solubility is 

modeled to be independent of temperature. The solubility of iron as a function of the 

HSS concentration for the different solubility order cases is given in Figure 7.13. 

7.3.2.2 Dynamic Impact of Iron Solubility 

The predicted overall degradation rate in the process is shown in Figure 7.14. At the start 

of the campaign, the corrosion causes the concentration of iron to increase up to 

1.0 mg/L, which is the initial solubility limit of the clean solvent. As a result, oxidative 

degradation is catalyzed, and the overall degradation rate increases to around 

130 g MEA/ton CO2. This rapid increase may partially explain the difference between 

the initial degradation rates in the Niederaussem pilot plant and those predicted by the 

degradation model in the absence of iron in section 5.1.1. Contamination of the solvent 

with a limited amount of iron may already significantly catalyze oxidative degradation. 

As the solvent degrades and the iron solubility increases, it is no longer saturated with 

iron, and the corrosion rate becomes limiting. This transition is illustrated in Figure 7.15, 
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where the increase in iron concentration is constant and the order case profiles are 

parallel after 500 hours of operation. In cases with a higher solubility order (e.g. 𝑛 = 4), 

more degradation is required to increase the solubility limit, and the degradation rate is 

constant at the start of the campaign. For these cases, the sudden increase in iron 

concentration and degradation rate corresponds well with the observations in pilot plants. 

However, the following linear increase in iron concentration deviates from pilot 

observations. 

Similarly, the linear concentration profiles for HSS in Figure 7.16 do not correspond 

well since a similar sudden increase would be expected. The difference between the 

initial and final degradation rates remains limited, resulting in a relatively constant 

gradient for these HSS concentration curves. To achieve comparable profiles for the 

degradation products, a more significant increase in the degradation rate is required. 

  

Figure 7.13: Predicted iron solubilities as a 

function of HSS concentration for various 

solubility orders (n). 

Figure 7.14: Predicted degradation rate over 

the course of the campaign for the different 

solubility orders (𝑛). 

  

Figure 7.15: Predicted concentration of 

dissolved iron over the course of the 

campaign for the different solubility orders 

(𝑛). 

Figure 7.16: Predicted concentration of HSS 

over the course of the campaign for the 

different solubility orders (𝑛). 
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7.3.3 Scenario 3: Mass Transfer Limited 

The scenarios discussed up until now appear to predict significantly lower degradation 

rates than typically observed in capture plants 9,12,43. A reason for this could be an 

underestimation of the catalytic potential of the dissolved iron. The increase in NH3 

emissions with increasing iron concentrations in the experiments by Goff17, which 

formed the basis for describing the catalytic effect in the current model, may not reflect 

the actual catalytic dependence. As discussed in more detail in section 6.1, mass transfer 

limitations are expected to be present in sparged reactors, especially when degradation 

is catalyzed. Goff arrived at a similar conclusion when discussing the experimental 

results 17. 

When mass transfer resistances are present, the concentration of dissolved O2 in the 

liquid bulk is expected to drop and, if not accounted for, this will cause the degradation 

rate to be underestimated. Without more details about the experimental setup and 

operating parameters, it is difficult to estimate and compensate for the mass transfer 

limitations. Therefore, this scenario assumes that there is a linear dependency between 

the concentration of dissolved iron and the degradation rate. Based on the initial increase 

in NH3 evolution rate, assuming mass transfer effects were less prominent here, the 

increase in degradation rate is described using Eq. 7.7. Here, 𝑅𝑐𝑎𝑡  is the catalyzed 

degradation rate, 𝑅 is the degradation rate as predicted by the oxidative degradation 

model without the presence of iron, and 𝑐𝐹𝑒 is the concentration of iron in mol/m3.  

 𝑅𝑐𝑎𝑡 = 𝑅(1 + 17.0𝑐𝐹𝑒) Eq. 7.7 

 

There is insufficient data and knowledge on the mechanism behind the catalytic effect 

to either justify or challenge the assumption of the linear dependence of iron with respect 

to the degradation rate. Chi3 as well as Voice and Rochelle15 suggest dissolved metal 

ions decompose organic hydroperoxides that are formed due to the presence of O2, 

resulting in the formation of free radicals that can degrade the amine. An overview of 

these mechanisms is shown in Figure 7.1. If the concentration of iron is increased 

significantly, the production of the hydroperoxides may become limiting, reducing the 

effect of additional iron on the degradation rate. In such a case, the linear dependency of 

the degradation rate on iron concentration no longer applies. 

When applying Eq. 7.7, the degradation rate increases substantially, approximately by a 

factor of 16, at an iron concentration of 50 mg/L. At this point, the accelerated 

degradation rate may result in the depletion of dissolved O2 within the liquid bulk, 

despite the efficient mass transfer in the structured packing. Mass transfer limitations 

can become a significant factor, similar to those observed in agitated bubble reactor 

experiments detailed in section 6.1. Consequently, the oxygen supply from the gas phase 

into the solvent becomes the determining factor for degradation rates. This phenomenon 

has also been discussed Goff et al.4 and Closmann44. 
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7.3.3.1 Mass Transfer Metrics 

A pair of metrics will be introduced to quantify and understand the mass transfer 

behavior in the structured packing. The dimensionless Hatta number (𝐻𝑎)45 is used to 

describe the maximum possible conversion in the liquid transfer film per m2 over the 

maximum possible flux through the transfer film (in absence of a reaction) and is given 

in Eq. 7.8. Here 𝑅𝑂2 is the reaction rate of O2 in mol/m3/s, 𝛿𝐿 the thickness of the mass 

transfer layer in m, 𝐷𝑂2  the diffusion coefficient of O2 in the solvent in m2/s, 𝑘𝑟  the 

reaction rate coefficient in (m3/mol)n/s, 𝑐𝑂2,𝑖 the concentration of O2 in the solvent at the 

interface in mol/m3, and 𝑘𝐿 the mass transfer coefficient on the liquid side in m/s. A 

Hatta number that is larger than unity indicates a fast reaction as compared to the mass 

transfer rate, where mass transfer is enhanced and the bulk concentration approaches 

zero. 

A second metric is the Hinterland ratio (𝐻𝑖), which describes the ratio between the total 

solvent volume over the solvent volume in the mass transfer film at a location in the 

packing. The Hinterland ratio is given by Eq. 7.9, where 𝑉𝐿 is the liquid volume in m3, 

𝑎int the interfacial area in m2/m3, and 𝑉tot the total volume that corresponds with the 

convention for the interfacial area. For cases where the Hatta number is small and the 

reaction primarily occurs in the bulk, the conversion capacity of the bulk can be 

evaluated by multiplying the ratio between the liquid volume in the bulk over the liquid 

volume in the film (𝐻𝑖 − 1 ) with 𝐻𝑎2 . A high result for (𝐻𝑖 − 1)𝐻𝑎2  indicates 

sufficient bulk capacity and mass transfer limitations, whereas a result well below unity 

indicates the bulk is saturated with O2. 

 
𝐻𝑎2 =

𝑅𝑂2𝛿𝐿
𝐷𝑂2
𝛿𝐿
(𝑐𝑂2,𝑖 − 0)

=
1.3𝑘𝑟𝑐𝑀𝐸𝐴𝑐𝑂2,𝑖

𝑛 𝐷𝑂2
𝑘𝐿
2𝑐𝑂2,𝑖

 
Eq. 7.8 

 

 
𝐻𝑖 =

𝑉𝐿,tot
𝑉𝐿,film

= 1 +
𝑉𝐿,bulk
𝑉𝐿,film

= 1 +
𝑉𝐿,bulk𝑘𝐿
𝑉tot𝑎int𝐷𝑂2

 Eq. 7.9 

 

7.3.3.2 Results 

The predicted degradation rates in the capture process are given in Figure 7.17 as a 

function of the concentration of dissolved iron. The extent of oxidative degradation in 

the absorber packing increases significantly and is responsible for most of the 

degradation in the process. While oxidative degradation rates in the absorber sump and 

heat exchanger also rise, the dissolved O2 availability in the rich solvent and the extent 

of degradation remain constant. With increasing degradation rates, a higher consumption 

of dissolved O2 occurs in the sump, leading to lower concentrations of dissolved O2 in 

the heat exchanger. 



Chapter 7: Role of Iron and Solvent Management 

175 

 

Although the oxidative degradation rate was modeled to be linearly proportional to the 

concentration of iron in the solvent, the oxidative degradation in the absorber packing 

flattens out with increasing iron concentration. This effect arises due to mass transfer 

limitations and is illustrated by Figure 7.18, which shows the predicted O2 concentrations 

at the interface and in the liquid bulk at the temperature peak in the absorber. Due to the 

temperature effect on the reaction kinetics, mass transfer limitations are expected to be 

most prominent at this point in the absorber. Initially, the dissolved O2 concentration in 

the liquid bulk closely mirrors the concentration at the interface, which is assumed to be 

in equilibrium with the gas phase. However, as iron concentration increases, a growing 

gradient emerges between these concentrations, indicating the growing significance of 

mass transfer limitations. 

Although the reaction rate increases, the degree of reaction in the film remains limited 

as can be seen by the Hatta number at the temperature peak in Figure 7.19. The mass 

transfer capacity prevails over the reaction capacity in the liquid film, thereby limiting 

the potential for enhanced mass transfer due to O2 consumption in the film. However, as 

the concentration of iron and degradation rate continue to rise, mass transfer 

enhancement is expected to become increasingly influential. The (𝐻𝑖 − 1)𝐻𝑎2 metric is 

shown in Figure 7.20 and illustrates the transition from a reaction rate limited (<< 1) to 

a mass transfer limited (>> 1) system. 

The predicted degradation rates in the process are significantly higher than those 

predicted in the other scenarios and are more in line with observations in pilot plants. 

Moser et al.9 quantified the amine loss by degradation in the lignite-fired power plant 

capture pilot at Niederaussem and found a rate of 210 g MEA/ton CO2 at the start of the 

campaign, which increased to an average of 660 g MEA/ton CO2. The concentration of 

dissolved iron was measured to be around 62 mg/L before the solvent was replaced. 

Although the public availability of process data, such as the type of structured packing 

and the packing height of the absorber, is limited, the predictions correspond relatively 

well with observed degradation rates. 

The rate of thermal degradation is not dependent on the concentration of dissolved iron 

and remains constant. As a result, the contribution of thermal degradation to the overall 

degradation decreases significantly as the concentration of iron increases. Although the 

overall degradation rate is more in line with observations in the pilot, the distribution of 

oxidative and thermal degradation may no longer correspond. To illustrate, da Silva et 

al.37 found that thermal degradation accounts for approximately 20% of the overall 

degradation. 
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Figure 7.17: Degradation in the coal-fired 

power plant capture case as a function of 

dissolved iron concentration for the linear 

catalyzation profile. 

Figure 7.18: Concentration of dissolved O2 

at the interface and in the liquid bulk at the 

temperature peak in the absorber (at a depth 

of around 2 m). 

  

Figure 7.19: Hatta number at the temperature 

peak in the absorber (at a depth of around 2 

m) as a function of the dissolved iron 

concentration. 

Figure 7.20: (Hi-1)Ha2 metric at the 

temperature peak in the absorber (at a depth 

of around 2 m) as a function of the dissolved 

iron concentration. 

7.3.3.3 Absorber Profiles 

Figure 7.21 to Figure 7.24 show the mass transfer metrics in the absorber packing in the 

case with 75 mg/L of dissolved iron. The Hinterland ratio and volumetric mass transfer 

coefficient show a dependency on temperature, resulting in respectively a minimum and 

maximum around the temperature peak. The (𝐻𝑖 − 1)𝐻𝑎2 metric changes significantly 

throughout the absorber column. The upper and lower segments, characterized by 

relatively low temperatures, are predominantly limited by reaction rate, while the 

remainder of the absorber packing is primarily constrained by mass transfer, which is 

also evident in Figure 7.25 and Figure 7.26. 
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Figure 7.21: Hinterland ratio as a function of 

the absorber packing depth (not influenced 

by iron concentration). 

Figure 7.22: Volumetric mass transfer 

coefficient (𝑘𝐿𝑎) as a function of the 

absorber packing depth (not influenced by 

iron concentration). 

  

Figure 7.23: Hatta number as a function of 

the absorber packing depth at an iron 

concentration of 75 mg/L. 

Figure 7.24: (Hi-1)Ha2 metric as a function 

of the absorber packing depth at an iron 

concentration of 75 mg/L. 

  
Figure 7.25: Concentration of dissolved O2 at 

the interface and in the liquid bulk as a 

function of the absorber packing depth at an 

iron concentration of 75 mg/L. 

Figure 7.26: Liquid bulk O2 saturation as a 

function of the absorber packing depth at an 

iron concentration of 75 mg/L. 
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7.4 Solvent Management and Reclaiming 

To investigate the effectiveness of continuous reclaiming, a dynamic degradation model 

considering both scenarios 1 and 3 discussed in the previous sections is used. The 

corrosion rate is a function of the concentration of HSS in the solvent, and this 

dependency is described using a corrosion factor (𝑛) of 2. The degradation rate is linearly 

proportional to the concentration of dissolved iron according to equation Eq. 7.7. Mass 

transfer effects in the structured packing in the absorber are accounted for and will limit 

degradation rates when high iron concentrations are present. 

A continuous black-box reclaimer is modeled, which takes a solvent side stream and 

removes dissolved iron and degradation products, such as HSS. All iron is assumed to 

be removed, whereas a 5% carryover is taken for the degradation products. Overall, 95% 

of the MEA that enters the reclaimer, either free or part of a HSS is recovered. The 

turnover time is used to express the size of the side stream and denotes the time required 

for the entire plant solvent volume to pass through the reclaimer once. Operation with 

various turnover times has been investigated and the results are given in Figure 7.27 to 

Figure 7.30. A turnover time of 15 days is roughly equivalent to a 0.10% slip stream. 

When the process is operated without continuous reclaiming, a deflection point is clearly 

visible after approximately 40 days. The corrosion rates and, consequently, the 

concentration of dissolved iron increase rapidly, resulting in significantly higher 

degradation rates and increased concentrations of HSS. The deflection point is more 

pronounced here than in scenario 1 (section 7.3.1) and corresponds well with the 

observed behavior in the pilot plants. The combination of HSS concentration-dependent 

corrosion rates and increased catalytic degradation rates may, therefore, give a good 

reflection of reality. 

Continuous reclaiming reduces the degradation rates in the absorber both directly 

through the removal of dissolved iron and indirectly through the removal of HSS, which 

results in lower corrosion rates. When the turnover time is significant (50 or 30 days), 

the effect of reclaiming is visible, but a degradation run-away still occurs later in the 

campaign. Steady-state degradation appears only to occur when the turnover time is 

reduced to 10 days. At this point, the dissolution rates of iron and the production rates 

of HSS do not exceed the removal rates in the reclaimer. When the turnover time is 

increased (20 days), there seems to be no initial effect on the process dynamics. 

However, the imbalance in corrosion, degradation, and removal rates will eventually 

lead to a run-away. 

With a turnover time of 50 h and a 95% MEA recovery in the reclaimer, around 

1.2 kg MEA/ton CO2 captured is lost in the reclaimer waste. This loss is proportional to 

the flow rate into the reclaimer and will be more significant at lower turnover times. 

Therefore, it is unlikely a short-term reduction in overall solvent loss is observed when 

the continuous reclaimer is active. The reclaiming will free some of the deactivated MEA 
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from the HSS and can keep the degradation rates in the process stable by removing 

products and dissolved metals. 

The minimum turnover time needed for steady operation depends on the sensitivity of 

the corrosion rate on the concentration of HSS and the sensitivity of the degradation rate 

on the concentration of iron. Although similar trends are expected for real capture 

processes, the actual minimum turnover time is expected to deviate from the prediction 

in this case study. A good understanding and quantification of accelerated corrosion and 

catalytic degradation is required to determine these minimum reclaiming requirements. 

  

Figure 7.27: Predicted degradation rate in the 

capture process with continuous reclaiming, 

operated at varying turnover times. 

Figure 7.28: Predicted corrosion rate in the 

capture process with continuous reclaiming, 

operated at varying turnover times. 

  

Figure 7.29: Predicted concentration of 

dissolved iron in the capture process with 

continuous reclaiming, operated at varying 

turnover times. 

Figure 7.30: Predicted concentration of HSS 

in the capture process with continuous 

reclaiming, operated at varying turnover 

times. 
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7.5 Conclusions 

It is unlikely that the corrosion rates limit the dissolution of iron into the solvent. Based 

on the corrosion rates determined by Cousins et al.28 in the Tarong pilot plant based on 

corrosion coupon weight losses, the predicted average increase in iron concentration in 

a capture plant would be around 6.4 mg Fe/L/day, given that SS316 is used as a 

construction material. Despite the high observed corrosion rates, the concentration of 

dissolved iron remained around 1.0 mg/L in the solvent over the course of the 

campaign28. Furthermore, the predicted concentration profiles for HSS and dissolved 

iron do not have a clear deflection point and, therefore, do not correspond well with 

observations in pilot plants. 

A low iron solubility in the fresh solvent could be an explanation for the stable and low 

concentration of dissolved iron in the Tarong pilot plant. The deflection point observed 

in other pilots could be explained by an increase in iron solubility, however, the order 

with respect to the concentration of HSS has to be large to obtain comparable profiles. 

Additional experimental research should be conducted to determine the solubility of 

metals at higher temperatures and in degraded solvents. Solvent from a capture plant 

would be preferred over an artificially degraded solvent as the composition of this 

solvent would be a better reflection of reality. The metal solubility should be measured 

as a function of solvent degradation or the concentration of several common degradation 

products. 

When the degradation rate is assumed to continue to increase proportional to the 

concentration of dissolved iron, the degradation rates in the process become significant 

and come in the range of those observed in pilot plants. Mass transfer resistances for O2 

become more significant and begin to dictate degradation rates in the absorber packing. 

Due to the large increase in oxidative degradation, the contribution of thermal 

degradation to the overall degradation becomes negligible. This behavior is not observed 

in pilot plants, and the model, which is based on scenarios 1 and 3, may not fully 

represent the actual degradation mechanisms. 

More detailed quantification of the catalytic effect of dissolved metals, in particular iron, 

should be a priority for further research since a better quantification of this relationship 

may result in a better understanding of the degradation rates and dynamics in the process. 

The high degradation rates that occur when iron is present lead to significant mass 

transfer limitations in the traditional sparged reactor experiments and accurate 

quantification of the degradation rates is challenging. Therefore, reactors that feature 

more intensive contact between the gas and liquid phases and substantially increase the 

available surface area per volume of solvent should be designed and used to quantify the 

catalytic effects of iron. 
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Chapter 8: Conclusions and Future Research 

This thesis focused on the development of kinetic degradation models to describe solvent 

degradation in amine-based CO2 capture plants. The work predominantly involved 

models for 30 wt% aqueous MEA, as it is one of the most well-studied and characterized 

solvents in the field. In this chapter, a general overview of the conclusions is given, but 

a more detailed discussion can be found at the end of the respective chapters. 

In chapters 2 and 3, a kinetic model was successfully developed to predict the thermal 

degradation of MEA. The degradation model was found to have an average relative 

deviation of 17.5%, most of which was caused by uncertainty in the experimental data. 

As such, an increase in model parameters had a limited effect on the performance of the 

model, and a reduced experimental uncertainty is required to improve its accuracy. This 

can be achieved by more detailed reporting of experimental conditions, measured or 

expected uncertainties, and solvent composition, both initially and during the 

experiment. Overall, the degradation model made sensible predictions for the formation 

and consumption of reaction intermediates and products, with trends that are in 

agreement with experimental observations. The concentrations of some degradation 

products deviate significantly from measurements in cyclic systems, indicating that 

interactions between oxidative and thermal mechanisms are most likely at play. These 

interactions should be studied in more detail in future experiments. 

Chapters 4 and 5 focused on the development of an oxidative degradation model for 

MEA and the evaluation of degradation in various carbon capture processes. The use of 

agitated bubble reactors to measure oxidative degradation was discussed and the mass 

transfer coefficient of O2 in these reactors was estimated. The results showed that mass 

transfer resistances play an important role and may limit degradation rates, especially at 

higher temperatures or in the presence of dissolved metals that catalyze degradation. In 

addition, the influence of CO2 loadings on the solubility of O2 was found to significantly 

influence the predicted degradation rates. Therefore, it is important to consider these 

effects when developing degradation models and using experimental data to make 

predictions in the actual process, where the exposure conditions and role of mass transfer 

limitations can differ. 

Considering these effects, an oxidative degradation model for MEA was developed, and, 

combined with the thermal degradation model, solvent degradation was predicted in 

typical capture processes. This evaluation showed that most of the amine was consumed 

through oxidative degradation, which was most prevalent in the absorber packing. The 

composition of the flue gas has an important influence on the degradation rates and 

distribution throughout the process. An increase in CO2 content will lead to increased 

absorber temperatures, resulting in higher degradation rates. An increase in O2 

concentration, on the other hand, will result in a higher concentration of dissolved O2 in 

the rich solvent that causes more indirect oxidation upon heating in the heat exchanger. 
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Absorber intercooling is found to be one of the most effective mitigation strategies, as 

long as it can be realized without significantly increasing solvent residence times in the 

absorber. Dissolved O2 removal can be a viable mitigation strategy, but its effectiveness 

depends on the initial contribution of indirect oxidation and the residence time and 

temperature of the solvent before removal. A reduction in solvent residence times only 

resulted in reduced thermal degradation and had a limited effect on the overall 

degradation. The catalytic effect of dissolved metals is anticipated to primarily increase 

degradation rates in the absorber packing and the effectiveness of intercooling is 

expected to increase in case catalytic degradation occurs. 

Absorption-based capture processes that operate at higher capture efficiencies are 

expected to experience increased solvent degradation. This is caused by increased 

oxidative degradation, as a result of an increased packing height or solvent flow rate, 

and by increased thermal degradation, when higher stripper temperatures are required to 

obtain lower lean loadings. The discussed process modifications aimed at reducing 

degradation, such as absorber intercooling or a reduction in stripper and reboiler 

residence time, can help to limit the extent of degradation in high-efficiency capture 

processes. 

Chapter 6 discussed the design, construction, testing, and initial operation of a new type 

of degradation reactor that aims to address the shortcomings of agitated bubble reactors 

and provide data to develop more accurate degradation models. Experiments in the new 

reactor showed that oxidative degradation rates were significantly higher than those 

observed in agitated bubble reactors at identical temperatures and gas compositions. This 

is expected to be caused by lower mass transfer resistances in the new reactor resulting 

in higher concentrations of O2 in the solvent. However, traces of metal impurities were 

found in the analyzed solvent samples, which could have catalyzed the degradation 

reaction, despite their low concentrations. Therefore, a more thorough cleaning of the 

setup is recommended to prevent contamination in future experiments.  

Oxidative degradation experiments could be run at stable conditions for extended 

periods and both solvent degradation and the production of degradation products could 

be quantified. Water loss was significant and, despite good quantification using a 

potassium carbonate tracer, improvements that limit the extent of water loss are 

recommended. Promising results were obtained when using inerts to test the thermal 

loop, which serves the purpose of also exposing the solvent to thermal degradation. 

However, operational challenges were encountered when solvent was introduced. These 

challenges should be addressed with some minor modifications and the combined 

oxidative and thermal degradation should be studied in more detail. In addition, the effect 

of the concentration of metals on the oxidative degradation rate should be studied 

through the controlled addition of metals. 

Chapter 7 focused on different aspects related to the role of dissolved iron in capture 

processes. An overview was presented of the available data in the literature on the 
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catalytic effect of iron on degradation, as well as on the influence of the concentration 

of degradation products and HSS on the corrosion rates and iron solubility. Several 

hypothetical scenarios that describe the presence and role of iron were proposed and 

investigated using models developed based on the available data in the literature. None 

of these scenarios can fully describe the observed behavior in pilot plants alone but a 

combination of several scenario models is able to reproduce profiles and trends in pilot 

plants. The effect of the concentration of HSS on corrosion rates and iron solubility, as 

well as mass transfer limited degradation rates in the absorber packing, are expected to 

play a role. More research is required to gain a better understanding of these effects and 

quantify them to develop models that can be used in the framework. 

Overall, it has proven challenging to develop a degradation framework that can capture 

the many complexities related to solvent degradation in absorption-based capture 

processes. Although this work has provided insight into the distribution of degradation 

in processes and the effect of various process modifications and mitigation strategies, 

more research and experimental studies are required to better capture these complexities 

and describe the mechanisms at play in the capture plant. The development of accurate 

degradation models for other solvents or blends, whose degradation has been studied to 

a lesser extent than MEA, the case study solvent for this work, will prove challenging, 

and the predictive accuracy of these models will be limited. The characterization of these 

solvents should be performed thoroughly and with both process conditions and model 

development requirements in mind. 
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