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Abstract

Injection vulnerabilities have long posed a substantial challenge for developers
and society at large, particularly as the Internet has become an integral part of our
daily lives. These vulnerabilities enable attackers to potentially read, modify, and
delete sensitive data, disrupt services, and even execute harmful commands within
the exploited application or the operating system. Despite being a long-standing
security issue [1], current cybersecurity education primarily focuses on exploiting
these vulnerabilities, often with limited or no attention to defence and mitigation.
This master thesis seeks to bridge this gap by creating a learning environment
which offers guidance on both discovering and remedying injection flaws, and
provides learners with valuable support throughout their educational journey.

In this study, an educational artefact with hands-on exercises and automated
hint provision was developed to explore the impact of automated hint generation
during offensive cybersecurity exercises. By comparing the learner’s inject with
all known correct solutions and utilising machine learning the artefact generates
hints for each individual. Analysing user log data, including injects, time spent,
and objectives completed, between groups with and without hints, to assess the
effectiveness of the artefact. As well as assessing the learners’ knowledge through
surveys, to further evaluate the effect of the artefact. Results from questionnaires
are used to assess perceived learning experience and identify areas of improve-
ment. All this is done in order to comprehensively evaluate the artefact.

While the generated hints had no significant impact on learning outcomes or
provided any benefits, all participants showed improvement from pre-survey to
post-survey, suggesting an overall impact of the learning environment. While res-
ults showed no significant differences, participants in the control group expressed
the belief that hints could be beneficial. The results are overall inconclusive be-
cause of technical issues during testing resulted in limited data, and uncertainties
in regards to the data’s validity and reliability. Therefore, future works needs to
optimise hint generation, test anew, and reevaluate the artefact on a larger scale
to draw conclusive findings.
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Sammendrag

Injeksjonssårbarheter har lenge utgjort en betydelig utfordring for utviklere og
samfunnet generelt, spesielt siden Internett har blitt en integrert del av hverd-
agen vår. Disse sårbarhetene gir angripere muligheten til potensielt lese, endre
og slette sensitiv data, forstyrre tjenester og til og med eksekvere skadelige kom-
mandoer i den utnyttede applikasjonen eller operativsystemet. Til tross for å være
et langvarig sikkerhetsproblem [1], fokuserer dagens opplæring innen cybersik-
kerhet primært på utnyttelse av disse sårbarhetene, ofte med begrenset eller in-
gen tanke på forsvars- og motvirkningstiltak. Denne masteroppgaven søker å tette
dette gapet ved å skape et læringsmiljø som tilbyr veiledning i både å oppdage og
fikse injeksjonsfeil, og gi elevene verdifull støtte gjennom hele læringen.

I denne studien ble det utviklet et pedagogisk artefakt med praktiske oppgaver
og automatiske hintgivning for å undersøke effekten av automatisk hintgenerer-
ing under offensive cybersikkerhetsoppgaver. Ved å sammenligne elevens injeks-
jon med alle kjente riktige løsninger og bruk av maskinlæring genererer artefaktet
hint til hver enkelt. Analyse av brukerloggdata, inkludert injeksjoner, tid brukt og
fullførte oppgaver, mellom grupper med og uten hint, for å vurdere effektiviteten
til artefaktet. I tillegg til kartlegging av kunnskapen til elevene før og etter gjen-
nom undersøkelser for å ytterligere vurdere effekten til artefaktet. Resultater fra
spørreskjemaer er brukt for å vurdere elevenes læringsopplevelse og identifisere
forbedringsområder for artefaktet, for å helhetlig evaluere artefaktet.

Selv om de genererte hintene ikke hadde noen signifikant innvirkning på læring-
sutbytte eller ga noen fordeler, viste alle deltakerne forbedring fra forhåndsun-
dersøkelsen til etterundersøkelsen, noe som antyder en påvirkning som følge av
læringsmiljøet. Mens resultatene ikke viste noen signifikante forskjeller, uttrykte
deltakerne fra kontrollgruppen troen på at hint kunne ha vært nyttig. Resultatene
er generelt uklare på grunn av tekniske problemer under testingen som førte til
begrenset data og usikkerhet til dataens gyldighet og pålitelighet. Derfor må frem-
tidig arbeid optimalisere generering av hint, teste på nytt og reevaluere artefaktet
på en større skala for å trekke avgjørende konklusjoner.
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Chapter 1

Introduction

1.1 Topic Covered by the Project

Injection vulnerabilities have long posed a substantial challenge for developers
and society at large, particularly as the Internet has become an integral part of our
daily lives. The significance is emphasised by its persistent presence in the Open
Web Application Security Project (OWASP) Top 10 Web Application Security Risks,
where injection vulnerabilities have consistently ranked within the top three since
the inception of the list [1].

In 2009, MITRE in collaboration with SysAdmin, Audit, Network, and Security
(SANS) institute created a compiled list of the most common and easily exploited
vulnerabilities, and grouped similar vulnerabilities together [2]. Subsequently,
they weighted the Common Vulnerability Scoring System (CVSS) score, and vul-
nerabilities in Cybersecurity and Infrastructure Security Agency (CISA)’s list of
actively known exploited vulnerabilities into the ranking [3].

1
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Figure 1.1: Injection trend

Figure 1.1 illustrates the evolving landscape of injection vulnerabilities, reveal-
ing a growing number of diverse injection types. The Stack conducted an analysis
of the top 25 vulnerability groups between 2018 and 2022, examining their annual
vulnerability count, as depicted in Figure 1.2. This data underscores the escalat-
ing importance of addressing injection vulnerabilities and the pressing need for
effective mitigation strategies. Furthermore, it highlights the critical role of edu-
cating developers and cybersecurity personnel in understanding, preventing, and
mitigating these vulnerabilities.

Figure 1.2: The Stack’s analysis of vulnerabilities
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For those who are unfamiliar with these types of vulnerabilities, acquiring know-
ledge about how to discover and mitigate them can be a significant challenge. Un-
derstanding how injection vulnerabilities manifest in web applications and how to
effectively mitigate them is essential for their eradication. With the increasing use
of Artificial Intelligence (AI) in code generation, it’s become evident that AI sys-
tems do not always prioritise security [4]. However, if asked if the code generated
is secure, it can recognise the code as insecure. Still, it can be directed to imple-
ment specific security measures if explicitly instructed [5]. A sandbox provides a
controlled environment where users, whether they are students or developers, can
gain the knowledge to identify and mitigate these vulnerabilities while allowing
them to test potential attacks.

This thesis will focus on developing an injection lab environment, a sandbox,
which covers steps in the exploitation process and security mitigations for injec-
tion vulnerabilities. The overall goal is to assist the learning process by providing
tailored and automatically generated hints during the learning process.

1.2 Problem Description

Injection vulnerabilities persist as a significant threat, necessitating com-
prehensive understanding and effective mitigation strategies, especially
in light of existing educational gaps and a shortage of resources tailored
for beginners, and the emerging need for automated feedback to enhance
offensive cybersecurity learning.

Injection vulnerabilities pose a significant threat, enabling attackers to poten-
tially read, modify, and delete sensitive data, disrupt services, and even execute
malicious commands within the exploited application or the operating system.
These threats persist as long as applications accept user-controlled data, making
it an ongoing concern. Despite being a long-standing security issue [1], current
programming and cybersecurity education primarily focuses on exploiting these
vulnerabilities, often with limited or no attention to defence and mitigation.

Understanding how injection vulnerabilities occur, and effective mitigation strategies
is paramount. Securing user-controlled data is a complex task, requiring not only
knowledge of proper sanitization and security mechanisms [6], but also the ability
to anticipate and address potential attack vectors. Without effective and correct
sanitization and security measures, malicious input data can alter an application’s
expected behaviour, manipulate stored data, and, in the worst-case scenario, take
full control over the application and its underlying system. This type of knowledge
can be used unethically to gain unauthorised access to systems and other mali-
cious purposes. That being said, knowledge itself is not inherently good or bad, it
is the intention of the person utilising the knowledge which is.
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For individuals new to the field of cybersecurity and aspiring developers, gain-
ing structured, beginner-level knowledge of injection vulnerabilities can be a chal-
lenging endeavour, often necessitating payment for services like Pentesterlab [7]
and Pentester Academy [8]. Moreover, while the numerous free online resources
allow users to explore similar vulnerabilities [9–13], there is a noticeable scarcity
of resources that delve deep into a specific category of vulnerabilities.

Since providing personalised feedback to each individual student is a time-
consuming task for instructors and does not scale well with large groups [14],
recent research have explored the possibility of automating feedback [14–23]. In
the field of cybersecurity education, the focus has primarily been on program-
ming feedback [20–23], with emerging research on generating feedback for post-
training within offensive cybersecurity [14, 16]. To the best of my knowledge,
there has been no published research on providing automated feedback during
offensive cybersecurity learning. This thesis seeks to bridge this gap by offering
comprehensive guidance on both discovering and remedying injection flaws, and
providing learners with valuable support throughout their educational journey.

1.3 Justification, Personal Motivation, and Benefits

The primary objective of this project is to simplify the learning process for novice
cybersecurity professionals, enabling them to gain a comprehensive understand-
ing of injection vulnerabilities and how to effectively mitigate them. In the ever-
evolving landscape of web application security, injection vulnerabilities remain a
persistent concern [24, 25]. While this thesis does not directly aid in the short-
age of cybersecurity personnel [26] it does aid in the aspect of helping beginners
to understand one type of injection flaws, possibly helping them broaden their
knowledge. As Sun Tzu wisely noted:

If you know the enemy and know yourself, you need not fear the result
of a hundred battles. If you know yourself but not the enemy, for every
victory gained you will also suffer a defeat. If you know neither the enemy
nor yourself, you will succumb in every battle. [27]

This ancient wisdom highlights the critical importance of knowing the adversaries
and the strengths and weaknesses of your own defences. By empowering future
cybersecurity professionals with knowledge of injection vulnerabilities, they are
enabled to comprehend where and how these threats may surface, where and
what to monitor, and how to implement effective countermeasures.

The security of an application, which prevents unauthorised data exfiltration,
manipulation or deletion, safeguards the confidentiality, integrity, and availability
of the application. As a side-effect also upholding the owner’s reputation. There-
fore, enhancing knowledge in this domain is not just beneficial; it’s a necessity.
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This project is not only a response to the ongoing issue of injection vulnerabilit-
ies, but also a commitment to address the educational gaps in the field of cyberse-
curity. By providing a structured and effective learning environment, along with
the generation of helpful hints, it aims to equip learners with the knowledge to un-
derstand, identify, and mitigate injection vulnerabilities. This educational journey
will focus specifically on the sub-category of template injection flaws, shedding
light on a niche yet impactful aspect of injection vulnerabilities.

By offering a hands-on learning experience, the project aims to bridge the know-
ledge gap for emerging cybersecurity professionals. This approach makes it easier
for individuals to identify and mitigate vulnerabilities in both development and
production environments, ultimately contributing to the creation of more secure
applications.

1.4 Research Questions

Derived from the problem description the main research question that the thesis
will try to answer is:

What benefits does providing feedback in the form of generated hints
during the injection exploitation process, in the context of learning aid
beginners in learning its concepts?

To answer the research question the following subsidiary questions have been
derived to assist answering:

• RQ1 Did the hints contribute to less time and attempts spent on the chal-
lenges?
• RQ2 How useful is the feedback in improving students’ knowledge?
• RQ3 How can the feedback be improved?

1.5 Contributions and structure of this thesis

The primary stakeholders are cybersecurity researchers, analysts and developers,
all that can contribute to cybersecurity. Although there are some research done
on using machine learning to assist cybersecurity education it has mainly been
focused on its application in programming education. Providing hints during lab
exercises have proven successful in earlier projects [17] in assisting the learning
and comprehension process. Application of dynamic guidance could help cyber-
security personnel in quicker understanding why injection vulnerabilities appear
and how to mitigate them, which is still a prevalent issue [25]. Other interested
parties in this study could also include educational researchers which aim to ap-
ply automated data-driven feedback during exercises. Through testing on cyber-
security students this thesis shows that data-driven hints generated by a machine
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learning model have the potential to enhance the learning process within offens-
ive cybersecurity and reduce the toll of instructors aiding each individual student.
There is still room for improvement of the hints and understanding their effects
on different levels of competence.

The rest of the thesis is structured as follows: Chapter 2 describes the back-
ground for this thesis, as well as state of the art within cybersecurity education and
digital educational platforms and scaffolding. The chapter ends with an introduc-
tion to the chosen algorithms and technology for this project. Chapter 3 presents
the chosen methodology for answering research questions of the thesis, how data
was collected and how it was analysed. To evaluate the proposed system, it was
deployed in three test cases, where one only included the final challenge. Chapter
4 thoroughly explains the design and implementation of the proposed learning
environment, detailing its key components, features, and workflow. Chapter 5 ex-
amines the results and feedback, assessing how hints influenced these outcomes.
Findings and their significance in addressing the research questions are high-
lighted. This chapter also addresses limitations of the research and factors that
might have influenced the results. Chapter 6 concludes this thesis and proposes
possible future works.



Chapter 2

Background and literature

2.1 Background

The field of cybersecurity is intricately connected to offensive and defensive
security, as well as programming. Proficiently teaching these subjects is vital for
understanding the elimination of security flaws. To tackle this, we must compre-
hend the origins, common location, and potential exploitation strategies for these
vulnerabilities. OWASP has been at the forefront of cybersecurity, and has main-
tained a list of top cybersecurity problems and vulnerability types since 2003.
Their list takes into account both the impact and the frequency of these issues,
with injection flaws consistently ranking among the top positions since 2007 [1].

Since the beginning of research in cybersecurity education, online learning en-
vironments, and more recently, machine learning, have spurred innovation in this
field. These approaches can be broadly divided into three categories: locally in-
stalled learning environments, online platforms, and a hybrid of the two.

Firstly, there are locally installed learning environments. These depends on the
learner to be able to set up the learning environment themselves locally on their
own computer. An example of such a platform could be OWASP’s Webgoat [12],
which gives an introduction to finding and exploiting common web application
vulnerabilities. Many such environments are available in docker containers or as
virtual machines. These will be discussed in more detail later.

Secondly, there are learning environments that are always available online.
These environments are often gamified in the form of CTF where the learner is
tasked to acquire a flag (a string or hash of a string) by using or misusing the func-
tionality of the system. While other online learning environments are structured
as a course with small assignments throughout.

7
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The third category, a hybrid of the two aforementioned categories. This category
has become more used as the availability of cyber ranges has increased, and the
need for computational power and storage for machine learning has increased.
Such an approach is favoured because it enables the instructor to be able to con-
trol who has access to the system, limits the strain on the system and makes it
easier to observe usage of the system. Mirkovic et al. [28] deployed their system,
ACSLE, on the cyber ranges EDURange and Deterlab, and used it to collect and
monitor students progress and commands in hands-on cybersecurity exercises,
which enabled instructors to intervene when students were struggling.

Research on automated feedback, not strictly focused on using automated data-
driven feedback will be mentioned in section 2.2.2, as they implicitly contribute
to and give a more correct picture of the state of the art in the field of educational
scaffolding.

The following section delves into the specific categories of learning environ-
ments, shedding light on their characteristics, advantages, and limitations. This
exploration sets the stage for understanding the importance of feedback and hints
in enhancing the learning process.

2.2 Related work

This section explores the popular trend of learning through CTF competitions
and gamification of learning, delving into their impact on the learning process.
These concepts heavily influenced the design of the hands-on exercises in this
thesis. Additionally, we will delve into popular learning environments, examining
their content and the support features they offer. The section also explores re-
search on educational feedback systems and their effects, providing an overview
of available resources, the current state of educational feedback systems, and the
diverse fields in which these systems have been tested.

In recent years, one of the popular methods for learning cybersecurity has been
through CTF challenges, which adopt a practical approach rather than the tradi-
tional theory-first approach. These competitions challenge the participants to ex-
ploit different vulnerabilities to circumvent intended usage of an application and
its security mechanisms. The challenge involves discovering a specific string in a
given format (flag) and submitting it as proof of solving the challenge. These chal-
lenges often reward points; the more challenges a participant completes, the more
points they accumulates. The points are then used to rank challengers against
each other, making a competition out of it. Some competitions also allows the
challengers to spend points to unlock hints to aid them in completing challenges.
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In 2012, Fulton et al. [29] stated that only a handful of CTF competitions have
identified specific educational outcomes or goals. The absence of these goals can
hinder participants’ ability to prepare effectively, measure their success in under-
standing the concepts presented in the challenges and in acquiring the relevant
skills.

Gamifying the learning of technical concepts in cybersecurity has shown some
positive effects [30–33]. A popular way of such gamifying is through CTF com-
petitions. CTF challenges can be divided into two groups: jeopardy and attack-
and-defend. The former involves presenting several challenges to the participants,
while the latter requires participants to both defend a system or network and at-
tack the same system controlled by opposing teams. The attack-and-defend style
CTF requires a lot more knowledge about cybersecurity vulnerabilities and how
to mitigate them to be successful. Therefore, is this style of competition not well
suited for beginners. Research by Karagiannis and Magkos [34] highlights the
significance of students’ perceived learning as an important factor for the success-
ful implementation of CTF challenges in an educational context. High perceived
learning also appears to correlate with high information retention rates. They
structured the learning material as a linear progression, gradually challenging stu-
dents to apply their acquired knowledge. Their findings indicate a strong correla-
tion between perceived learning, attention to the subject matter, and satisfaction
in acquiring new skills. To ensure effectiveness across all participant levels, it’s es-
sential that the provided learning material is comprehensive, allowing all students
to understand the concepts and enable them to practise the learned skills. Addi-
tionally, relating exploits and vulnerabilities to real-world incidents can amplify
the perceived importance of the topic and potentially boost students’ motivation.

One drawback of using CTF to teach students about cybersecurity concepts is
that they rarely provide information about the concepts and security flaws prior to
the challenge, or afterwards. McDaniel et al. [30] suggested that basic concepts
could be addressed through a series of introductory challenges where explana-
tions of the problem are provided. This approach could also include guidance on
correctly securing and mitigating the vulnerabilities. Another limitation of CTF
competitions is the infrequent availability of hints on challenges for when parti-
cipants are in need of assistance. In the cases where hints are provided, the usage
results in a small reduction in their total points. This penalty is likely implemen-
ted to discourage participants from excessively relying on the hint system and
to encourage them to conduct independent research on potential vulnerabilities.
Hints are most likely intended for participants who are completely stuck and need
assistance to make progress.

However, turning the learning process into a competition encourages and mo-
tivates participants to attempt more difficult challenges, thereby enhancing their
knowledge and performance [32]. The authors emphasised that in an educational
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context, the focus of CTF should be on guiding students in learning rather than
measuring skill levels. The authors also suggested having a lesson-learned discus-
sion after the competition to encourage the students and teams to share know-
ledge. Therefore, the sequence of challenges within the same topic should gradu-
ally become more challenging to enforce a deeper understanding of the covered
concepts while still maintaining the motivational gamification of the learning.
These considerations are crucial to prevent the development of a "CTF mindset",
where the primary focus is on completing as many challenges as possible within
the limited competition time, often resulting in the reliance on automated tools,
which undermines the learning aspects.

As mentioned in [33], creating a connection between game mechanics and high-
level educational objectives can be challenging. However, with CTF challenges, it
is possible to design tasks directly linked to learning objectives. There is no need
to create an entire game around these objectives; instead, technical tasks can be
designed to help students understand various aspects of cybersecurity.

Several other studies have shown that gamification has a positive impact on
learning, resulting in increased motivation, engagement, and performance [35–
38]. For instance, research conducted by Morales-Trujillo et al. [38] revealed
that students found their learning experience more engaging and satisfying when
gamification was introduced, including points and leaderboard, compared to a
group that completed the same task without these features. Gamification also led
to increased social interaction among students and their immersion and enjoy-
ment. While some students reported increased stress and anxiety due to gamifica-
tion, these negative effects were considered outweighed by the benefits it offered.

In response to the limitations mentioned in [29], the authors of [39] employed
various interventions to guide and assist students in achieving their learning ob-
jectives during a hackathon within their online course. Lecture intervention provided
the students the basic knowledge required for the challenge. The research findings
indicated a strong correlation between the effectiveness of this intervention and
its perceived relevance and comprehensibility. The second intervention introduced
was feedback from an expert, which improved teamwork and resolved misunder-
standings in the team regarding the learning material and tasks, thus increasing
team effectiveness. This form of progressive feedback enhanced the teams’ abil-
ity to handle new tasks due to its timely delivery during the hackathon. The last
type of intervention was a team management plan designed to support teams in
organising their cooperation, setting task deadlines, and assigning responsibilities
and tasks among team members, further enhancing effectiveness.

Motivated by the motivational and educational facets of CTF competitions, this
thesis aims to leverage gamification principles to enhance the learning experience.
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Following the recommendation of [32], the focus is on guiding students in learn-
ing rather than solely measuring skill levels, and to counter "CTF mindset" a point
system will not be implemented. By structuring and presenting the learning ma-
terial as a linear progression, the learning environment can cater to participants
with varying skill levels, making the it accommodating for a broader target group.
Gradually challenging students to apply their acquired knowledge can enhance
the sense of mastery, leading to increased perceived learning and higher informa-
tion retention rates. As suggested by McDaniel et al. [30], the thesis will take the
students through the basics of template injection, as well as providing guidance
on correctly securing and mitigating these vulnerabilities.

Furthermore, inspired by the suggestions of Karagiannis and Magkos [34], the
learning environment allows students to tackle challenges in an environment re-
sembling a real-life website. This emulation of real-world scenarios aims to un-
derscore the relevance of the subject, potentially increasing students’ motivation.

In alignment with the insight from [39], the thesis deploys interventions by
providing hints during the students’ engagement. Additionally, to encourage the
usage of hints, they will be provided automatically without penalising the student.
Rewarding the students points and scoring them will not be implemented to main-
tain a high-quality learning environment, as the number of challenges required for
scoring might reduce the quality of each challenge and the overall quality of the
learning environment.

The following section will offer an insightful overview of the current state of
cybersecurity education and digital learning environments. We will also explore
key contributions from other research in the realm of digital learning, providing
a comprehensive perspective of this dynamic field.

2.2.1 Learning environments

Virtual machines

Locally installed learning environments for cybersecurity issues are labs that
are meant to be downloaded and run on one’s own computer. Learners can pro-
gress through the challenges at their own pace, with the progress being saved in a
local database, allowing them to resume their work whenever they wish. Over the
last decade, several hands-on local learning labs for cybersecurity have been pub-
lished, such as [10–13]. We will delve into these in more detail in the following
subsection.

Some labs do provide users with challenges, accompanied by a small amount of
learning material and other scaffolding [10, 12, 13], while others offer challenges
that the users must tackle on their own [9, 11]. This distinction suggests that some
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labs are tailored to more experienced users, while others aim to guide and assist
users in understanding vulnerabilities. All of the mentioned labs offer challenges
covering various vulnerability categories, and therefore not being very detailed in
explaining each security issue.

Xtreme Vulnerable Web Application (XVWA) [11] is an intentionally vulnerable
web application written in PHP. It provides a brief explanation of each vulnerab-
ility, and covers several common web application weaknesses along with a few
modern attack techniques. Additionally, it includes non-traditional vulnerabilities
such as Server-Side Template Injection (SSTI) and Server-Side Request Forgery
(SSRF). XVWA [11] does not provide hints or direct assistance to learners, but it
offers a link per challenge, explaining the vulnerability.

A similar project Damn Vulnerable Web Application (DVWA) [10] addresses
some of the most common web vulnerabilities. DVWA allows users to adjust the
security level to change the exploitation difficulty level. It offers links to resources
related to the vulnerabilities and provides the option to display one hint for each
challenge per difficulty level. Furthermore, DVWA allows learners to view the
source code that needs to be exploited.

OWASP have created two local labs, namely multillidae-II [13] and WebGoat
[12], with a primary focus on the OWASP Top 10. Multillidae-II incorporates
vulnerabilities from SANS Top 25 Programming Errors, addressing the most crit-
ical cybersecurity issues. In contrast, WebGoat covers vulnerabilities from all the
OWASP Top 10 lists and offers more detailed explanations about each vulnerabil-
ity. It also tracks students’ progress through each vulnerability category. Multillidae-
II, on the other hand, provides brief descriptions of the vulnerabilities, it offers
three different security levels for students to bypass, along with one hint per
difficulty level per challenge. One of WebGoat’s strengths, when compared to
multillidae-II, is that it requires the students to submit a proof of completion,
whereas multillidae-II relies on multiple-choice assessments. Furthermore, Web-
Goat has been made available in an online environment as a room on TryHackMe,
removing all setup required by the learner.

Wang et al. [40] developed 12 labs, which they consolidated into their IT-
SEED project. They meant that the learning advantages of hands-on learning are
threefold, 1) the students get exposed to real-world challenges, 2) students get
in-depth understanding of the presented material, and 3) hands-on exercises pre-
pare students for careers in the industry. The labs uses open-source software to
teach defensive security topics, how attackers attempt to bypass defences, and
how to securely set up a couple of security features, such as Virtual Private Net-
work (VPN) and Public Key Infrastructure with OpenSSL. Their research demon-
strated that hands-on labs are highly efficient and effective in providing students
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with practical experience using the software tools covered in the labs, and gave
the students a better understanding of the material presented. The majority of the
students reported that the labs increased their interest in the subjects as well, thus
increasing their self-interest of studying the topics on their own. [41] reported
similar results, with students returning to the learning modules after completing
them in class, often between the hours 18:00 and 21:00 on the same day or the
following day. This indicates that students benefit from having the flexibility to
access educational materials at their convenience, and from anywhere.

To address the limitations identified in existing local learning environments for
cybersecurity, the thesis aims to introduce a robust and interactive learning envir-
onment designed to assist students in navigating the intricate landscape of tem-
plate injection. Drawing inspiration from learning labs [10–13, 40], the project
emphasises the need for a learning environment that not only provides challenges,
but also guides learners through a progressive and comprehensive understanding
of the vulnerabilities and their mitigation strategies. Striking a balance between
XVWA’s [11] brief explanation and WebGoats’s [12] more detailed approach, the
project will try to provide basic, but comprehensive learning material on the sub-
ject.

Taking cues from labs such as DVWA [10] that provide some forms of guid-
ance, the learning environment will go a step further by actively offering student
feedback through hints. This feature aims to enhance the learning experience by
offering personalised guidance and valuable insights into the challenges, and fa-
cilitating a deeper understanding of the presented material.

In alignment with the findings of [41], where flexibility increased student en-
gagement time, the challenges will be made available through the campus net-
work for an extended period. This accessibility feature aims to encourage active
student participation at their convenience, fostering a more dynamic learning ex-
perience.

Online platforms

Another option for learning cybersecurity is through paid services that provide
practical challenges, videos, and explanations on a wide array of security issues.
Portswigger [42] offers all their labs and material for free, with lab challenges
focusing on various web application vulnerabilities at different difficulty levels.
These challenges are designed to be solved using their tool, Burp Suite, though
some require the paid version of the tool.

Pentesterlab [7] and HackTheBox [43] offer a few free challenges, but reserve
most behind a paywall. The extent of information provided about the security vul-
nerabilities varies, as it’s the challenge authors’ choice to determine what is ne-
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cessary for the learner to know prior to it. Offensive Security [44] and Pentester
Academy [8] provide structured courses with video tutorials and lab environments
with objectives for participants to apply what they learn. Both offer this as a paid
service as it is possible to get certified from their courses. Udemy [45] focuses on
video education in a wide array of categories, everything from music to cyber-
security. While many courses are free, paid ones include certification, instructor
messaging, and exercises to reinforce the material.

In contrast, OverTheWire [9], offers challenges where users must locate pass-
words for the next level within the current level. It provides links to helpful mater-
ials and a few hints on the challenge page, but OverTheWire is more of a practical
playground than a traditional platform. Its challenges cover basic Unix commands,
encoding, basic source code analysis for exploitation, common vulnerabilities and
security misconfiguration, and reverse engineering.

Mitrovic et al. [46] extended SQL-Tutor [47] to assist university-level students
in learning Structured Query Language (SQL) by providing feedback based on
their errors. The authors investigated whether positive feedback would enhance
learning more than only negative feedback would. Positive feedback is telling the
participants which parts of their solution is correct, whilst negative feedback is
telling when parts are wrong. Their results demonstrated that participants receiv-
ing both positive and negative feedback learned twice as fast as those receiving
only negative feedback. The system offered hints divided into six levels, with level
one indicating whether the submitted query is correct and level six providing the
complete solution. Participants were given hints automatically on incorrect sub-
missions until they reached level three, after which they had to actively request
hints. The extended SQL-Tutor aimed to reduce uncertainty by highlighting the
correct parts of the query. Mitrovic and the team’s research highlighted that both
negative and positive feedback contributed to faster learning and better compre-
hension. The combination of positive feedback along with negative feedback, fur-
ther improved the learning process.

Research by Deng et al. [48] in dynamic cybersecurity learning environment
has shown that tailoring the learning process for each individual student is be-
neficial for the learning outcome. The study analysed data from three local labs
where students worked on their computers. The learning environment adjusted
itself based on students’ performance, skill levels, and predictions made by its
prediction module. The implementation of a personalised learning environment
resulted in improved learning performance, higher engagement, and increased
student satisfaction. By utilising various data logs and monitoring students’ time
spent on different actions, the environment chooses an optimal learning style for
each student. Additionally, instructors could identify at-risk students early, gain
better insight into students’ learning progress, and provide targeted assistance.
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Notably, personalised labs had a more significant impact on high-performing stu-
dents compared to low-performing ones.

Taking inspiration from the benefits of personalised learning highlighted by
Deng et al. [48], the project will introduce adaptive generated hints. This tailored
approach is anticipated to increase learning outcomes, engagement, and over-
all satisfaction. Building on the positive impact of gamification [35–38, 49], the
learning environment will incorporate elements reminiscent of CTF challenges,
transforming the educational experience into a ’treasure hunt’ for the flag file.

Aligned with the findings of Mitrovic et al. [46], the system aims to provide
participants with both positive and negative feedback with hints at varying levels,
with focus on the negative feedback. This dual feedback approach has been shown
to accelerate learning and improve comprehension. The system will strike a bal-
ance between guiding participants and allowing independent problem-solving.

Moreover, to accommodate diverse schedules, challenges will be accessible through
the campus network over an extended period. This flexibility, aligned with the
findings of [41] and [49], aims to increase participant engagement by allowing
access at the students’ convenience.

2.2.2 Feedback systems

As stated in [50], the purpose of feedback is to improve the students’ self-
efficacy, encourage perseverance and growth of the mindset, recognise accom-
plishments and foster active engagement. With this a change in behaviours, skills
and knowledge of the student is possible by focusing on the experience and learn-
ing growth. A feedback system can then be defined as a system which aims to
cultivate these aspects in a controlled environment through specific mechanisms.

Tiffany Barnes and John Stamper [51] conducted a study on automated feed-
back in a discrete mathematics course. The feedback was generated using Markov
Decision Process (MDP) on historical student data. They observed that even for a
new problem (a "cold start"), the system could still function as a problem-solving
environment, and after one semester, it became capable of providing a signific-
ant number of hints. To optimise the system, the authors carefully balanced hint
specificity and the amount of data used to create the MDP, maximising the value
from the small dataset. This approach resulted in a system that could offer hints
for over 80% of the cases. Additionally, they introduced multi-level hints, with the
first-level hint providing information about sub-goals and the fourth-level hint of-
fering specific details about how to achieve those sub-goals. Giving students hints
for the next sub-goal and a correct solution has proven to enhance learning and
skill transfer. Barnes and Stamper [51] suggested that grouping the students based
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on their skill level and providing different groups with tailored hints could be be-
neficial, advocating for further research in this area.

Lavbič et al. [17] developed and tested a SQL learning system that provided stu-
dents with hints tailored to their individual problem-solving approaches, rather
than guiding them toward a predefined ideal solution. This adaptive hint gen-
eration was facilitated by a prepopulated database containing solutions contrib-
uted by previous students. Over time, as more students use the system, the hint
generator would become more versatile, supporting a wider range of solutions.
This approach proved highly effective, particularly for students with limited prior
knowledge of SQL. However, there are some drawbacks to such a system. It re-
lies on a database of previous solutions, which can limit the ability for students
to learn independently if the system isn’t accessible remotely. Additionally, the
students might find it challenging to deviate from the provided hints and en-
force their own solutions. This study underscores the value of providing hints
to students during the learning process, emphasising the importance of adapting
hints to each student to maximise their learning support. Even with more basic
hint-giving mechanisms, it’s reasonable to believe that progressively offering hints
throughout the learning process is beneficial.

Research done by Marwan et al. [18] in 2019 indicates that automated hints
with textual explanations and self-explanations significantly improved perform-
ance by students in a programming course. The most significant improvements
were observed when students tackled tasks similar to post-test objectives. Stu-
dent feedback on the self-explanations of the hint was mixed. The purpose of the
self-explanation prompts was to make the students reflect upon why the hints was
given, to fortify the learning material. Their research suggests that students with
low prior knowledge in the subject may have difficulty constructing meaningful
explanations to why the hints were given. Meaning that low performing and new
students in a topic would benefit more from not having self-explanation prompts
on the hints. Even though these prompts could be confusing they do encourage
students to take more time in reviewing the hints given, request fewer hints and
follow more of the hints’ content. Students given the prompts spent 64% more
time viewing each hint than students without the prompts, and they asked for
67% as many hints. Marwan et al. [18] also recommended that students should
be able to request hints at all times, as long as the hints were implemented in
such a way that it could not be abused. One reason for their reasoning being that
there did not seem to be an optimal time to provide hints as the timing varied
from student to student.

Ruan et al. [21] found that offering hints which suggested specific code edits
had no substantial negative impact on students’ understanding compared to those
who used test cases. In their research, they observed that students made an effort
to comprehend why certain edits were recommended and how they contributed
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to solving the programming assignments, which led to a deeper understanding of
the concepts. This suggests that providing hints with specific edits, while letting
students figure out the reasoning behind these edits, may be more effective.

Hao et al. [52] also supported the idea of providing more detailed feedback.
In their study, students could request unlimited amounts of hints, and interest-
ingly, students who received less detailed hints tended to request more hints. This
might be because the hints didn’t help much, or students wanted confirmation
of their code’s correctness. However, they rarely seemed sure if they were on the
right track. Furthermore, the research did not find any significant difference in
academic performance between students who received hints and those who did
not. This suggests that the value of feedback through auto-generated hints might
be insignificant. The authors argued that this could be a result of only generating
hints for the top five errors, potentially neglecting other common issues. Another
reason could be that they did not provide multi-level hints due to concerns about
potential exploitation by students. However, if hints were only provided after a
specific duration of a certain number of attempts, multi-level hints might be a
viable option. Nonetheless, Hao et al. [52] concluded that merely understanding
the gap between the student’s current code and the expected solution provided
enough information for making progress and fixing errors. It’s worth noting that
this conclusion applies to contexts where students have multiple options of sup-
port alongside the system’s feedback.

Malone et al. [49] employed gamification to increase student engagement and
interest in a cybersecurity course using their system, Riposte. The system offers
hints, feedback and personalised objectives based on students’ performance and
knowledge. By assessing their performance through pretests and monitoring pro-
gress through assignments, the system highlights their success, providing positive
reinforcement feedback. To motivate students, the authors implemented a point
system and leaderboard, awarding points upon reaching growth stretch goals.
Riposte was initially used in a local on-campus environment, but adapted to an
online format due to COVID-19. This transition provided students with greater
flexibility, allowing them to work on the labs at their convenience for extended
periods. The data collected by Riposte allowed instructors to track students’ pro-
gress and intervene when needed. The integrated auto-grader in Riposte assigned
a minimum expected grade based on submitted assignments. Combined with hints
for improvements provided by the system, this approach encouraged students to
continuously improve their assignments, boosting their engagement and motiva-
tion.

Research in a health informatics course by Alessandra Galassi and Pierpaolo
Vittorini [15] examined whether allowing students to submit their assignments
multiple times to receive feedback for iterative improvements had benefits. Most
students in the study found the tool vital for exam preparation as it helped them
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understand their mistakes and the appropriate problem-solving methods. Indicat-
ing that automated and immediate feedback can enhance the learning process by
consecutive highlighting misconceptions.

Price et al. [20] discovered that specifying which part of a student’s submit-
ted programming code the hints applied to was helpful. However, students often
found these hints too vague because they lacked precise edits and explanations
regarding why the edits were suggested. This was particularly problematic when
the hints did not align with the student’s solution.

The system developed by Švábenský was trained using a dataset of 13,446 shell
commands, collected from various cybersecurity training sessions conducted by
himself and other researchers [53]. In earlier work [54], Švábenský demonstrated
that applying pattern mining to students’ command-line history could unveil valu-
able insights into their problem-solving approaches, misconceptions, and areas of
difficulty. This research also suggests that it’s feasible to cluster students based on
their behavioural patterns. The results indicate that clustering is well-suited for
identifying learners’ challenges, establishing correlations between learning beha-
viours and performance, and determining effective teaching strategies for each
student. Additionally, the techniques utilised proved to be effective in identifying
novel solutions. Clustering thus proved to be effective in identifying similarities
and differences between approaches and behavioural patterns.

In a related study conducted by Švábenský [16], pattern matching was utilised
to map students’ progress onto two models: a reference graph and a milestone
graph, which were used to provide post-training feedback to support students’ re-
flection. These models were built based on a single correct solution provided by
the instructor, without accounting for potential alternative solutions. The students
were given access to a trainee graph, which attempted to align their commands
with a reference graph, highlighting any incorrect commands and explaining the
errors while also showing the correct path they eventually followed. The mile-
stone graph tracks students’ progress through a sequence of commands required
to complete the exercises and records the number of attempts made by students
at each step. Instructors utilise this tool to assess students’ progress and under-
standing.

The milestone graph was inspired by work of Mirkovic et al. [55], who collected
input and output data from students and mapped them to predefined milestones.
Instructors utilised these milestones to monitor students’ progress. The second
model drew inspiration from the research of Andreolini et al. [56], who tracked
students’ progress in red team exercises via sub-goals and erroneous attempts,
mapping the data to a reference graph and visualising the data in another graph.
Švábenský [16] expanded on this mapping process to allow students progress in



Chapter 2: Background and literature 19

a non-linear fashion, using pattern matching to map students’ commands to any
state. This flexibility allowed students to achieve the end goal, even if they skipped
certain steps. Švábenský [16] limited the work to only give visual feedback after
each challenge, enabling students to see their own progression, identify areas
where they made mistakes, and opening for post-training reflection. This also
provided instructors with data to distinguish between low and high-performing
students, enabling timely intervention and tutoring support. For remote students,
this would require the instructor to contact each student to help them. Therefore
the automated student feedback lessens the workload for the instructors as well
as arriving in a timely manner. [23] discovered that regular and timely feedback
improved the students’ pass rates and average scores in a programming course.
This highlights the positive impact of feedback, as it enhances performance, mo-
tivation, and comprehension of the subject matter. This is because the feedback
allows the students to reflect on their understanding while the topic is fresh in
mind. The authors also noted that allowing the students to retake tests through-
out the course and providing feedback after each test made the students distribute
their engagement more evenly throughout the course, reducing last-minute cram-
ming near test deadlines.

Zheng et al. [57] explored the potential of enhancing hint generation of Large
Language Model (LLM) models by iteratively refining and validating hints through
a feedback mechanism. This approach employs a chain-of-thought methodology
to enhance the models’ awareness of the context in which they generate hints.
Their results indicate that this technique significantly improves the accuracy of
hints and performance across various benchmarks, leading OpenAI’s Generative
Pre-trained Transformer (GPT) to outperform several other larger models.

Maciej Pankiewicz and Ryan S. Baker [58] researched whether OpenAI’s GPT
could be used for automatically generating personalised hints for students’ pro-
gramming assignments, thereby alleviating the demanding task of providing tailored
feedback for instructors. The assignments covered basic object-oriented program-
ming concepts in C#. Their research indicates that the generated hints were be-
neficial; the students who received them did use significantly less time to solve
assignments, even when the hints were disabled. There were indications that stu-
dents might become overly dependent on the GPT-generated hints, but the issue
seemed to correct itself rapidly as the students kept working without the GPT-
generated hints. Despite the hints being generated in Polish by GPT, which could
have had an effect on the quality and effect of the hints, the results were positive
and promising.

In Švábenský’s latest work [14], the system underwent further testing of the
automated formative feedback post-training and its impact on the learning. The
researchers proposed that utilising data generated by learners could alleviate the
burden on instructors to give individual feedback to each student by automating
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feedback delivery. They also sought answers to the questions of how and when
it is best to provide students with feedback to enhance learning, with a specific
emphasis on guiding learners on their next steps. An identified challenge is the
difficulty in automatically addressing all relevant factors for each challenge, po-
tentially resulting in generated feedback that may not be equally relevant for
every student. The authors argue that timely and personalised feedback is cru-
cial for learning, particularly in remote education where instructors may have
limited awareness of students’ activity. The authors plan to conduct future stud-
ies involving two groups—one receiving this automated feedback and the other
not—to assess its effectiveness.

Inspired by the milestone approach of Mirkovic et al. [55], as expanded upon
and visualised in Švábenský’s work [16], and [51], the learning material will adopt
the same approximation in the process of discovering and exploiting injection
vulnerabilities. The hint generation and the detail level will also be influenced by
this approach. Drawing inspiration from the utilisation of command-line history
[53, 54], the hint algorithm will consider the injected payloads of the participants.

Emphasising the benefits highlighted Švábenský [16] and Lavbič et al. [17],
tailored hints can enhance learning outcomes, increase engagement, and overall
satisfaction. The thesis aims to focus on the assistance these hints can provide
for students and instructors. In addition to being immediate, this feedback can
significantly enhance the learning process, as indicated by Marwan et al. [18].
Such feedback allows students to understand their mistakes promptly, promoting
iterative improvements. While detailed edits in feedback have been seen to be be-
neficial and lead to deeper understanding [21], the planned learning environment
is intended to gradually increase the detail level of hints. This approach aims to en-
courage students to research the challenge topic themselves before receiving more
detailed hints, avoiding the provision of full-fledged solutions to the challenges.
Providing students with a solution might lead them to copy-paste the solution,
obtain the flag, and proceed to the next challenge without understanding why
the solution worked, especially in the context of a CTF competition where time is
limited. Additionally, as the learning environment is designed for individuals with
limited prior knowledge of the subject, providing tailored hints at a level that
does not give away a complete solution is deemed more effective, aligning with
the approach stated in [17]. This approach supports individual problem-solving.

While this thesis will not utilise clustering for behavioural pattern analysis as in
[54], instructors can identify areas of misconception and difficulty by analysing
user log data for repetitive injections and interactions. This data will also pave
the way for future project expansion to incorporate clustering and behavioural
pattern analysis. This expansion will enable grouping students based on their skill
level, allowing for customised hints on a group basis, as suggested by Barnes and
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Stamper [51]. This grouping could facilitate better priming and hint restrictions
between each group, enabling more effective fine-tuning of hints.

This thesis will neither utilise the progressive hint generation technique de-
veloped by Zheng et al. [57]. The reason being that this would significantly in-
crease hint generation time and cost. Since timely delivery of hints have been
proven important [14, 23], this technique will not be used until the speed of such
technique is improved. However, the thesis aims to leverage a LLM model as GPT
to generate personalised instructor-like hints through data-driven prompt engin-
eering, as demonstrated in [58].

However, unlike much research this thesis aims to utilise LLM to automatically
generate instructor-like hints. Taking notes from [52], certain criteria will assist
the provision of hints to the learner’s situation.

Table 2.1 below shows an overview of the most important related work men-
tioned in this chapter, which field of research and their capabilities and features
with regards to this thesis.
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Table 2.1: An overview of the main related works from the litterateur study, and
their capabilities

Related work Year Field Capabilities and Features
[48] 2018 Computer Science Personalised labs, monitor stu-

dent progression
[23] 2018 Programming Automated feedback and mark-

ing, feedback pre-defined, iden-
tification of student misconcep-
tions

[18] 2019 Programming Automated data-driven next-
step hints with textual explan-
ation

[21] 2019 Programming Personalised hint generation,
visualising programs

[52] 2019 Programming Automated formative feedback,
hints for top 5 issues

[28] 2020 Cybersecurity Monitor user progression, auto-
mated and on-going assessment
of student’s work

[34] 2020 Cybersecurity Educational goal displayed per
challenge, monitor user pro-
gression, goals and sub-goals as
game scenarios, storytelling ele-
ments

[50] 2021 Programming Automated feedback on assign-
ments

[15] 2021 Programming Automated feedback, pre-
defined feedback

[20] 2021 Programming Data-driven hint generation on
programming assignments

[16] 2022 Offensive cybersecurity Automated post-training feed-
back

[58] 2023 Programming Data-driven personalised hint
generation

[14] 2023 Offensive cybersecurity Added visualised command-line
history and error analysis post-
training to [16]

2.3 Technical Background

In this section, we will provide the necessary technical background to facilitate
understanding of the thesis and to introduce the algorithms used in the research.



Chapter 2: Background and literature 23

2.3.1 Generative Artificial Intelligence

AI refers to systems which mimic human intelligence and possess the capability
to predict and generate content [59, 60]. In the field of Natural Language Pro-
cessing (NLP), the transformer architecture has emerged as a pivotal innovation,
revolutionising language understanding and setting new benchmarks in natural
language processing tasks [61–64].

Transformers belong to a class of models that leverage self-attention mechan-
isms to assess the significance of individual components within an input and cap-
ture the relationships between them. They have found extensive application in
NLP and computer vision tasks [65]. Typically, transformers adopt an encoder-
decoder architecture. The encoder processes input data and produces a meaning-
ful representation, while the decoder employs this representation to generate an
output [61]. Transformer models typically undergo pre-training on massive data-
sets, followed by fine-tuning for specific tasks. Pre-traning is typically unsuper-
vised learning, where the model learns patterns and language structures from the
input data. By making pre-trained models available, researchers can reduce their
computational requirements, contributing to a more environmentally friendly re-
search by enabling more researchers to utilise these models in their own work.
Fine-tuning, is then performed to adapt the model for a specific task, such as
translating English into French.

Generative AI, built on neural network techniques like transformers, generat-
ive adversarial networks and variational autoencoders, is designed to create new
content by recognising patterns and structures in existing data [63]. It aims to
generate novel outputs based on the knowledge acquired during training. LLM, a
subtype of generative AI, excels in producing natural-sounding text [62]. Gener-
ative AI models can be trained in various ways, including unsupervised and semi-
supervised methods, enabling them to learn from vast amounts of unlabeled data
during pre-training, which, in turn, supports further research. Notable examples
of such models include OpenAI’s GPT-4 and DALL-E 2, and Google’s BERT.

LLMs, a type of subtype of transformers, excel in understanding language and
generating text. They are specifically designed to process large volumes of text,
comprehend semantic meanings, grammar, and contextual nuances within the
analysed text. These models can have a vast number of parameters, with some
reaching into the billions, excel at capturing intricate language patterns. Paramet-
ers being characteristics of the input text. LLMs are highly proficient in transfer
learning, meaning that pre-training them on diverse datasets will subsequently en-
able them to be fine-tuned for various language tasks, such as translation, question
answering, and text classification [66]. Part of this learning process involves tun-
ing the reward model, which assesses the quality of the model’s outputs, allowing
for adjustments to yield improved results in subsequent iterations [67].



24 J.M. Johnsen: Hint generation for cybersecurity

GPT 3.5

GPT-3, a member of the generative transformer-based LLM family developed
by OpenAI, is a significant milestone in the progression of language processing
models [68]. It is widely recognised for its application in Chat-GPT. With 175 bil-
lion parameters, GPT-3 can handle texts of up to 2048 tokens, making it an ideal
choice for advanced natural language processing tasks. However, it’s important
to note that it does require substantial computational resources for optimal per-
formance. GPT-3.5 employs a layered attention mechanism, akin to the sparse
transformer model, restricting token attention to on their locally nearest token-
neighbours. This approach enhances computational efficiency by reducing com-
plexity [69, 70].

The model’s training process involved pre-training on a vast dataset of 570GB of
text data from the Internet, with a knowledge cut-off point in September 2021 [69,
71]. Following this, GPT-3.5 was fine-tuned to perform language-related tasks, en-
compassing translation, text summarisation, and question answering. Due to this
extensive training, the model performs well in zero-shot and few-shot learning
scenarios. Zero-shot learning capabilities enables the model to perform tasks it
has never encountered before, relying solely on textual task description. Few-shot
learning capabilities, enables the model to perform new tasks with just a few ex-
amples or instructions [69].

GPT-3.5 incorporated Reinforcement Learning from Human Preferences (RLHF)
into its algorithm. RLHF leverages human feedback on the model’s output to
further improve its performance. Compared to its predecessor, GPT-3.5 boasts
fewer parameters, reducing its resource-intensive nature and enhancing practic-
ality [72]. OpenAI has also published an optimised variant of GPT-3.5 for, tailored
for chat functionality, GPT-3.5-turbo [73]. This version further refines the model’s
capabilities in conversational contexts and text generation.

2.3.2 Classifiers

Cosine Similarity

The cosine similarity algorithm calculates the similarity between two vectors by
measuring the cosine of the angle between them. The lower the cosine between
them, the more similar the vectors are. This is often used to measure similarity of
text. An advantage of this algorithm is that two vectors can be quite similar even
though their size differs, which is not the case for other comparison algorithms
such as Levensthein distance and Euclidean distance. The algorithm projects the
objects to be compared into a multi-dimensional space and compares the cosine
of the angle between them, where each word is one dimension. The occurrence
of a word determines its magnitude, but it does not change the angle between
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vectors. The calculation considers only non-zero coordinates, which helps reduce
the algorithm’s complexity [74].

Levensthein Distance

Levensthein distance calculates how different two strings are; the higher the
number, the more different they are. The algorithm measures the difference by
calculating how many changes are needed to change one string into the other. A
change can be changing a character into another, such as "a" into "k", deletion of
a character or insertion of a new character [75].





Chapter 3

Methodology

This chapter provides an overview of the thesis methodology, including the se-
lection of literature, development cycle of the project, and the process of gather-
ing and processing data. Insights from structured interviews with cybersecurity
experts and the literature review played a pivotal role in shaping the design of the
learning environment.

The thesis adapted the design science research method, extensively used for ap-
plied research in educational research [16]. The design science research method
splits the research process into five steps [76], as illustrated in Figure 3.1. The
method can be categorised into two phases: the development of the artefact (the
system or software) and its evaluation. Evaluation leads to refinement of the arte-
fact and subsequent round of evaluation. This cyclic process continues until the
allocated research time ends or until the artefact demonstrates sufficient utility
and evidence that it addresses the targeted problem.

Figure 3.1: The processes in the design cycle [76]
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3.1 Awareness of Problem

Awareness of the problem was explored through a literature study and struc-
tured interviews of cybersecurity experts. Both contributed to the suggestion of
the artefact design. The literature study was conducted to acquire a comprehens-
ive understanding of the current state of the art within cybersecurity education.
Studies were selected for their valuable insights applicable to cybersecurity edu-
cation. Some were chosen due to their relevance to specific aspects that align
with this thesis, while others provided a broader view of the field. Their ideas and
results inspired and formed this thesis. The literature was sourced from theses,
articles, and scientific databases.

A structured interview was conducted with experts gathered at the cyber ex-
ercise Locked Shields 2023 in April. Five individuals were interviewed, including
various team leads and members of different red teams. These experts possess
several years of experience in finding and developing exploits, as well as imple-
menting mitigating measures for said exploits. The purpose of these interviews
was to inspire and guide the direction of the project. The seven questions from
the interview can be found in Appendix A.

3.2 Suggestion

The development of the artefact was undertaken using a combination of Python
Flask, a web framework, and HTML, which formed the core of the artefact. Flask
was responsible for rendering the web-based application, while SQLAlchemy fa-
cilitated the storage and management of database tasks. These technologies were
selected for their efficiency, flexibility, and suitability for the artefact’s require-
ments. The focus on template injection in this thesis arises from the recognition
that using template frameworks to create dynamic web pages is often the most
efficient and beginner-friendly approach. Consequently, it is widely adopted and
needs to be secured. Moreover, since the artefact’s core utilises Flask, implement-
ing this vulnerability was straightforward, providing a means to test the overall
structure of the learning environment and its effectiveness. Additionally, HTML
templates were employed for the user interface. To ensure a cohesive and func-
tional design, HTML templates were sourced from [77] and further adapted to
align seamlessly with artefact’s unique functionality. Allowing for visually appeal-
ing and user-friendly user experience.

The artefact comprises of several components (see Figure 3.2):

• Front-end web application: This component serves as the user interface
where the learners interact with the system. It is implemented in HTML,
CSS, and JavaScript.
• Hint provider: Responsible for generating and delivering hints to the users.
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• Back-end database: Stores data related to hints, solutions, and users.
• Logger: Records user interactions within the challenges.
• Questionnaire: Collects users’ perceived experience.

Figure 3.2: System architecture

Front-end web application

The front-end web application component will serve the users with surveys,
learning material and the challenges, including the display of hints. Surveys to
map knowledge before and after completing the lab challenges. Learning material
covering the process of identifying and exploiting injection vulnerabilities. Test-
ing the acquired knowledge from the learning material through the hands-on lab
challenges. Within the challenges is where the assisting hints will be displayed.

Hint provider

The hint provider component is designed to generate hints and deliver hints to
users, track hints given to each user, and record new solutions. It generates hints
based on pre-made prompts and on-demand during the challenges based on the
users’ inject and the closest solution. The hints provided will be tailored to the
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user’s progress in the exploit process and progress since last hint. Additionally,
when the flag string is found in the rendered webpage, the hint provider checks
if the last inject exists in the database as a solution. If not, the inject is recorded
for future use in generating hints for other users.

Back-end database

The back-end database will store all known possible solutions to the challenges,
generated hints, survey answers, and the users’ activity inside the challenges. Re-
corded user activity include: page browsing, injected payloads, time, and hints
given.

Logger

The logger will record the users’ interaction within the challenges, which page
they browse, what they try to inject, and when they perform these actions.

Questionnaire

After the lab exercises the user will be asked to complete a questionnaire about
their user experience. The questionnaire will be adjusted based on the test group
and whether the user received hints or not. The questionnaires themselves will be
hosted on an external platform, nettskjema.no.

3.3 Development

An initial alpha build of the artefact (excluding the hint provider) was de-
veloped using Python Flask. Observations and feedback from the pilot test were
instrumental in refining the artefact and laying the groundwork for the hint pro-
vider.

An exploratory focus group, comprising of volunteer students from the third-
year at the Norwegian Defence Cyber Academy, was used to test the artefact.
During this phase, observations of the artefact’s flow, user interactions and the
students’ feedback were recorded to inform further refinements.

Based on the results from the exploratory test and feedback from instruct-
ors, several enhancements were made. These include the implementation of pre-
survey and post-survey functionalities within the artefact. To facilitate online stu-
dent participation and random allocation of test groups, automatic distribution of
credentials replaced handwritten notes. Furthermore, the artefact was designed
to link pre-survey and post-survey responses to the same username. To stream-
line the user experience, a redirection to the correct questionnaire after the post-
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survey was implemented, reducing the likelihood of students accessing the wrong
version.

3.4 Evaluation

Assessing the effectiveness of generated hints were accomplished by comparing
data gathered from the focus groups, which were randomly split into two groups,
one receiving hints and one control group without. Utilising benchmarks used in
research by Marwan et al. [18], differences between the groups were measured
using the Kruskal-Wallis test, with number of injects replacing the number of hints,
as hints are directly related to injects and represent a variable in both groups. The
Kruskal-Wallis test is preferred as it does not require the normality of data dis-
tribution Additionally, Spearman’s correlation was employed to investigate any
significant correlation between completed objectives, number of injects sent and
time used. Spearman’s correlation evaluates the strength and direction between
two variables, determining if one variable increases or decreases with the other,
and it does not require linear data [78]. The same variables were analysed using
ANOVA tests, following Rivers [22], to investigate whether hints had any signi-
ficant impact on some of these. Additionally, surveys were employed to gauge
students’ knowledge before and after interacting with the artefact (see Appendix
C).

Understanding students’ perceptions of the learning process is crucial for assess-
ing the effectiveness of the feedback. Therefore, Welch’s one-way ANOVA analysis
of responses from structured questionnaires (see Appendix B), designed to meas-
ure experiences and perspectives — a method inspired by Beckman et al. [79],
was used. Welch’s one-way ANOVA was utilised due to potential unequal variance
among the groups. The significance level was set to 0.05 for all tests, following
common practice [80].

Data preparation, including parsing and preprocessing, was conducted using
custom-written Python scripts. Subsequently, statistical analysis was carried out
using JASP [81] and Jamovi [82], versatile statistical software programs offering
a range of analytical tools.





Chapter 4

Design and Implementation

This chapter will explain the design, flow, and implementation of the artefact, as
well as explaining why some technology was chosen. An overview of the artefact’s
workflow can be seen in Figure 4.1.

Figure 4.1: Overview of the artefact’s workflow
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Upon accessing the artefact, participants were required to fill out a short pre-
survey gauging their prior knowledge of certain web security concepts. Subsequently,
they received their credentials and were redirected to the login page. Following
this, they were guided to learning material that covered the process of identifying
and exploiting injection vulnerabilities (Figure 4.2).

Figure 4.2: Initial learning material

After reviewing the learning material, users could access the challenges (Figure
4.3). During the challenges, the artefact logged the users’ attempted injects and
where. Based on the users’ injection attempts, the hint provider sent hints to assist
them in completing the challenge (appearance of a hint can be seen in Figure 4.4).
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Figure 4.3: User interface inside a challenge

Figure 4.4: Displaying a hint

After engaging with the artefact, users received learning material about mitigat-
ing measures against injection vulnerabilities. Subsequently, they were prompted
to complete a post-survey to assess their learning outcomes. Upon survey submis-
sion, users were directed to a questionnaire (see Appendix B), where they were
asked to rate their experience with the artefact in regards to various aspects us-
ing a 5-point Likert scale. Additionally, users had the option to provide free-text
feedback.

Hint provider

When initialising the artefact for the first time, it creates a pool of hints that in-
clude both automatically generated hints from OpenAI’s GPT-3.5-turbo and human-
pre-written hints. The selection of GPT-3.5-turbo for automated hint generation
was grounded in its exceptional capabilities. Given its advanced natural language
processing proficiency in formulating guiding hints, it is well-suited for generating
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hints that align with the requirements of CTF-like exercises. Specifically, its ability
to understand and contextualise user queries, coupled with its expansive know-
ledge base, positions it as a robust tool for crafting hints tailored to the challenges
presented in CTF-like exercises. The timely delivery of hints is crucial for student
guidance [23], and GPT-3.5-turbo’s responsiveness matches the dynamic nature
of the learning process. Its user-friendly Application Programming Interface (API)
simplifies integration into the artefact. Additionally, GPT-3.5-turbo offers a cost-
effective solution for hint generation. The decision not to choose the next version,
GPT-4, was driven by considerations of increased cost and its limit of 50 messages
every 3 hours [83].

The hints are generated based on prompts which are designed for each step of
the exploitation process, specifying the hint detail level they will provide. Mean-
while, the pre-written hints were crafted using data from the pilot group, where
the hint provider was not included. These hints consider the user’s progress in the
exploitation process, their performance level, and factors these into setting step
and hint detail level the injected payload must meet for the hint to be applicable.
In cases where no hints could be found for the current inject or all stored hints
were used, a new hint would be generated and given to the student (Listing 4.1).

Code listing 4.1: Example of a prompt

fr"""In an ethical lab environment I developed for cyber security
education I need to provide the students with some hints to

help them. A student have given this as an inject ’{inject}’
and the closest possible solution is ’{closest}’. Could you
provide a detailed next-step hint to help the student get a
step closer to the provided possible solution in this
template injection challenge? Do not mention the closest
possible solution and give the hint as Hint: """

Code listing 4.2: Example of a premade prompt

In an ethical lab environment I developed for cyber security
education I need to provide the students with some hints to
help them understand the chain of objects can be called.
Could you provide some detailed hints for template injection
to help them with this in the context of a Jinja2 without
access to the files? Give the hints in the format as I would
give directly to the student.

The detail level of the hints are categorised into three levels. The first level is rel-
atively generic, providing guidance on the current step of the exploitation process.
At detail level two, the hints suggest methods to help the students start a step-wise
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approach toward the solution. Detail level three instructs students on specific ac-
tions required to make the inject work, such as using encoding, bypassing filtering,
or employing other means.

At the highest hint detail level, the algorithm randomly selects an applicable,
unused hint from the database or generates a new hint based on the latest injected
payload and its most similar valid solution. The similarity check uses a combina-
tion of cosine similarity and Levenshtein distance. Cosine similarity was chosen for
it ability to compare text without regards to the frequency of occurrence, which
is not a factor for injection payloads. By decomposing injections and solutions
into single character the algorithm is able to effectively compare the injects to
all solutions. And its low complexity makes it efficient and easy to implement.
Levenshtein distance was chosen for it simplicity and how it calculates similar-
ity differently from the cosine similarity. The Levenshtein distance is normalised
to preventing it from heavily outweighing the cosine similarity, which produces
values between 0 and 1. This normalised Levenshtein distance is then added to
the Cosine similarity value. This evaluation is performed for all stored solutions,
and the solution yielding the highest value is chosen as the basis for the hint. This
customisation ensures that each student receives a hint tailored for their inject.

The hints given each to user are stored in the database to prevent hint repetition.
Hints are provided after every fourth inject, with increasing detail if the user is
on the same step of the exploitation process as when the last hint was provided.
When the completion criteria is met, the artefact checks if the student’s answer is
one of the stored solutions. If not, it is added to the database of possible solutions,
contributing to generating hints for other students later on.

Deployment

Two versions of the artefact were deployed: one providing hints, and the other
without hints. All components, except the questionnaire, were housed within a
Docker container, one container for each version. To accommodate for automatic
distribution of credentials a third Docker container was utilised, also handling
the surveys and redirected students to the correct questionnaire after the post-
survey. The deployment was carried out using Docker Compose, exclusively within
NTNU’s cyber range. This restricted access to students and teachers attending the
school, aiming to safeguard the artefact and its knowledge from unauthorised use
for unethical purposes.





Chapter 5

Evaluation

This chapter presents and discusses the results obtained through the methods
outlined in Chapter 3, covering an analysis of collected log data, questionnaire
responses, and surveys. The log data represents the performance of students dur-
ing their interaction with the artefact. The questionnaire responses offer valuable
insights into the students’ learning experiences, while the surveys track students’
progression from before to after, allowing us to gauge their learning outcomes.

The results are analysed separately per test group, followed by a discussion of
how these findings contribute to answering each research question. The synthesis
of these results addresses the main research question. Towards the end of the
chapter, ethical considerations and limitations of the research are also presented.

5.1 Data Analysis

An overview of the number of participants and questionnaire responses per test
group can be seen in Table 5.1.

Table 5.1: Data overview

Test group Questionnaire responses/Number of participants
The Norwegian Defence
Cyber Academy students

15/17

NTNU students 13/32
CTF participants 1/50

5.1.1 The Norwegian Defence Cyber Academy results

The exploratory focus group consisted of 17 third-year students from the Nor-
wegian Defence Cyber Academy, with eight randomly assigned to the hint group
and nine to the control group. Notably, only one student, from the control group,
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completed all challenges. In compliance with the Armed Forces requirements for
research, all data had to be deleted after the project’s conclusion, and students
had to provide their consent by filling out a consent form (see Appendix D) be-
fore participating. During testing, a technical error in challenge 3 was discovered
for the control group. Consequently, data related to challenge 3 (time spent, num-
ber of inject, and completed objectives) was excluded from the analysis for both
groups to ensure a valid data basis.

User logs

Analysing the data with the Kruskal-Wallis test revealed no significant difference
between the same variable in the groups, as seen in Table 5.2.

Table 5.2: Kruskal-Wallis test comparison between the Norwegian Defence Cyber
Academy groups

Measured variable p
Total minutes 0,386

Objectives completed 0,346
Total injects 0,564

Comparing the variables between the groups through the ANOVA test, no signi-
ficant difference were found, as shown in Table 5.3. The results of these two tests
suggest that the provision of hints did not significantly affect any of the recorded
data.

Table 5.3: ANOVA comparison of the Norwegian Defence Cyber Academy groups

Measured variable p
Total minutes 0,342

Objectives completed 0,362
Total injects 0,530

Table 5.4 displays the results of Spearman’s correlation of the variables within
each group, as well as for all students. Unfortunately, analysis of objectives com-
pleted was not possible for the hint group due to absence of variance in the vari-
able, since all students completed the same number of objectives. This was a con-
sequence of having a small number objectives and having to delete data related
to challenge 3, which further limited the data. However, the comparison found a
significant correlation between total minutes and total injects within the control
group and across all the data. This observation aligns with the intuitive expecta-
tion that more time allows for more attempted injects. Additionally, the correla-
tion between objectives completed and total minutes were almost significant, which
aligns with the expected result that the longer students try, the more they achieve.
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Table 5.4: Spearman’s correlation of variables the Norwegian Defence Cyber
Academy groups

Compared variables pall phint pcont rol
Total minutes - Total injects 0,002 0,078 0,021

Objectives completed - Total injects 0,621 - 0,702
Objectives completed - Total time 0,055 - 0,114

Questionnaire

Out of the 17 participants, 15 answered the post-test questionnaire. A Welch’s
one-way ANOVA analysis of the overlapping questions between the groups re-
vealed no significant difference, as seen in Table 5.5. Indicating that the experi-
ence with the artefact was fairly similar, and the hint did not significantly impact
other aspects of the artefact.

Table 5.5: Welch’s one-way ANOVA comparison of Norwegian Defence Cyber
Academy questionnaire data

Question p
How do you assess the level of difficulty posed by the lab tasks?
(1: Not challenging at all, 5: Extremely challenging)

0,772

Did the sequence of challenges in the lab facilitate a deeper
understanding of the vulnerability under investigation? (1:
Strongly disagree, 5: Strongly agree)

0,834

How would you rate the user-friendliness of the lab interface
concerning ease of navigation and prevention of confusion? (1:
Very confusing, 5: Very user-friendly)

0,525

How would you rate the clarity of the explanations provided in
the learning material? (1: Very unclear, 5: Very clear)

0,522

To what extent did the provided examples contribute to your
comprehension of the concepts covered in the learning mater-
ial? (1: Not helpful at all, 5: Extremely helpful)

0,927

Did you find the organization and flow of the learning material
to be logical and easy to follow? (1: Not at all, 5: Extremely
helpful)

0,722

Please evaluate the quality of the visual presentation, including
formatting and graphics, in the learning material. (1: Poor, 5:
Excellent)

0,406

In their written feedback, some students reported that they felt they learned
a lot about injections. Overall, the feedback was neutral, with a slightly posit-
ive perception of the learning environment and a slightly negative perception of
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the generated hints. While the students generally regarded the artefact positively,
there was a consensus that the last challenge posed a too considerable challenge.

Most participants found the initial two challenges manageable, but they en-
countered a significant difficulty spike with the last challenge, partly due to hav-
ing to skip the third challenge. Some expressed a wish for more intermediate
challenges between challenge 2 and 4, due to this spike, particularly from the
control group. Consequently, students felt a lack of prerequisites for handling the
final challenge, which is also reflected in the number who successfully completed
it (only one). Despite issues with the third challenge, participants acknowledged
that it was a reasonable foundation for the lead up to the final challenge. However,
there should have been more emphasis on the fact that the challenges required
following the entire step-by-step approach, starting with rediscovering the vulner-
able field for each challenge. Some students struggled to initiate inject-building
for the last challenge after identifying the vulnerable field. Despite the difficulty
spike in the last challenge, some students found it exciting to tackle.

It was challenging for students to ascertain if they were on the right path, in-
dicating that the learning material may not be sufficient to enable them to gauge
their progress accurately.

In general, the hints were reported as subpar; they need more optimisation and
fine-tuning to be more applicable for each task the students are working on to
be truly helpful and credible, especially for those with little prior knowledge of
SSTI. As hints were provided after a number of injects, some students found it
challenging to progress without them. This suggests that students made progress
because of the hints, even though a lack of prior knowledge rendered many hints
confusing and unhelpful. Additionally, all students in the control group strongly
agreed that hints would have been helpful in tackling the challenges.

Students found the step-wise approach to injection vulnerabilities helpful. The
examples of different template engine syntax were also reported as beneficial,
but they expressed a desire for examples of SSTI code execution. Overall, the
students found the learning material to be well-written and helpful, but an even
more thorough introduction could have been beneficial.

Since the overall response to the last challenge was that it was too difficult, one
character ("_") was removed from the blacklist filter before the next test at NTNU.
This adjustment aimed to simplify the process of bypassing the filter, eliminating
the need for the students to encode and encapsulated their injection payloads for
a successful injection. Additionally, a pre-survey and post-survey, as well as the
automatic distribution of credentials were implemented before the next test.
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Table 5.6: Average ratings of the Norwegian Defence Cyber Academy question-
naire data

Question AvgHint Avgcont rol
How do you assess the level of difficulty posed by the lab
tasks? (1: Not challenging at all, 5: Extremely challen-
ging)

4,143 4,25

Did the sequence of challenges in the lab facilitate a
deeper understanding of the vulnerability under invest-
igation? (1: Strongly disagree, 5: Strongly agree)

3,857 3,75

How would you rate the user-friendliness of the lab in-
terface concerning ease of navigation and prevention of
confusion? (1: Very confusing, 5: Very user-friendly)

3,714 3,375

Were the frequency and quantity of hints sufficient to as-
sist in your progress with the challenges? (1: Strongly dis-
agree, 5: Strongly agree)

2,857 NA

Were the hints applicable to the specific aspects you were
attempting to manipulate or exploit? (1: Strongly dis-
agree, 5: Strongly agree)

2,714 NA

Did the content of the hints facilitate steady progress with
the challenges without leading to complete impasses? (1:
Strongly disagree, 5: Strongly agree)

3 NA

Did the hints diminish the sense of satisfaction and ac-
complishment you typically experience upon success-
fully completing a challenge? (1: Strongly disagree, 5:
Strongly agree)

1,857 NA

Was the exercises challenging? (1: Not at all, 5: Extremely
challenging)

NA 4,142

Did you make steady progress through the challenges??
(1: Strongly disagree, 5: Strongly agree)

NA 3,429

Did you feel a sense of satisfaction and accomplishment
you typically experience upon successfully completing a
challenge? (1: Strongly disagree, 5: Strongly agree)

NA 4,143

Did you find the exercises reflected the learning material
well? (1: Not at all, 5: Very much)

NA 3,286

Would hints have been helpful during the exercises?(1:
Not at all, 5: Extremely helpful)

NA 5

How would you rate the clarity of the explanations
provided in the learning material? (1: Very unclear, 5:
Very clear)

3,714 3,5

To what extent did the provided examples contribute to
your comprehension of the concepts covered in the learn-
ing material? (1: Not helpful at all, 5: Extremely helpful)

3,286 3,25

Did you find the organization and flow of the learning
material to be logical and easy to follow? (1: Not at all,
5: Extremely helpful)

3,857 3,25

Please evaluate the quality of the visual presentation, in-
cluding formatting and graphics, in the learning material.
(1: Poor, 5: Excellent)

3,571 4
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5.1.2 NTNU results

The confirmatory focus group consisted of 32 participants, composed of under-
graduate and graduate students majoring in computer science at NTNU. 15 were
randomly assigned to the hint group, while the remaining 17 formed the control
group. Participants hailed from both second and third years, predominantly from
the programming course, with a few from the data course. Although programming
and security knowledge were generally similar between the two courses, there is
a knowledge gap corresponding to the academic year. The participants were fa-
miliar with C or C++, with minimal knowledge of Java and JavaScript. Some had
Python knowledge, and a few had experience with GO. All students attended the
training session voluntary, and their decision to participate did not impact their
course grades. The test took place during a regular school day, allowing both on-
line and on-campus students at NTNU Gjøvik to participate. The artefact remained
available for an extended period after the allocated lab time to observe whether
students would return; however, no participants revisited it after the first day.

User logs

Analysing the data with the Kruskal-Wallis test to identify any significant differ-
ence between the groups and their variables did not reveal any, as shown in Table
5.7. Similarly, the ANOVA test did not indicate any significant difference either, as
shown in Table 5.8. This suggests that providing hints did not have a significant
impact on the students.

Table 5.7: Kruskal-Wallis test comparison between NTNU groups

Measured variable p
Total minutes 0,427

Objectives completed 0,272
Total injects 0,088

Table 5.8: ANOVA comparison between NTNU groups

Measured variable p
Total minutes 0,313

Objectives completed 0,230
Total injects 0,086

The results of Spearman’s correlation are presented in Table 5.9. These results
revealed a significant correlation between all variables analysed. Strong correla-
tions were observed between all variables when analysing the entire dataset, as
well as a strong correlation between objectives completed and total injects within
each group. These results are unsurprisingly, as more time spent will allow for
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more injects, and more injects could lead to building inject payload which works,
resulting in completing more objectives. The findings would have been significant
if not all correlations were significant.

Table 5.9: Spearman’s correlation of variables in NTNU test groups

Compared variables pall phint pcont rol
Total minutes - Total injects <,001 0,010 0,023

Objectives completed - Total injects <,001 <,001 <,001
Objectives completed - Total time <,001 0,017 0,041

Questionnaire

For the questionnaires, only four participants from the hint group and nine from
the control group provided answers. Running their responses through Welch’s
one-way ANOVA did not reveal any significant difference in the user experience
between the groups, as shown in Table 5.10. Indicating that on this limited data
the hint did not have a significant impact.



46 J.M. Johnsen: Hint generation for cybersecurity

Table 5.10: Welch’s one-way ANOVA comparison of NTNU questionnaire data

Question p
How do you assess the level of difficulty posed by the lab tasks?
(1: Not challenging at all, 5: Extremely challenging)

0,381

Did the sequence of challenges in the lab facilitate a deeper
understanding of the vulnerability under investigation? (1:
Strongly disagree, 5: Strongly agree)

0,329

How would you rate the user-friendliness of the lab interface
concerning ease of navigation and prevention of confusion? (1:
Very confusing, 5: Very user-friendly)

0,788

Was the exercises challenging? (1: Not at all, 5: Extremely chal-
lenging)

0,873

Did you make steady progress through the challenges?? (1:
Strongly disagree, 5: Strongly agree)

0,676

Did you feel a sense of satisfaction and accomplishment you typ-
ically experience upon successfully completing a challenge? (1:
Strongly disagree, 5: Strongly agree)

0,135

Did you find the exercises reflected the learning material well?
(1: Not at all, 5: Very much)

0,609

Would hints have been helpful during the exercises?(1: Not at
all, 5: Extremely helpful)

0,646

How would you rate the clarity of the explanations provided in
the learning material? (1: Very unclear, 5: Very clear)

0,290

To what extent did the provided examples contribute to your
comprehension of the concepts covered in the learning mater-
ial? (1: Not helpful at all, 5: Extremely helpful)

0,249

Did you find the organization and flow of the learning material
to be logical and easy to follow? (1: Not at all, 5: Extremely
helpful)

0,673

Please evaluate the quality of the visual presentation, including
formatting and graphics, in the learning material. (1: Poor, 5:
Excellent)

0,123

The learning environment received mixed feedback, with some positive aspects
noted. However, areas of improvement were identified as well, such as making the
placeholder text in the submission field clearer. Furthermore, there is still potential
for improvements in structuring the learning material clearly into the different
steps and establish a stronger foundation for beginners, as it was perceived as too
general.

The overall response to the hints was slightly negative. Students who received
hints didn’t always find them applicable to the specific aspect of the exploit that
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they were trying to manipulate. The hints were perceived as not very helpful in
aiding the students’ steady progress to complete challenges, and, consequently,
they didn’t significantly impact their sense of accomplishment. Notably, the hint
group reported a greater sense of satisfaction and accomplishment than the con-
trol group, with average scores of 4 and 3.125, respectively.

The quality and frequency of the hints were reported to be neither particularly
good nor bad. Furthermore, the hint group found that the exercises reflected the
learning material better than the control group (3.8 and 3.5), suggesting that the
hints contributed to understanding the learning material. However, the control
group overall rated the learning material more positively, as seen in Table 5.11.

The feedback suggests that the hints need further refinement and control mech-
anisms to ensure that information they provide is accurate and appropriately
tailored. In one instance, a solution to the final challenges was inadvertently
given in a hint for the first challenge. Students from the control group found
the last challenge quite challenging, feeling uncertain about how to start or pro-
gress; they felt there were too many alternatives to try. Conversely, one student
in the hint group initially faced challenges starting the first challenge, but found
the subsequent challenges manageable. The hint group rated the difficulty of the
lab slightly higher than the control group (average score of 3,8 and 3,375 re-
spectively), indicating that the hints could have posed an additional challenge in
understanding injection vulnerabilities. However, when asked, "Was the exercises
challenging?" the hint group’s ratings were slightly lower than the control group
(3.4 and 3.5 respectively). This aspect should be investigated further with more
challenges and participants.

Removing certain characters from the input with the blacklist filter uninten-
tionally led to the last two challenges seeming to use a different template engine,
both Express Language and Jinja2 became possible alternatives. This unintended
outcome made the challenges harder than intended.
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Table 5.11: Average ratings of the NTNU questionnaire data

Question AvgHint Avgcont rol
How do you assess the level of difficulty posed by the lab
tasks? (1: Not challenging at all, 5: Extremely challen-
ging)

3,8 3,375

Did the sequence of challenges in the lab facilitate a
deeper understanding of the vulnerability under invest-
igation? (1: Strongly disagree, 5: Strongly agree)

2,5 3,375

How would you rate the user-friendliness of the lab in-
terface concerning ease of navigation and prevention of
confusion? (1: Very confusing, 5: Very user-friendly)

2,6 2,75

Were the frequency and quantity of hints sufficient to as-
sist in your progress with the challenges? (1: Strongly dis-
agree, 5: Strongly agree)

2,25 NA

Were the hints applicable to the specific aspects you were
attempting to manipulate or exploit? (1: Strongly dis-
agree, 5: Strongly agree)

2,25 NA

Did the content of the hints facilitate steady progress with
the challenges without leading to complete impasses? (1:
Strongly disagree, 5: Strongly agree)

2,25 NA

Did the hints diminish the sense of satisfaction and ac-
complishment you typically experience upon success-
fully completing a challenge? (1: Strongly disagree, 5:
Strongly agree)

2,25 NA

Was the exercises challenging? (1: Not at all, 5: Extremely
challenging)

3,4 3,5

Did you make steady progress through the challenges??
(1: Strongly disagree, 5: Strongly agree)

3 2,75

Did you feel a sense of satisfaction and accomplishment
you typically experience upon successfully completing a
challenge? (1: Strongly disagree, 5: Strongly agree)

4 3,125

Did you find the exercises reflected the learning material
well? (1: Not at all, 5: Very much)

3,8 3,5

Would hints have been helpful during the exercises?(1:
Not at all, 5: Extremely helpful)

4,2 3,875

How would you rate the clarity of the explanations
provided in the learning material? (1: Very unclear, 5:
Very clear)

3 3,625

To what extent did the provided examples contribute to
your comprehension of the concepts covered in the learn-
ing material? (1: Not helpful at all, 5: Extremely helpful)

3 3,625

Did you find the organization and flow of the learning
material to be logical and easy to follow? (1: Not at all,
5: Extremely helpful)

3,4 3,625

Please evaluate the quality of the visual presentation, in-
cluding formatting and graphics, in the learning material.
(1: Poor, 5: Excellent)

2,6 3,625
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Survey

Due to technical issues with the artefact, the post-survey had to be completed us-
ing an external form rather than within the system. This circumstance might have
resulted in fewer responses and introduced uncertainties regarding which user-
name and group corresponds to each answer. In the post-survey, three responses
were received from the hint group and five from the control group. Interestingly,
one user managed to submit the post-survey through the learning environment,
while the rest did not. Due to this, the analysis will focus only on the data from
the eight participants who answered both the pre-survey and the post-survey. The
ANOVA test revealed no significant difference in the amount of correct answers
from before to after going through the lab, as shown in Table 5.12. However,
it’s noteworthy that all students improved their scores from the pre-survey to the
post-survey.

Table 5.12: ANOVA analysis of NTNU students’ survey data

Correct answers p AvgHint AvgCont rol
Pre-survey 0,818 2,333 2,2
Post-survey 0,957 5,667 5,6

Based on the responses in the survey, it seems that students’ confidence regard-
ing SSTI has slightly increased as a result of the exposure to the vulnerability type
through the artefact, as shown in Table 5.13. But due to the limited data and un-
certainties about whether the user responses are related to the correct group, the
findings are regarded as inconclusive and require further research.

Table 5.13: NTNU students’ confidence in handling template injection

Question Option 1 Option 2 Option 3 Option 4

Pre: What is your experience
with offensive security and tem-
plate injection vulnerabilities?

None
2
2

Basic
3
1

Intermediate Advanced

Pre: How confident are you in
your ability to detect injection
vulnerabilities?

Not
confident

1
2

Slightly
4
1

Moderately Very

Post: How would you rate your
understanding of template in-
jection vulnerabilities?

Poor
Fair
3
2

Good
1
1

Excellent

Black = control group, Blue = hint group
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5.1.3 CTF competition results

The last challenge was featured in a CTF competition at NTNU, where hints
were provided to all participants. Initially, 50 participants accessed the challenge;
however, after excluding those who spent less than five minutes, only 16 re-
mained. It’s worth noting that the actual number might be even lower, as sug-
gested by the user logs that some users injected directly into the vulnerable field
from the start. This could be a result of participants deleting their cookies, util-
ising automated tools or scripts, or receiving guidance from other participants on
how to proceed. Following the competition, participants were asked to fill out
a questionnaire regarding their experience with the template injection challenge
and hints provided.

User logs

Since the challenge was deployed with hints for all users, there will not be any
groupings, making it impossible to run ANOVA analysis on the user logs. However,
Spearman’s correlation of the measured variables is still possible. Since some user
logs completed the challenge in under five minutes, the Spearman’s correlation
was run on all users that spent more than one minute and on those who spent
more than five minutes. The results of these comparisons are shown in Table 5.14.
In both cases there was observed a strong correlation between total minutes and
total injects, not surprising, as more time allows for more injects.

Table 5.14: Spearman’s correlation between variables for CTF users

Compared variables p1min p5min
Total minutes - Total injects 0,096 0,196

Objectives completed - Total injects 0,004 0,034
Objectives completed - Total time 0,615 0,729
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Questionnaire

There was only one participant who answered the questionnaire after the CTF
competition. The feedback was overall negative regarding the challenge and hints;
this version of the last challenge did not fit the context of a CTF competition. For a
CTF competition, it might have been better to run the first version of challenge 4
instead of the one which was tested at NTNU. Including "_" in the blacklist would
have pushed participants to figure out a way to bypass this restriction. As parti-
cipants in CTF competitions often are cybersecurity enthusiasts, the challenge, as
it stood, appeared too easy. Additionally, having multiple pages and fields, which
made it harder to locate the vulnerable field, was not received positively either
because it required more exploration of possible vulnerable input fields.

5.2 Discussion

What benefits does providing feedback in the form of generated hints
during the injection exploitation process, in the context of learning aid
beginners in learning its concepts?

The goal of this research question was to examine the benefits that generated
hints could offer novice individuals in their learning journey, specifically in un-
derstanding injection flaws. The overarching goal is to empower cybersecurity
professionals with the skills to recognise, protect against, and mitigate these vul-
nerabilities. Subsequent exploration of sub-questions will evaluate the efficiency,
perceived usefulness, and potential improvements of the generated hints, contrib-
uting to a comprehensive understanding of their impact on the learning experi-
ence.

5.2.1 Research Question 1

Did the hints contribute to less time and attempts spent on the chal-
lenges?

Average time difference between the Norwegian Defence Cyber Academy and
NTNU is likely influenced by the fact that the Norwegian Defence Cyber Academy
test was conducted after school hours, allowing for more time, while the NTNU
test was conducted in between courses on a school day, as well as the removal of
"_" from the blacklist filter in challenge 3 and 4 which made the challenges easier
for the students at NTNU. Because of this the comparison will just consider within
focus groups data, and not cross test group comparison.

Analysing the data from the Norwegian Defence Cyber Academy, no significant
difference was found between the two groups. Upon examination of the average
time spent and average number of inject, it appears that hints may have had a
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slight negative impact, as both the time spent and number of inject for the hint
group are slightly higher. However, this difference is not statistically significant.
These results could have been affected by the network issues the test initially had,
where some students could access the lab while others couldn’t. The issue was
resolved after approximately 30 minutes. Additionally, there was a technical issue
with challenge 3 which made the challenge impossible to solve for the control
group, thus invalidating the related data. After removing data related to challenge
3, no significant results were found on the ANOVA test (Table 5.3) or difference
in significant correlations on the Spearman’s correlation (Table 5.4).

In the NTNU data, with the adjustment of the last two challenges and a working
challenge 3 for both groups, the differences have changed. In this case, the hint
group had lower averages, sending 35.3% less injects compared to the control
group. On average, they also spent about 12 minutes (16.95%) less time on the
challenges, suggesting that they might have devoted more time to consider their
injects. Despite these observations, no significant difference was found between
the groups with a ANOVA test (Table 5.8), and the groups exhibited the same
significant correlations in the Spearman’s correlation (Table 5.9). It’s worth noting
that some students may have quit after the technical issues with the survey at the
start of the lab, possibly getting deterred that the rest of the artefact was of the
same quality, rendering some of the data non-representative.

Table 5.15: Average time spent and average number injects

Test group Timeavg Injectsavg

TheNorwegianDe f enceC y berAcademyhint 125,35min 171,75
TheNorwegianDe f enceC y berAcademycont rol 111,31min 151,78

N T NUhint 61,40min 103,21
N T NUcont rol 73,93min 159,53

In conclusion to research question 1: hints seemed to affect the number of in-
jects, but only slightly affect the time spent. Due to technical issues, no definitive
conclusions can be drawn, but the results seem to suggest that the hints may con-
tribute to less injects and time spent.

5.2.2 Research Question 2

How useful is the feedback in improving students’ knowledge?

For the students at the Norwegian Defence Cyber Academy, the hints were re-
ceived slightly negatively. The frequency, quality and applicability were perceived
to be moderately adequate (average ratings between 2,71 and 2,86). The hints
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were reported to not significantly negatively affect the students’ sense of satis-
faction and accomplishment. This could be a consequence of the hints not being
especially helpful, as they in some cases addressed aspects which some students
already had handled or not tackling the specific problem the students were facing.
The lack of prior knowledge made some hints confusing as they used terms related
to template injection which the students were not familiar with. Despite the hints
not being very helpful, one student reported that it was challenging to progress
without hints. This might indicate that the frequency of the hints was not suffi-
cient for novices. In the control group, everyone strongly agreed that hints would
have been helpful during the challenges.

The results from the test at NTNU indicated that the students found the hints
to be less helpful (with average ratings between 2,25 and 2,75). The students at
NTNU also wished to receive hints on a higher frequency, as well as feeling that the
hints were not applicable to the aspect of the inject they were trying to manipulate.
The hints did not significantly assist in their progress on the challenges. However,
the students reported a lesser sense of satisfaction and accomplishment because
of the hints compared to the students at the Norwegian Defence Cyber Academy.
This is evident when one student reported that a hint received on challenge 1
contained a solution for challenge 4, thereby disrupting the learning process of
building the inject himself. Due to the technical issues with the test, there were
not many answers on the questionnaire, making the data not representative for
the group, as only 33% of this focus group answered.

In conclusion to research question 2: the hints were not peculiarly helpful. The
survey results from the NTNU students showed improvement from before to after
the interaction, but this improvement was observed in both groups, suggesting
that the improved scores were not correlated to the hints. The hints were more
confusing and distracting. Indicating that for the hints to be helpful the hint gen-
erator needs more fine-tuning and the hint provider needs better provision criteria
controls.

5.2.3 Research Question 3

How can the feedback be improved?

Considering the feedback from the students, there is a suggestion to provide
hints at higher frequency. As mentioned in [14, 16, 23, 28, 48], timely feedback
is important for learning, but the optimal timing may vary among students [18],
therefore hints could be provided upon request from the students themselves with
a restriction to avoid abuse of hints, a restriction such as in the work of Marwan
et al. [18]. Using simpler language in hints, avoiding complex technical terms re-
lated to template injection, could enhance understanding, making the hints more
useful for students. Comprehensibility and the applicability of the hints could be
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improved by designing better prompts that consider these parameters, among oth-
ers. The generation and provision of hints could be based on all the injects of the
student since the last hint, so that the hint comments on the student’s approach
rather than only their latest inject. To ensure that the feedback does not contain a
full-fledged solution, which takes away the sense of accomplishment and satisfac-
tion of completing a challenge, restrictions on the hints should be implemented.
To further improve the hints, a wider range of positive feedback can also be imple-
mented, as positive feedback has been shown to be beneficial for learning [46].

In summary of research question 3, enhancing the feedback system could in-
volve introducing hints on-demand with restrictions to hinder abuse, conduct-
ing a more comprehensive analysis of students’ injection timeline, simpler lan-
guage, and incorporating more positive feedback. Additionally, the learning ma-
terial could be improved to increase the comprehension of template injection con-
cepts and terms, thereby making it easier to understand the feedback.

To answer the main research question, based on the conducted research covered
in this thesis, it appears that providing generated hints during the exploitation pro-
cess did not significantly affect the learning outcomes. The survey data indicates
that both groups improved to a similar extent. Notably, the hint group at NTNU
utilised substantially fewer injects during their interaction with the artefact. This
could be a result of their thoughtful evaluation of what and how to design their
injects, but it could also be because the hints introduced another challenge by con-
fusing and distracting them. Additionally, there is a possibility that the students
in the hint group exited the lab earlier than some of the students in the control
group. This seems most likely since, on average, the control group completed 2,65
challenges, while the hint group completed 2 challenges. The results suggest that
there were no discernible benefits of having hints during the exploitation process.
However, it cannot be definitively concluded from this study due to the limited
data, along with uncertainties regarding its reliability and validity.

5.3 Ethical Considerations and Limitations

Considering whether it is ethical to educate students about concepts which
could be exploited for nefarious means, the artefact uses information and techno-
logy which is publicly available. As mentioned earlier, knowledge itself is not inher-
ently good or bad; it is the intention of the person utilising the knowledge which is.
And as Sun Tzu emphasised [27], understanding the tactics and techniques em-
ployed by the enemy is crucial to effectively react and defend oneself. Considering
these perspectives, there should be no concerns with educating individuals about
these concepts.
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Concerns have been raised regarding the power and water consumption of large
generative AI models and their environmental impacts [84]. Water is used for
cooling the equipment that runs these models, with models like GPT consuming
about 500 milliliters when asked five to 50 questions [85]. In order to minimise
the environmental impact, the artefact primarily requests hints at initialisation
and stores them for later use. This approach enables reuse of the same hints for
multiple students without the need to repeatedly ask the model to generate hints.

The study has several limitations. Firstly, as mentioned earlier, the tests have
all been voluntary. For students at Norwegian Defence Cyber Academy, it was
held after school hours and limited to third year students, potentially reducing
the number of potential participants as the students did have other activities and
homework to attend to. For the students at NTNU, it was held in the middle of
the day as part of a voluntary lab in a course. These students had other courses
both before and after the lab, and since the lab did not impact their grades, some
might have chosen alternative assignments or activities. At NTNU, it should have
been emphasised and stressed repeatedly that the artefact would be left available
for several days to possibly increase student engagement.

Secondly, the survey and questionnaire data is limited due to technical issues
encountered during testing. The total number of participants across all tests is
also limited, but the participants represent the target demographic of the arte-
fact well. These issues impacted the data’s validity and reliability as students had
to manually navigate to the post-survey and correct questionnaire. In the post-
survey, the students had to recall their own usernames, introducing an element of
uncertainty regarding correct recollection and whether the artefact recorded the
pre-survey data under the same username. Regarding the questionnaire, two dif-
ferent versions were made for each group, and students were required to fill out
the one corresponding to their allocated group, hint, or control group. Based on
the written feedback, it’s evident that some students accessed the wrong version.
While it’s possible that more students did the same, it was not apparent from the
written feedback.

The hint provider does not take into account the student’s injection history or
identify specific areas within the student’s inject that require attention to facilitate
progress. Instead, it considers which step in the exploitation process the student
is at, the hint detail level, the latest inject, and its most similar solution.

During the implementation, the number challenges were limited and restricted
to SSTI in favour of the hint provider algorithm. The small number of challenges,
combined with a small sample size, has made it impossible to assess whether hints
had a significant impact on the students’ learning.
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An unforeseen consequence of the blacklist filter removing certain characters
from the input made it appear as if the last two challenges could be using another
template engine. This resulted in confusion among some students and made the
challenges more difficult than intended, potentially causing frustration when the
syntax for the believed engine did not work.
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Conclusion and Future Work

6.1 Conclusion

Firstly, an artefact was developed, encompassing learning material, hands-on
exercises, and automated feedback in the form of hints. To evaluate the hints
effect, comparison of user log data of students who received hints and a control
group without hints were analysed. The gathered data, encompassing number
of injects, time spent, and objectives completed, was compared using Kruskal-
Wallis test(refer to Table 5.2 and Table 5.7) and ANOVA test (refer to Table 5.3
and Table 5.8). Additionally, Spearman’s correlation was employed to investigate
any significant correlations between variables within each group. The results from
these algorithms found no significance in the data.

Secondly, students at NTNU filled out surveys mapping their knowledge prior
to and after interacting with the artefact. The results show that the automated
hints did not significantly affect the results. On the other hand, just interacting
with the artefact did increase the students’ scores.

Thirdly, after each test, participants were asked to complete a questionnaire
containing questions about their experience regarding different aspects of the
artefact. The obtained results underwent analysis using Welch’s one-way ANOVA
tests for the overlapping questions (refer to Table 5.5 and Table 5.10), which
revealed no significant differences. Overall, the challenges and hints were per-
ceived slightly negatively. However, students in the control group reported that
they thought hints would have been helpful, indicating that the suggested arte-
fact had a desirable feature, just not optimally implemented.

This study was conducted to find out whether automated hint generation during
hands-on offensive security exercises would provide any benefits to the learning
process. The experiment was organised so that the effect of these hints could be
observed between two groups, one with and one without. Due to technical issues
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that resulted in a limited dataset with uncertain validity and reliability, the results
of the thesis are inconclusive. Further testing on a larger test group is needed to
properly evaluate the artefact.

6.2 Future Work

Regarding future work there are several areas that could be explored. The ex-
periments should be performed again to gather valid and reliable data, and assess
the artefact based on these. Furthermore, fine-tuning and optimising of the hint
provider could increase the effectiveness of the hints. The hint generation could
benefit from having a greater adaptability to the students’ current inject, as well as
having more restrictions on the content of the hints. The provision of hints could
benefit from considering additional criteria for selecting hints, such as identify-
ing the part of the inject the student is currently addressing based on the injects
since the last hint. Involving instructors for hint quality assurance could further
enhance the hints, ensuring a more instructor-like quality.

Although this thesis did not include an array of feedback techniques, future
studies should research the prospect of implementing more, such as more elabor-
ate positive feedback, which has been shown to have a positive impact on learning
[46]. Tell the students when they are building the injection correctly and when
they have fixed an issue they seem to have been struggling with. Furthermore,
inclusion of the post-training visualisation graphs introduced in [16] would en-
hance students’ post-training reflection. This would also enable instructors to eas-
ily identify common misconceptions among the students. Expanding on the visu-
alisation, it’s worth exploring the possibility of incorporating a graphical view
during exercises. This view could display all the injects the student have attemp-
ted, breaking down injects into smaller parts and utilising coloured graph nodes
to indicate whether an inject is a dead-end or can be further explored.

Future research could explore alternative models for generating hints that might
outperform the current one and, ideally, be freely accessible. This investigation
could further lower the entry barrier for utilising the artefact. An ideal model
would excel in formulating technical hints based on prompts and possess the abil-
ity to generate a diverse array of hint types.

The last suggestion for future work in this study is to implement more challenges
and other sub-categories of injection vulnerabilities, stretching the difficulty curve
and widening the scope of the artefact. With this it will become easier to assess the
effect of the generated hints since there will be a greater possibility of difference
between the test groups.
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● Why do you think injection vulnerabilities are still an issue?
● Do you think there is a need to be learning offensive techniques or should we as a

community invest more time into defensive security and research?
● How do you find injection vulnerabilities and what is your favorite

method/vulnerability?
● Is there any concern/issues in doing offensive security research and/or education?
● Is there a way to stop or at least decrease the likelihood that offensive security

education is being used unethically?
● What is the most commonly found injection vulnerability?
● Can you rate the difficulty level of finding and exploiting these injection vulnerabilities:

○ SQL injection
○ Command injection
○ Template injection
○ OS command injection
○ XSS
○ CSRF
○ Formula injection
○ Xpath injection
○ Any other that you can think of? If so, what is its rating?
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User experience of Injection lab
 
The following questions are about the lab itself.  
How do you assess the level of difficulty posed by the lab tasks? (1: Not challenging at all, 5:
Extremely challenging) 

1

2

3

4

5
 
Did the sequence of challenges in the lab facilitate a deeper understanding of the vulnerability
under investigation? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
How would you rate the user-friendliness of the lab interface concerning ease of navigation and
prevention of confusion? (1: Very confusing, 5: Very user-friendly) 

1

2

3

4

5
 
Do you have any comments or feedback on the lab itself?  
The following questions is about you experienced the hints that you were given
during the lab exercises.  
Were the frequency and quantity of hints sufficient to assist in your progress with the
challenges? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Were the hints applicable to the specific aspects you were attempting to manipulate or exploit?
(1: Strongly disagree, 5: Strongly agree) 

1

2

3



4

5
 
Did the content of the hints facilitate steady progress with the challenges without leading to
complete impasses? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did the hints diminish the sense of satisfaction and accomplishment you typically experience
upon successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Do you have any comments or feedback to the provided hints?  
The following questions is about the learning material that you were provided in the
lab.  
On a scale 1 to 5, how much do you agree with the following statements.
Where 1 being strongly disagree, and 5 being strongly agree.
 
How would you rate the clarity of the explanations provided in the learning material? (1: Very
unclear, 5: Very clear) 

1

2

3

4

5
 
To what extent did the provided examples contribute to your comprehension of the concepts
covered in the learning material? (1: Not helpful at all, 5: Extremely helpful) 

1

2

3

4

5
 
Did you find the organization and flow of the learning material to be logical and easy to follow?
(1: Not at all, 5: Extremely helpful) 

1

2



3

4

5
 
Please evaluate the quality of the visual presentation, including formatting and graphics, in the
learning material. (1: Poor, 5: Excellent) 

1

2

3

4

5
 
Do you have any comment or feedback on the learning material?  
Is there any additional comments or feedback about the project that you would like
to provide? 
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B.1.2 Control group



User experience of injection lab
 
The following questions are about the lab itself.  
Please rate the following statements.
 
How do you assess the level of difficulty posed by the lab tasks? (1: Not challenging at all, 5:
Extremely challenging) 

1

2

3

4

5
 
Did the sequence of challenges in the lab facilitate a deeper understanding of the vulnerability
under investigation? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
How would you rate the user-friendliness of the lab interface concerning ease of navigation and
prevention of confusion? (1: Very confusing, 5: Very user-friendly) 

1

2

3

4

5
 
Do you have any comments or feedback on the lab itself?  
The following questions is about how you experienced the challenges you were
given during the lab. 
What was challenging in the exercises?
 
Please rate the following statements.
 
Was the exercises challenging? (1: Not at all, 5: Exremely challenging) 

1

2

3

4

5
 
Did you make steady progress through the challenges?? (1: Strongly disagree, 5: Strongly
agree) 

1



2

3

4

5
 
Did you feel a sense of satisfaction and accomplishment you typically experience upon
successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did you find the exercises reflected the learning material well? (1: Not at all, 5: Very much) 

1

2

3

4

5
 
Would hints have been helpful during the exercises?(1: Not at all, 5: Extremely helpful) 

1

2

3

4

5
 
Do you have any comments or feedback to the challenges?  
The following questions is about the learning material that you were provided in the
lab.  
Please rate the following statements.
 
How would you rate the clarity of the explanations provided in the learning material? (1: Very
unclear, 5: Very clear) 

1

2

3

4

5
 
To what extent did the provided examples contribute to your comprehension of the concepts
covered in the learning material? (1: Not helpful at all, 5: Extremely helpful) 

1

2

3



4

5
 
Did you find the organization and flow of the learning material to be logical and easy to follow?
(1: Not at all, 5: Extremely helpful) 

1

2

3

4

5
 
Please evaluate the quality of the visual presentation, including formatting and graphics, in the
learning material. (1: Poor, 5: Excellent) 

1

2

3

4

5
 
Do you have any comment or feedback on the learning material?  
Is there any additional comments or feedback about the project that you would like
to provide? 
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B.2 NTNU

B.2.1 Hint group



User experience of Injection lab
 
The following questions is about the lab itself.  
Please rate the following statements.
 
How do you assess the level of difficulty posed by the lab tasks? (1: Not challenging at all, 5:
Extremely challenging) 

1

2

3

4

5
 
Did the sequence of challenges in the lab facilitate a deeper understanding of the vulnerability
under investigation? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
How would you rate the user-friendliness of the lab interface concerning ease of navigation and
prevention of confusion? (1: Very confusing, 5: Very user-friendly) 

1

2

3

4

5
 
Do you have any comments or feedback on the lab itself?  
The following questions is about how you experienced the hints that you were given
during the lab exercises.  
Please rate the following statements.
 
Were the frequency and quantity of hints sufficient to assist in your progress with the
challenges? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Were the hints applicable to the specific aspects you were attempting to manipulate or exploit?
(1: Strongly disagree, 5: Strongly agree) 

1



2

3

4

5
 
Did the content of the hints facilitate steady progress with the challenges without leading to
complete impasses? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did the hints diminish the sense of satisfaction and accomplishment you typically experience
upon successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Do you have any comments or feedback to the provided hints?  
The following questions is about how you experienced the challenges you were
given during the lab. 
What was challenging in the exercises?
 
Please rate the following statements.
 
Was the exercises challenging? (1: Not at all, 5: Exremely challenging) 

1

2

3

4

5
 
Did you make steady progress through the challenges?? (1: Strongly disagree, 5: Strongly
agree) 

1

2

3

4

5
 
Did you feel a sense of satisfaction and accomplishment you typically experience upon
successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1



2

3

4

5
 
Did you find the exercises reflected the learning material well? (1: Not at all, 5: Very much) 

1

2

3

4

5
 
Would hints have been helpful during the exercises?(1: Not at all, 5: Extremely helpful) 

1

2

3

4

5
 
Do you have any comments or feedback to the challenges?  
The following questions is about the learning material that you were provided in the
lab.  
Please rate the following statements.
 
How would you rate the clarity of the explanations provided in the learning material? (1: Very
unclear, 5: Very clear) 

1

2

3

4

5
 
To what extent did the provided examples contribute to your comprehension of the concepts
covered in the learning material? (1: Not helpful at all, 5: Extremely helpful) 

1

2

3

4

5
 
Did you find the organization and flow of the learning material to be logical and easy to follow?
(1: Not at all, 5: Extremely helpful) 

1

2

3



4

5
 
Please evaluate the quality of the visual presentation, including formatting and graphics, in the
learning material. (1: Poor, 5: Excellent) 

1

2

3

4

5
 
Do you have any comment or feedback on the learning material?  
Is there any additional comments or feedback about the project that you would like
to provide? 
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B.2.2 Control group



User experience of injection lab kopi
 
The following questions are about the lab itself.  
Please rate the following statements.
 
How do you assess the level of difficulty posed by the lab tasks? (1: Not challenging at all, 5:
Extremely challenging) 

1

2

3

4

5
 
Did the sequence of challenges in the lab facilitate a deeper understanding of the vulnerability
under investigation? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
How would you rate the user-friendliness of the lab interface concerning ease of navigation and
prevention of confusion? (1: Very confusing, 5: Very user-friendly) 

1

2

3

4

5
 
Do you have any comments or feedback on the lab itself?  
The following questions is about how you experienced the challenges you were
given during the lab. 
What was challenging in the exercises?
 
Please rate the following statements.
 
Was the exercises challenging? (1: Not at all, 5: Exremely challenging) 

1

2

3

4

5
 
Did you make steady progress through the challenges?? (1: Strongly disagree, 5: Strongly
agree) 

1



2

3

4

5
 
Did you feel a sense of satisfaction and accomplishment you typically experience upon
successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did you find the exercises reflected the learning material well? (1: Not at all, 5: Very much) 

1

2

3

4

5
 
Would hints have been helpful during the exercises?(1: Not at all, 5: Extremely helpful) 

1

2

3

4

5
 
Do you have any comments or feedback to the challenges?  
The following questions is about the learning material that you were provided in the
lab.  
Please rate the following statements.
 
How would you rate the clarity of the explanations provided in the learning material? (1: Very
unclear, 5: Very clear) 

1

2

3

4

5
 
To what extent did the provided examples contribute to your comprehension of the concepts
covered in the learning material? (1: Not helpful at all, 5: Extremely helpful) 

1

2

3



4

5
 
Did you find the organization and flow of the learning material to be logical and easy to follow?
(1: Not at all, 5: Extremely helpful) 

1

2

3

4

5
 
Please evaluate the quality of the visual presentation, including formatting and graphics, in the
learning material. (1: Poor, 5: Excellent) 

1

2

3

4

5
 
Do you have any comment or feedback on the learning material?  
Is there any additional comments or feedback about the project that you would like
to provide? 
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B.3 CTF



User experience of Template Injection challenge
 
The following questions is about the lab itself.  
Please rate the following statements.
 
How do you assess the level of difficulty posed by the lab task? (1: Not challenging at all, 5:
Extremely challenging) 

1

2

3

4

5
 
How would you rate the user-friendliness of the lab interface concerning ease of navigation and
prevention of confusion? (1: Very confusing, 5: Very user-friendly) 

1

2

3

4

5
 
Do you have any comments or feedback on the lab itself?  
The following questions is about how you experienced the hints that you were given
during the challenge.  
Please rate the following statements.
 
Were the frequency and quantity of hints sufficient to assist in your progress with the
challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Were the hints applicable to the specific aspects you were attempting to manipulate or exploit?
(1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did the content of the hints facilitate steady progress with the challenge without leading to
complete impasses? (1: Strongly disagree, 5: Strongly agree) 

1



2

3

4

5
 
Did the hints diminish the sense of satisfaction and accomplishment you typically experience
upon successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Do you have any comments or feedback to the provided hints?  
The following questions is about how you experienced the challenge. 
What was challenging?
 
Please rate the following statements.
 
Was it challenging? (1: Not at all, 5: Exremely challenging) 

1

2

3

4

5
 
Did you make steady progress through the challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Did you feel a sense of satisfaction and accomplishment you typically experience upon
successfully completing a challenge? (1: Strongly disagree, 5: Strongly agree) 

1

2

3

4

5
 
Do you have any comments or feedback to the challenge?  
Is there any additional comments or feedback about the project that you would like
to provide? 
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Pre-Survey
 
Question 1: What is your experience with offensive security and template injection
vulnerabilities? 

None

Basic understanding

Intermediate knowledge

Advanced knowledge
 
Question 2: How confident are you in your ability to detect injection vulnerabilities? 

Not confident at all

Slightly confident

Moderatley confident

Very confident
 
Question 3: What is the cause of template injection vulnerabilities? 

A lack of encryption

A lack of proper input validation

Missing security software

A lack of log monitoring
 
Question 4: What are some potential consequences of a successful injection attack
on web applications? 

Data leakage

Unauthorized access

Code execution

None of the above
 
Question 5: What are some common security threats or attack that web applications
may face? 

Cross-Site Scripting (XSS)

Cross-Site Request Forgery (CSRF)

SQL Injection

None of the above
 
Question 6: What steps can be taken to ensure that data provided by users is safe
when interacting with a web application? 

I have no idea

Enable firewall rules to restrict network traffic

Implement error handling

Encrypt the data before processing

Employ data examination processes
 
Question 7: What are some common types of data that requires input validation in



web applications? 
Username and passwords

Credit card numbers

Email addresses

None of the above
 
Question 8: Which of the following best describes the role of input validation in web
application security and its effects on data integrity, confidentiality, and availability? 

Input validation ensures data confidentiality by encrypting user inputs, making them unreadable to

unauthorized parties

Input validation verifies the integrity of user inputs and protects data from unauthorized changes,

maintaining its accuracy and consistency

Input validation enhances system availability by optimizing server resources and ensuring fast

response times

Input validation secures data confidentiality and availability by blocking all user inputs to prevent any

potential threats
 
Question 9: Which of the following is a temporary measure to mitigate the risk of
injection flaws in a web application while a permanent solution is being developed? 

Applying strong encryption to all data in the database

Implementing a web application firewall (WAF)

Implement encryption of user input before processing

Configuring an intrusion detection system (IDS)
 
Question 10: What is a common mitigation technique(s) to prevent injection
vulnerabilities in web applications? 

Disable user input

Blacklisting special characters

Input validation and filtering

Running security scans regularly
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Post-survey
 
What username did you use?  
How would you rate your understanding of template injection vulnerabilities? 

Poor

Fair

Good

Excellent
 
How would you mitigate a template injection vulnerability in a web application? 

Regulary monitor the server logs

Implement input validation and output encoding

Use strong encryption for data transmission

Install antivirus software

Update the software the application uses
 
What are some  common security threats or attack that web applications may face? 

Cross-Site Scripting (XSS)

Cross-Site Request Forgery (CSRF)

SQL Injection

Server-Side Template Injection (SSTI)

None of the above
 
What can a successful template injection attack on a web server lead to? 

Information disclosure

Unauthorized access

Code execution

None of the above
 
What are some common types of input fields which requires input validation in a
web application? 

Username and passwords

Search fields

Email addresses

None of the above
 
What is the most effective mitigation against injection vulnerabilities? 

Running regularly security scans

Input validation and filtering

Disable user input entirely

Increasing server response times
 
What can be done to avoid template injection vulnerabilities? 

Apply secure coding practices and avoid using templates



Use secure functions for rendering web pages and sanitize user input

Encode payloads with base64 or similar encodings

Use publicly available templates without modifications
 
Is it necessary to review default settings in web applications? 

Default settings are always secure and require no modification

Modifying default settings improves user experience

Default settings may expose vulnerabilities and should be customized

Default settings are automatically adjusted by the server, therefore there is no need to adjust them

yourself
 
What function does input validation serve? 

It ensures that user input is encrypted before processing

It ensures that user input matches a expected pattern before processing

It ensures that the input is stored safely for later processing

I have no idea
 
How does effective input validation in a web application contribute to maintaining
the principles of confidentiality, integrity, and availability of data and resources? 

Input validation primarily ensures data integrity by preventing unauthorized changes to information

Input validation enhances data confidentiality by encrypting user inputs to safeguard against

unauthorized access

Input validation has no significant impact on system availability as it focuses on data integrity and

confidentiality

Input validation supports data integrity, confidentiality, and availability by preventing unauthorized

access and manipulation
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Vil du delta i forskningsprosjektet

Automatisk hint generering for Injection lab?

Dette er et spørsmål til deg om å delta i et forskningsprosjekt hvor formålet er å undersøke hvordan
autogenererte hint kan bidra i læringen av injection sårbarheter. I dette skrivet gir vi deg informasjon
om målene for prosjektet og hva deltakelse vil innebære for deg.

Formål
Formålet med prosjektet er å effektivisere tilegningen av kunnskap relatert til injection sårbarheter,
hvordan de oppstår, hvordan man kan finne dem og hvordan fikse dem. Prosjektet vil ta for seg et få
tall typer injection sårbarheter for å fokusere på undervisningsdelen av prosjektet.
Vi ønsker å undersøke hvor effektiv hint som er autogenerert av tidligere løsningsforslag og som er
tilpasset deltakerens fremgangsmåte kan bidra i læringsprosessen av injection sårbarheter.
Dette prosjektet er en masteroppgave.

Hvem er ansvarlig for forskningsprosjektet?
NTNU Gjøvik er ansvarlig for prosjektet.

Hvorfor får du spørsmål om å delta?
Du får spørsmål om å delta fordi du går en teknisk utdanning med fag innenfor informasjonssikkerhet.

Hva innebærer det for deg å delta?
Hvis du velger å delta i prosjektet, innebærer det at du prøver å fullføre flere laboppgaver som er
designet for å lære deg hvorfor injection sårbarheter oppstår og hvordan finne noen typer.
Etter laboppgavene fyller du et digitalt spørreskjema om hvordan du opplevde oppgavene. Det vil ta
ca. 5 minutter. Svarene dine vil bli brukt til å forbedre labene og vurdere hvor effektiv prosjektet er i
læring av injection sårbarheter.

Det vil bli samlet anonym data om hvordan du integrerer med labbene. Dataene vil også bli benyttet til
å analysere effektiviteten og muligens identifisere svakheter med prosjektet.

Det er frivillig å delta
Det er frivillig å delta i prosjektet. Hvis du velger å delta, kan du når som helst trekke samtykket
tilbake uten å oppgi noen grunn. Alle dine personopplysninger vil da bli slettet. Det vil ikke ha noen
negative konsekvenser for deg hvis du ikke vil delta eller senere velger å trekke deg.

Deltakelse i forskningen inngår ikke i normal undervisning og er derfor ikke grunnlag for vurdering av
deltakerne.

Ditt personvern – hvordan vi oppbevarer og bruker dine opplysninger
Vi vil bare bruke opplysningene om deg til formålene vi har fortalt om i dette skrivet. Vi behandler
opplysningene konfidensielt og i samsvar med personvernregelverket.



Dataen vil være tilgjengelig for veilederne og studenten for dette prosjektet. Dataen vil være lagret i
cyber rangen til NTNU hvor kun autorisert personell vil ha tilgang.

Data som blir samlet inn fra deg vil være anonymisert og aldri være knyttet til informasjon som kan
knyttet til det som individ.

Dataen vil samles inn av systemet som er satt opp i cyber rangen til NTNU. Dataene vil bli bearbeidet
av studenten og veilederne.

Hva skjer med personopplysningene dine når forskningsprosjektet avsluttes? 
Prosjektet vil etter planen avsluttes 15. desember 2023. Da prosjektet ikke samler inn
personopplysninger og all data er anonymisert vil ikke data bli slettet, og kan bli gjenbrukt til
eksempelvis forskning.

Hva gir oss rett til å behandle personopplysninger om deg?
Vi behandler opplysninger om deg basert på ditt samtykke.

På oppdrag fra NTNU har Sikt – Kunnskapssektorens tjenesteleverandør vurdert at behandlingen av
personopplysninger i dette prosjektet er i samsvar med personvernregelverket.



Dine rettigheter
Så lenge du kan identifiseres i datamaterialet, har du rett til:

● innsyn i hvilke opplysninger vi behandler om deg, og å få utlevert en kopi av opplysningene
● å få rettet opplysninger om deg som er feil eller misvisende
● å få slettet personopplysninger om deg 
● å sende klage til Datatilsynet om behandlingen av dine personopplysninger

Hvis du har spørsmål til studien, eller ønsker å vite mer om eller benytte deg av dine rettigheter, ta
kontakt med:

● NTNU Gjøvik ved Basel Katt
E-post: basel.katt@ntnu.no
Mobil: 61135176

John Martin Johnsen
E-post: JM_Nesna@hotmail.com
Mobil: 48228321

● Vårt personvernombud: Thomas Helgesen
E-post: thomas.helgesen@ntnu.no
Mobil: 93079038

Hvis du har spørsmål knyttet til vurderingen som er gjort av personverntjenestene fra Sikt, kan du ta
kontakt via:

● Epost: personverntjenester@sikt.no eller telefon: 73 98 40 40.

Med vennlig hilsen

John Martin Johnsen

Masterstudent

-------------------------------------------------------------------------------------------------------------------------

Samtykkeerklæring
Jeg har mottatt og forstått informasjon om prosjektet “Automatisk hint generering for Injection lab”,
og har fått anledning til å stille spørsmål. Jeg samtykker til:

● å delta i gjennomføring av injection lab
● å delta i spørreskjema

Jeg samtykker til at mine opplysninger behandles frem til prosjektet er avsluttet

----------------------------------------------------------------------------------------------------------------
(Signert av prosjektdeltaker, dato)
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User experience  of Injection lab

Oppdatert: 9. desember 2023 kl. 10:58

The following questions is about the lab itself.

Svar 1 2 3 4 5 Diagram

How do you 
assess  the level 
of difficulty  
posed  by the lab 
tasks ? (1: Not 
challenging  at 
all, 5: Extremely  
challenging )

2 1 1

Did the

 

sequence  of 
challenges  in 
the lab facilitate  
a deeper  
understanding  
of the 
vulnerability  
under  
investigation ? 
(1: Strongly  
disagree , 5: 
Strongly  agree)

2 1 1

How would  you

 

rate the user-
friendliness  of 
the lab interface  
concerning  
ease of 
navigation  and 
prevention  of 
confusion ? (1: 
Very confusing , 
5: Very user-
friendly )

2 1 1

1 2 3 4 5

Do you have any comments or feedback on the lab itself?

           

Dette spørsmålet har ingen svar
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The following questions is about how you experienced the hints that you were given during the lab 
exercises.

Svar 1 2 3 4 5 Diagram

Were the 
frequency  and 
quantity  of hints  
sufficient  to 
assist  in your 
progress  with 
the challenges ? 
(1: Strongly  
disagree , 5: 
Strongly  agree)

2 1 1

Were the hints  
applicable  to 
the specific  
aspects  you 
were attempting
to manipulate  or 
exploit ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1 1 2

Did the content  
of the hints  
facilitate  steady
progress  with 
the challenges  
without  leading  
to complete  
impasses ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1 1 2

Did the hints  
diminish  the 
sense  of 
satisfaction  and 
accomplishmen
t you typically  
experience  
upon
successfully  
completing  a 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1 1 2

1 2 3 4 5

Do you have any comments or feedback to the provided hints?

The following questions is about how you experienced the challenges you were given during the lab.

Figuring out how to start the first task, rest was ok• 

Dette spørsmålet har ingen svar
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Spørsmål uten tekst

Svar 1 2 3 4 5 Diagram

Was the 
exercises  
challenging ? (1: 
Not at all, 5: 
Exremely  
challenging )

2 1 1

Did you make
steady  progress  
through  the 
challenges ?? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

2 1 1

Did you feel a 
sense  of 
satisfaction  and 
accomplishmen
t you typically  
experience  
upon
successfully  
completing  a 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1 2 1

Did you find the 
exercises  
reflected  the 
learning  
material  well? 
(1: Not at all, 5: 
Very much )

1 2 1

Would  hints  
have been 
helpful  during  
the exercises ?
(1: Not at all, 5: 
Extremely  
helpful )

2 2

1 2 3 4 5

Do you have any comments or feedback to the challenges?

Dette spørsmålet har ingen svar
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The following questions is about the learning material that you were provided in the lab.

Svar 1 2 3 4 5 Diagram

How would  you
rate the clarity
of the 
explanations  
provided  in the 
learning  
material ? (1: 
Very unclear , 5: 
Very clear)

1 1 2

To what  extent
did the provided  
examples  
contribute  to 
your 
comprehension  
of the concepts
covered  in the 
learning  
material ? (1: 
Not helpful  at 
all, 5: Extremely  
helpful )

2 1 1

Did you find the 
organization  
and flow of the 
learning  
material  to be 
logical  and easy 
to follow ? (1: 
Not at all, 5: 
Extremely  
helpful )

1 1 2

Please  evaluate  
the quality  of 
the visual  
presentation , 
including
formatting  and 
graphics , in the 
learning  
material . (1: 
Poor, 5: 
Excellent )

1 1 2

1 2 3 4 5

Do you have any comment or feedback on the learning material?

Is there any additional comments or feedback about the project that you would like to provide?

Dette spørsmålet har ingen svar

Dette spørsmålet har ingen svar
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User experience  of injection lab kopi

Oppdatert: 9. desember 2023 kl. 10:59

The following questions are about the lab itself.

Svar 1 2 3 4 5 Diagram

How do you 
assess  the level 
of difficulty  
posed  by the lab 
tasks ? (1: Not 
challenging  at 
all, 5: Extremely  
challenging )

1 3 5

Did the

 

sequence  of 
challenges  in 
the lab facilitate  
a deeper  
understanding  
of the 
vulnerability  
under  
investigation ? 
(1: Strongly  
disagree , 5: 
Strongly  agree)

2 4 1 2

How would  you

 

rate the user-
friendliness  of 
the lab interface  
concerning  
ease of 
navigation  and 
prevention  of 
confusion ? (1: 
Very confusing , 
5: Very user-
friendly )

1 3 3 2

1 2 3 4 5

Do you have any comments or feedback on the lab itself?

No comment• 

Got random Hints, including the answer for step 4 at step 1. I made alot of attemptsI misunderstood the order i was supposed to read through for 
testing for the engine and got stuck thinking i was working on Expression Language.The hints also straight up gave me the answer for step 4, and i

 

really didnt understand the concept of the syntax.

• 

The lab itself was a normal lab. Nothing specially bad, nor specially good.• 

Learning by practice is what works best for me, so I found it effective. There were some rough edges though, for example I passed task 3 by

 

inputting only one of 7 blacklisted characters (`#`), and the questionnaires had issues loading and submitting.An easy thing to fix: the bottom field to

 

submit the solution to the exercise has its placeholder text (the question to the field) set to a colour that is very difficult to see against the white field, 
on my old laptop's TN panel I initially didn't notice the text at all.

• 

          

0% 10 20 30 40 50 60 70 80 90 100%
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The following questions is about how you experienced the challenges you were given during the lab.

Finding correct input for task 4. I heard those that got hints got a working payload presented to them. Those that didn't had to read a bit, understand
some and modify and copy a payload from the provided git-repo.

• 

Understanding how to read serverside code with inspect tool.Learning to code in another language on the fly (or understanding syntax in a language 
I'm not familiar with).

• 

Finding the right command to use to identify the correct text-field, and also actually finding all the text-fields to try (the last one is on me though). 
Also I ran into an issue where it seemed like there are different engines used when it should be the same

• 

There was so many alternatives to try. This is pretty exhausting and boring. And you don't really get any value out of that. After a while it gets 
frustrating when nothing works.

• 

the last challenge without hints ({{""}}, {{''}}, {{'}}, {{"}}, {{()}}, {{[]}} did not work)• 

Spørsmål uten tekst

Svar 1 2 3 4 5 Diagram

Was the 
exercises  
challenging ? (1: 
Not at all, 5: 
Exremely  
challenging )

2 3 3 1

Did you make
steady  progress  
through  the 
challenges ?? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1 2 3 3

Did you feel a 
sense  of 
satisfaction  and 
accomplishmen
t you typically  
experience  
upon
successfully  
completing  a 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

3 3 1 2

Did you find the 
exercises  
reflected  the 
learning  
material  well? 
(1: Not at all, 5: 
Very much )

1 2 6

Would  hints  
have been 
helpful  during  
the exercises ?
(1: Not at all, 5: 
Extremely  
helpful )

1 1 3 4

1 2 3 4 5

Do you have any comments or feedback to the challenges?

Not more then what I already wrote.• 

relevant, good :)• 
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The following questions is about the learning material that you were provided in the lab.

Svar 1 2 3 4 5 Diagram

How would  you
rate the clarity
of the 
explanations  
provided  in the 
learning  
material ? (1: 
Very unclear , 5: 
Very clear)

2 2 4 1

To what  extent
did the provided  
examples  
contribute  to 
your 
comprehension  
of the concepts
covered  in the 
learning  
material ? (1: 
Not helpful  at 
all, 5: Extremely  
helpful )

3 6

Did you find the 
organization  
and flow of the 
learning  
material  to be 
logical  and easy 
to follow ? (1: 
Not at all, 5: 
Extremely  
helpful )

1 2 5 1

Please  evaluate  
the quality  of 
the visual  
presentation , 
including
formatting  and 
graphics , in the 
learning  
material . (1: 
Poor, 5: 
Excellent )

4 4 1

1 2 3 4 5

Do you have any comment or feedback on the learning material?

The hints were helpful. I feel like i didnt have a good foundation for doing the test so it was a very new experience. Maybe send out some 
preparation material ( about engines for example) in advance? i feel like this was a useful experience that will benefit me going forward.

• 

The different steps in the learning material could have been more clearly separated.• 

The learning material was quite good. But it was still challenging when it came time to actually do the exercise.• 

Is there any additional comments or feedback about the project that you would like to provide?

The Wifi here is slow at times, so when submitting many times to check for injection points, it took quite a bit of time. (not sure this is something you
can do anything about)

• 

The learning material was general, and that is not so helpful when it comes time to actually do the exercise. Customized hint would definitely have
been helpful.

• 
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E.2 CTF



User experience  of Template Injection challenge

Oppdatert: 9. desember 2023 kl. 11:00

The following questions is about the lab itself.

Svar 1 2 3 4 5 Diagram

How do you 
assess  the level 
of difficulty  
posed  by the lab 
task? (1: Not 
challenging  at 
all, 5: Extremely  
challenging )

1

How would  you

 

rate the user-
friendliness  of 
the lab interface  
concerning  
ease of 
navigation  and 
prevention  of 
confusion ? (1: 
Very confusing , 
5: Very user-
friendly )

1

1 2 3 4 5

Do you have any comments or feedback on the lab itself?

I have many things I want to complain about:1. The application gave bad hints! It sometimes talked about JavaScript and SQL injections, which had

 

nothing to do with this task. This was super confusing and unnecessary.2. It was not clear where we should input the template injection payload. 
There was way to many input fields, and when the hints talked about the "advanced" filters we had to bypass it lead me to think that the input fields I 
tried had STI vulns, but I had the wrong payload.3. It was super easy to do the injection when I found the right input field. Like... there was no filtering 
at all. Using a standard injection I got the flag in an instant.

• 
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The following questions is about how you experienced the hints that you were given during the 
challenge.

Svar 1 2 3 4 5 Diagram

Were the 
frequency  and 
quantity  of hints  
sufficient  to 
assist  in your 
progress  with 
the challenge ? 
(1: Strongly  
disagree , 5: 
Strongly  agree)

1

Were the hints  
applicable  to 
the specific  
aspects  you 
were attempting
to manipulate  or 
exploit ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1

Did the content  
of the hints  
facilitate  steady
progress  with 
the challenge  
without  leading  
to complete  
impasses ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1

Did the hints  
diminish  the 
sense  of 
satisfaction  and 
accomplishmen
t you typically  
experience  
upon
successfully  
completing  a 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1

1 2 3 4 5

Do you have any comments or feedback to the provided hints?

The hits was bad... They talked about things that was totally unrelevant to the solution of the challenge. They should instead pointed the user to the 
correct input field and tell us that the application is running python. NOT JavaScript as some of the hints would like us to think.

• 

The following questions is about how you experienced the challenge.

No• 
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Spørsmål uten tekst

Svar 1 2 3 4 5 Diagram

Was it 
challenging ? (1: 
Not at all, 5: 
Exremely  
challenging )

1

Did you make
steady  progress  
through  the 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1

Did you feel a 
sense  of 
satisfaction  and 
accomplishmen
t you typically  
experience  
upon
successfully  
completing  a 
challenge ? (1: 
Strongly  
disagree , 5: 
Strongly  agree)

1

1 2 3 4 5

Do you have any comments or feedback to the challenge?

Give us the source code. This way it would be more fun :))• 

Is there any additional comments or feedback about the project that you would like to provide?

Don't include these types of challenges in S2G. This challenge is was not a typical S2G challenge• 

0% 10 20 30 40 50 60 70 80 90 100%

Side: 3/3




	Abstract
	Sammendrag
	Preface
	Acknowledgements
	Contents
	Figures
	Tables
	Code Listings
	Acronyms
	Introduction
	Topic Covered by the Project
	Problem Description
	Justification, Personal Motivation, and Benefits
	Research Questions
	Contributions and structure of this thesis

	Background and literature
	Background
	Related work
	Learning environments
	Feedback systems

	Technical Background
	Generative Artificial Intelligence
	Classifiers


	Methodology
	Awareness of Problem
	Suggestion
	Development
	Evaluation

	Design and Implementation
	Evaluation
	Data Analysis
	The Norwegian Defence Cyber Academy results
	NTNU results
	CTF competition results

	Discussion
	Research Question 1
	Research Question 2
	Research Question 3

	Ethical Considerations and Limitations

	Conclusion and Future Work
	Conclusion
	Future Work

	Bibliography
	Interview Questions
	Questionnaires
	The Norwegian Defence Cyber Academy
	Hint group
	Control group

	NTNU
	Hint group
	Control group

	CTF

	Surveys
	Consent form
	Questionnaire responses
	NTNU
	CTF


