
Standard representation space for spectral imaging
Jean-Baptiste ThomasΩ ⋆, Pierre-Jean Lapray†, Max Derhak‡, Ivar Farup⋆
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Abstract
The variety of spectral imaging systems makes the portability

of imaging solutions and the generalization of research difficult.
We advocate for the creation of a standard representation space
for spectral imaging. We propose a space that allows connec-
tion to colorimetric standards and to spectral reflectance factors,
while keeping a low and practical dimension. The performance
of one instance of this standard is evaluated through simulations.
Results demonstrate that this space may show reduced perfor-
mance in accuracy than some native camera spaces, especially
instances with a number of bands larger than the standardized
dimension, but this limitation comes with benefit in size and stan-
dardization.

Introduction
Several spectral imaging sensors provide data of a variety

of dimensions and of various spectral quality. The variation spans
from spectral radiance per wavelength at a given sampling, to a set
of values corresponding to the integration of this radiance over a
set of spectral filters, of which, color imaging is a specific subset.
This variety of systems was a good asset for the development of
spectral imaging solutions that could be tuned to specific applica-
tions. However, this diversity is a limitation when it comes to a
generalization of use of this technique, in particular for computer
vision and camera production scales. Several benefits may come
from an increased level of standardization, e.g. communication,
encoding, and algorithms.

Indeed, a generic representation of spectral data is not yet
achieved, and the prevailing representation is normalised spectral
radiance or spectral reflectance factors. This approach is correct
and can be connected to many measurement standards (photomet-
ric, colorimetric, etc.). However, this representation is not prac-
tical to handle and researcher tends to reduce the dimension in
many different ways before any processing or transfer. The only
works we are aware of on addressing specifically this topic are 1-
the attempts to create a virtual spectral space by Nambu et al. [38],
2-the description of the LabPQR space [11], and 3-the different
standards of the remote sensing optical image products that are
driven by the gears embedded on satellites for a specific mission
(e.g. Landsat 8 or Sentinel 2). Note that the change from one
product to another product [14] or their fusion [3] generates also
some difficulties in this field. Yet these proposals are all quite
limited, the first one due to the lack of optimization and accep-
tation though the underline idea is very relevant; the second one
because the PQR part is based on principal component analysis
and each of its axis has a specific dynamic; the later due to the
remote sensing scope, constraints, and community-only use.

In this article, we propose to discuss the standardization of
spectral data representation. We list the constraints we may want
to enforce in such a standard, and provide hypotheses or approx-
imations that could help the design of such a solution. The pro-
posed solution only considers the visible range, but the near in-
frared, and potentially the short wavelength infrared, as well as
some ultraviolet should be considered eventually. First, we dis-
cuss the need for standardization and give insight on the case
of color imaging, then we discuss what already exist in spectral
imaging. We propose a generic and pragmatic approach to the
design of a standard. We then evaluate the proposal based on sim-
ulations, before concluding.

Standardization
Although tuning each sensor to specific applications allows

efficient demonstrations of performance, the lack of standardiza-
tion impacts several aspects of the use of spectral data. From
a scientific perspective, it is difficult to conduct reproducible re-
search. Repeatability: Data are captured by quasi-prototype sen-
sors or limited editions, it is then difficult to reproduce the same
results while using different cameras. Benchmark: There is no
accepted benchmark data to evaluate any algorithms, except for
some specific niches, since the sensors are designed specifically
for a specific problem. This is true unless reflectance factors are
used as data origin, but then the accuracy is unknown. Dataset:
All the dataset are presented in the representation space of their
capturing cameras, or, at the best, as reflectance factors estimated
from the aforementioned camera raw data without any idea about
the related errors. Metrology, quantification of errors: There
is very little work related to the metrological aspect of the spec-
tral image data and their quality, though this is a current research
topic, e.g. [10] or [34].

From a practical perspective, many benefits may come from
a homogeneous representation of data, such as communication
performance at video rate. Indeed, recent sensing technologies
allows for fast spectral acquisitions, with state-of-the-art speed,
e.g. 60 fps. It is difficult to handle and process spectral data at
this rate without defining efficient communication standards. This
is related to the storage and image file format, since one spectral
image size may vary from Megabytes to Gigabytes, which cre-
ate challenges in storage, and access. Several recommendations
were made for multispectral and hyperspectral image compres-
sion in space data systems [4] but efficient implementations in
Very Large Scale Integrated technologies are needed for codecs
to build inexpensive and integrated electronic circuits [40]. Up to
date, there is no codec, to our knowledge, dedicated to spectral
image reading or encoding, and this is directly related to the lack



of standardization. Each software has their own format and pro-
cessing, sometimes proprietary, e.g. ENVI 1. In addition, there
is an impact on the deployment of the technology in the different
industry sectors. Portability to field: Most demonstrations are
performed in laboratories and are difficult to deploy directly in the
field, due to the camera device used to capture accurate data that
often cannot be taken out in the field. Applicability and general-
isation of methods: There is no evidence that the method demon-
strated on laboratory data will perform outside of labs. Learning
and knowledge transfer: Machine trained to perform with na-
tive sensor data are unlikely to perform on data captured by other
devices. Market size: The industry who designs data analysis
solutions cannot really invest time on the creation of one solution
per camera.

These problems were introduced at the CCIW-interim con-
ference in June 2022 in a keynote given by J.B. Thomas 2. This
was followed by discussions on that topic during a meeting of the
CIE research forum RF-01, Spectral Imaging 3, where it is under
discussion to push this problem to a CIE Technical Committee.

The case of color imaging
Spectral sensitivities of color imaging sensors

Many different spectral sensitivities are used in color cam-
eras [16] 4. Moreover, in the wide range of available camera mod-
els, color imaging is not limited to 3 bands [36] since additional
bands permits to solve metameric mismatch between the Human
Visual System (HVS) and the camera system, i.e. the non respect
of the Luther and Ives conditions [31] on the camera spectral sen-
sitivities. Nevertheless, even in this case the image data are trans-
formed into an RGB space to be used as color images. In several
applications and publications, we also observe that the camera
sensitivities are not really at the heart of the discussion anymore
(at the inverse of the case of spectral imaging). Even in camera au-
thentication, it is mostly noise patterns or proprietary algorithms
artifacts that are analysed -e.g. demosaicing [2]-, rather than the
spectral sensitivities. Applications in computer vision seems to
suffer marginal impact from the RGB sensitivities [30]. Remain-
ing discussions on the sensitivities are limited to the limit of the
metameric imaging pointed out by Koning and Herzog [20].

Imaging Pipeline
The raw color sensor data are indeed subject to several trans-

formations before delivering an RGB color image. Typically, the
imaging pipeline is composed by some pre-processing steps, such
as dark noise correction and other noise removal, and by some
demosaicing when appropriate. Another processing handle the
illumination, i.e. white balance, within which, it is possible to
modify the sensor spectral definition to improve the result on the
illumination correction, i.e. spectral sharpening [12, 13]. This
is coupled with a color transform that finally matches the image
to a standardized RGB space, that can be proprietary (Adobe) or
generic (sRGB). The use of RGB as a standard conceptual rep-
resentation space allows the intuitive use of color images. Even

1https://www.l3harrisgeospatial.com/docs/enviheaderfiles.html
2https://gdr-appamat.cnrs.fr/amp/evenement/computational-color-

imaging-workshop-cciw-interim/
3https://cie.co.at/researchforum/rf-01
4https://nae-lab.org/ rei/research/cs/zhao/database.html, accessed

08/06/2022.

without a physical calibration, color images are relatively cali-
brated toward illumination and spectral sensitivities via the use of
color transforms and white balance.

Spectral imaging
The numerous spectral imaging systems (see for example

cameras proposed by PixelTeq, Ximea, Silios, Norsk Elektro Op-
tikk, Specim, Spectraldevices, etc.) lead to problems in the com-
munication of spectral data. In particular, the use of snapshot
camera allows for real time imaging and applications in computer
vision. e.g. spectral filter arrays [24]. In such applications, it is
critical to establish communication protocols compatible with all
the different solutions.

Imaging Pipeline
In the case of snapshot spectral imaging, the imaging

pipeline can be very similar to the one of color imaging [23]. De-
noising, demosaicing can also be applied when necessary, or reg-
istration between bands in the case of sequential acquisitions. The
illumination is handled through spectral constancy. In the easiest
lab configuration, this is a static transform established at a calibra-
tion process with the use of a highly diffusing material of known
reflectance factors (e.g. Spectralon). It is also possible to embed a
mechanism similar to white balance for color camera. This is de-
fined in a series of articles by Khan et al. and is based on illumi-
nation estimate [17], followed by a spectral adaptation transform
[18], which result in a stable spectral representation despite of
the change of illumination [19]. From a limited number of bands
of arbitrary sensitivities, it is also common to either apply a color
transform or a spectral reconstruction, which allow to describe the
data into standard representation spaces, either colorimetric or as
spectral reflectance factors (e.g. linear method [33], Wiener [42],
Matrix R [47], polynomial [9], fuzzy logic [32], etc.). The result-
ing spectral image can be stored such as indicated in the Technical
Committee 223:2017 [6].

Dimensionality reduction
The general use of spectral imaging suffers yet from the

quantity and diversity of data. A large body of literature focuses
on dimensionality reduction for specific analysis. For example,
Principal Component Analysis is widely used to reduce the num-
ber of necessary bands for data classification. However, for stan-
dardization, designing a space based on PCA is not optimal due
to the inhomogeneous distribution of information over the spe-
cific dimensions [38]. Dimension reduction is also applied for
visualisation of spectral images as color images. This is done by
e.g., the selection of three bands [25, 45, 1, 29, 39], the max-
imisation of the information on three false color bands by e.g.
PCA [15] or Wavelet [41] decomposition. The fusion of informa-
tion toward a color image or a panchromatic image is also con-
sidered [21, 28, 27]. The effect on the application is studied in an
article [35], where it is shown that dimension reduction methods
impact on the performance of classification. Generally it is dif-
ficult to answer the question on the number of the necessary di-
mensions. Quantitative studies have been carried out in the litera-
ture to evaluate the spectral and colorimetric accuracies of several
spectral imaging systems (e.g. [46]). At least for these two goals,
the answer depends on the nature of the bands, on the computa-
tional method used and on the performance on application, so no

https://www.l3harrisgeospatial.com/docs/enviheaderfiles.html
https://gdr-appamat.cnrs.fr/amp/evenement/computational-color-imaging-workshop-cciw-interim/
https://gdr-appamat.cnrs.fr/amp/evenement/computational-color-imaging-workshop-cciw-interim/
https://cie.co.at/researchforum/rf-01
https://nae-lab.org/~rei/research/cs/zhao/database.html


general consensus is yet found.

Transmission and real-time interactions
Spectral imaging systems produce data that have a high spa-

tial, spectral and temporal resolutions, since an image of a decent
spatio-spectral definition would typically be several gigabytes, in-
cluding a fair amount of correlation. It introduces challenges in
the ability to transmit and interpret the spectral images efficiently,
where the limitation is in the loading and transfer of the spectral
data [8]. Some existing practical implementations need high per-
formance computing technologies, e.g. parallel and distributed
computing, which are expensive, difficult to implement and of
limited portability. Yet, several demonstrators have shown that
colorimetric representation and interaction with spectral image
data can be performed in real time, by using Graphic Process-
ing Units [7] or by having most of the computation done by a
combination of web technologies [8].

Proposal
Criteria for a standard space

The proposed space should be based on specific criteria, re-
lated to HVS, information content and practical constraints.

• The standard should allow for fast and accurate colorimetric
and vision models link. Thus, it must have a solid relation-
ship to the HVS. In particular, the first bands would relate to
color so fast color visualisation would be possible without
loading the entire data.

• It should allow for excellent spectral reproduction, i.e. re-
lates to spectral reflectance or radiance factors, while re-
maining of low dimension.

• Be adequate for a wide range of intervals of the electromag-
netic spectrum. It must cover at least the visible range, but
should probably extend to the near infrared, the ultraviolet
and potentially the SWIR. However, too much emphasis put
into sampling non-visible wavelengths may sacrifice spec-
tral reproduction characteristics in visible range or increase
the dimension.

• The full expression of the standard should also provide
methods to transform standard values into color and into re-
flectance factors. These methods should allow for a control
on and a tracking of the error induced.

• The standard should be compatible to established communi-
cation protocols.

Methods to design a standard space
There are many approaches to designing such a space, and

candidates are infinite at this stage. In this article, we propose
an ad-hoc description of a potential standard. We do not pretend
that it is optimal, but we want to establish the basis for further
discussion.

In fact, it seems important that the proposal includes the pho-
tosensitive cells of the eye, LMS for the cones and the scotopic
V (λ ) for the rods (noted SV (λ ) here), so it relates directly to the
HVS. In such ways, depending on the choice of LMS and SV (λ ),
the compatibility of the standard with a colorimetric and a pho-
tometric standard is built in. Besides, in order to span the rest of
the visible range in the best way, we propose to create one curve
closer to the UV, this is done by shifting a copy of the S curve

toward UV, and for the higher wavelengths, we simply created a
generic function that we slide. This function is a (L+M)/2, and is
chosen arbitrarily. Note that it seems important that the standard
is a potential realisable instance of a sensor and intuitive enough,
and so its spectral definition should not contain negative values
(exclude PCA and metameric blacks), and be mostly monomodal
(exclude the direct use of CIE-XYZ).

We study one instance of this standard in the remaining of
this paper. We decided to pick 8 bands in total, spanning the
visible range. We used the 2 degrees LMS from Stockman and
Sharpe [44, 43], as presented in http://www.cvrl.org/. We also
include the rod sensitivities, i.e. the scotopic luminosity function
from CIE-1951 [5], data from the same website. The resulting vir-
tual sensor is shown in Figure 1. Its peak sensitivities are shown
in Table 1.

Peak (nm) 413 443 505 542 570 612 673 735
Rounded peak sensitivities values of the instance of the stan-
dard space studied in this article.

Figure 1. Instance of the standard space proposal defined in the electro-

magnetic space and normalised for energy. RGB stands for LMS, and the

black curve for SV (λ ).

Methods to transform raw spectral data to the standard
space

Standard data can be computed from the sensor raw domain
by creating an orthonormal basis of the sensor subspace. This is
done by applying a Gram–Schmidt QR decomposition [22].

Let us say that the sensor has N dimensions (later in the ex-
periment, S3, S5, S8, S12 and S16). Given the spectral resolution
of M for spectra, the sensor is defined by an M×N matrix S.

Given a representative dataset of (e.g. Munsell) spectra p
with a resolution of M, we can find a projection of p to the
subspace spanned by the N sensors. To this end, we make
an orthonormal basis of the sensor subspace, by applying a
Gram–Schmidt QR decomposition to S:

S = QR =
[
Q1 Q2

][R1
0

]
, (1)

where Q is an M×M orthogonal matrix, Q1 an M×N matrix with
orthonormal columns spanning the same space as the columns of
S, Q2 an M×(M−N) matrix with orthonormal columns spanning
the null space of S, R an M ×N upper triangular matrix, and R1
an N ×N upper triangular matrix.

http://www.cvrl.org/


To project the individual pixel spectrum p onto the sensor
subspace, and reconstruct a pixel spectrum represented as a col-
umn vector p′, we use the raw sensor data I (I′ = Stp):

p′ = Q1(Rt
1)

−1I′ , (2)

Then, to compute the standard value, it is enough to apply
the projection of p′ to the standard sensor:Std1

...
Std8

= Ctp′ , (3)

where C (M×8) are the spectral sensitivities of the standard vir-
tual sensor.

To perform a spectral and a colorimetric analysis of the per-
formance, we used linear models5, trained on the same data, that
compute colorimetric values or spectral reconstruction from the
standard data or from the sensor data. It is also very useful and fast
to compute a colorimetric image from only the three first bands of
the standard (the LMS). In practice, this will reduce the access to
data for fast color visualisation of spectral images. For that, we
created another linear transform from the three standard LMS to
colorimetric values (XYZ1931). Note that if the XYZ2006 are
used, the linear transform from Shape and Stockman’s LMS to
XYZ2006 is embedded in the standard. In our case we could not
do it because we want to evaluate the quality of the transform with
∆E∗

76. It is important that a color distance is developed over the
XYZ2006 standard in the future. One of the advantage of our
proposal, is that it conceptually remains untouched across evolu-
tion of the colorimetric standard, as long as it is based on a given
version of LMS.

Methods to test the quality of this space
An ad-hoc test would be to consider a metric and a dataset.

Since the proposal has no spatial information, it can be based on
point-wise spectral measurements and simulation of sensor ac-
quisition. We decided to work on Munsell reflectance data [37],
downloaded from the Joensuu website [26]. In terms of met-
ric, the color difference could be measured by any of the recom-
mended color differences that are compatible with the standard
definition, while in the case of spectra, the topic is more subject to
discussion. Accepted signal processing metrics such as the peak
signal-to-noise ratio should be considered, as well as magnitude
independent metrics, such as the goodness of fit coefficient, so we
displayed both. However, it is understood that all of these metrics
might be limited, especially when it comes to provide interpreta-
tion on the error value and its impact on applications.

Results
In order to demonstrate our proposal, we consider the Mun-

sell reflectance spectra illuminated by a D65 illuminant, we con-
sider the visible range [380,800] nm with a sample every 4.2 nm.
Hypothetical sensors based on Equi-Gaussian filters are simulated
and capture this data. Figure 2 shows two instances of these sen-
sors. We generated Sensors from 3 to 16 bands, referred to as
S3 to S16. For conciseness, only results for 3, 5, 8, 12 and 16
bands are shown. The standard itself is used as a sensor too for
reference.

5Though the transform from Sensor to Standard is deterministic, spec-
tral reconstruction and colorimetric transforms need to be learned.

Figure 2. Examples of spectral definition of sensors considered in our

experiment, on the left for 5 bands and on the right for 12 bands.

From there, we split the data in two, 50% become a training
set and the other 50% the testing set. The general experiment is
displayed in Figure 3.

First, the transforms indicated in the previous section are
computed using the training data. Then, we apply spectral re-
construction and color estimation from 1-the standard data, 2-the
sensors data, 3-the sensors data are transformed into the standard
space and the standard transform is used to estimate the spectra
and the color. These three cases are compared versus the ground
truth that are the Munsell colorimetric values under the D65 illu-
minant, and the Munsell radiance. For color, we computed the
CIE ∆E∗

76. For spectra, we computed the RMSE (Root Mean
Square Error) and the GFC. In all the cases, we present the aver-
age error, µ , and the standard deviation σ . Results are shown in
Table 2.

Results show that if the sensors have a lower dimension than
the standard, the use of the standard does not generate loss in per-
formance. However, when the sensor is of very high dimension,
the loss of dimension implies a loss of performance compared to
the direct use of the sensor, rising the question if such standard
should be always used. In some cases though, results are bet-
ter than the standard as reference, so some information from the
higher dimensions of the original sensor is preserved - this mostly
happens for spectral reconstruction. This smooth behavior is also
coming from the fact that we used only Gaussian filters in the
simulation, these filters are not so different from the standard pro-
posed. The color estimate from only the LMS bands of the stan-
dard are also very competitive up to 8 bands. This is because the
LMS used are not 100% compatible with the colorimetric model
used, when we switch to CIEXYZ2006, there should be no differ-
ence because the first three bands would be colorimetric.

Conclusion
We proposed a definition for a standard representation space

for spectral imaging. This standard could be adapted in terms of
number of bands to be optimal in spectral reconstruction. It can
adapt also to follow colorimetric evolution. This proposal allows
for a fast colorimetric visualization of spectral images as color
images.

The instance of this standard studied in this article demon-
strates the feasibility of the implementation. Results from state-
of-the-art data and methods demonstrate that the gain might be
worth a reduction of performance in spectral reconstruction for
highly resolved sensors. These results need to be confirmed on
other, realistic, sensors spectral definition, with more or less over-



Figure 3. Experimental workflow to investigate the standard proposal.

Performance

Color Colordirect Spectral

∆E∗
76 (µ/σ ) ∆E∗

76 (µ/σ ) RMSE (µ/σ ) GFC

S3
Raw3 9.82 / 21.26 - / - 26.28 / 16.86 15.22

Std3 13.74 / 10.67 13.88 / 10.90 26.28 / 16.86 15.22

S5
Raw5 3.51 / 3.11 - / - 14.82 / 7.78 8.16

Std5 7.47 / 5.21 7.13 / 5.40 14.82 / 7.78 8.16

S8
Raw8 0.53 / 0.44 - / - 7.96 / 4.50 4.46

Std8 0.73 / 0.43 0.74 / 0.61 7.96 / 4.50 4.46

S12
Raw12 0.10 / 0.05 - / - 3.59 / 1.72 1.94

Std12 0.18 / 0.08 0.57 / 0.56 6.94 / 3.99 3.90

S16
Raw16 0.03 / 0.02 - / - 2.38 / 1.05 1.27

Std16 0.16 / 0.08 0.58 / 0.55 7.14 / 4.01 3.99

Standard 0.05 / 0.04 0.53 / 0.59 7.20 / 3.95 4.00

Evaluation of the proposal based on simulations over different
scenarios.

lap and of different shapes.
The case of the near infrared was not considered in our pro-

posal, future work should address this part since many of our
spectral sensors capture VNIR information. We hope that this
topic will be further discussed within a Technical Committee of
the CIE. In fact, fundamental discussions related to a standard
space and to the methods to build it needs to be conducted by our
community in order to achieve a consensus. Other aspects can be
considered in the future to help to keep track of accuracy, such as
the point spread function for each of the sensor band.
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jektkode: 287209.

References
[1] A. Amankwah and C. Aldrich. A spatial information measure

method for hyperspectral image visualization. In 2015 IEEE In-
ternational Geoscience and Remote Sensing Symposium (IGARSS),

pages 4542–4545, 2015.
[2] S. Bayram, H. Sencar, N. Memon, and I. Avcibas. Source camera

identification based on cfa interpolation. In IEEE International Con-
ference on Image Processing 2005, volume 3, pages III–69, 2005.

[3] G. Berdou, S. Shrestha, and M. Hahn. Integration of sentinel-2 and
landsat-8 data for surface reflectance time-series analysis. The In-
ternational Archives of the Photogrammetry, Remote Sensing and
Spatial Information Sciences, XLII-4/W18:205–210, 2019.

[4] B. BOOK. Spectral preprocessing transform for multispectral and
hyperspectral image compression. 2017.

[5] CIE. CIE Proceedings (1951), Vol. 1, Sec 4; Vol 3, p. 37, Bureau
Central de la CIE, Paris, 1951.

[6] CIE. CIE tc multispectral image formats, cie 223:2017, division 8,
isbn: 978-3-902842-10-7, 2017.

[7] P. Colantoni and J.-B. Thomas. A color management process for real
time color reconstruction of multispectral images. In A.-B. Salberg,
J. Y. Hardeberg, and R. Jenssen, editors, Image Analysis, pages 128–
137, Berlin, Heidelberg, 2009. Springer Berlin Heidelberg.

[8] P. Colantoni, J.-B. Thomas, M. Hébert, J.-C. Caissard, and
A. Trémeau. Web-based interaction and visualization of spectral
reflectance images: Application to vegetation inspection. SN Com-
puter Science, 3:12, 2022. eng.

[9] D. R. Connah and J. Y. Hardeberg. Spectral recovery using poly-
nomial models. In R. Eschbach and G. G. Marcu, editors, Color
Imaging X: Processing, Hardcopy, and Applications, volume 5667,
pages 65 – 75. International Society for Optics and Photonics, SPIE,
2005.

[10] H. Deborah, N. Richard, and J. Y. Hardeberg. A comprehensive
evaluation of spectral distance functions and metrics for hyperspec-
tral image processing. IEEE Journal of Selected Topics in Applied
Earth Observations and Remote Sensing, 8(6):3224–3234, 2015.

[11] M. Derhak and M. Rosen. Spectral colorimetry using LabPQR: An
interim connection space. Journal of Imaging Science and Technol-
ogy, 50(1):53–63, 2006.

[12] G. D. Finlayson, M. S. Drew, and B. V. Funt. Spectral sharpening:
sensor transformations for improved color constancy. J. Opt. Soc.
Am. A, 11(5):1553–1563, May 1994.

[13] S.-B. Gao, M. Zhang, C.-Y. Li, and Y.-J. Li. Improving color con-
stancy by discounting the variation of camera spectral sensitivity. J.
Opt. Soc. Am. A, 34(8):1448–1462, Aug 2017.

[14] S. M. Isa, Suharjito, G. P. Kusuma, and T. W. Cenggoro. Super-
vised conversion from landsat-8 images to sentinel-2 images with



deep learning. European Journal of Remote Sensing, 54(1):182–
208, 2021.

[15] X. Kang, P. Duan, and S. Li. Hyperspectral image visualization with
edge-preserving filtering and principal component analysis. Infor-
mation Fusion, 57:130–143, 2020.

[16] R. Kawakami, Z. Hongxun, R. T. Tan, and K. Ikeuchi. Camera spec-
tral sensitivity and white balance estimation from sky images. Inter-
national Journal of Computer Vision, June 2013.

[17] H. A. Khan, J.-B. Thomas, J. Y. Hardeberg, and O. Laligant. Il-
luminant estimation in multispectral imaging. J. Opt. Soc. Am. A,
34(7):1085–1098, Jul 2017.

[18] H. A. Khan, J.-B. Thomas, J. Y. Hardeberg, and O. Laligant. Spec-
tral adaptation transform for multispectral constancy. Journal of
Imaging Science and Technology, 62(2):20504–1–20504–12, 2018.

[19] H. A. Khan, J.-B. Thomas, J. Y. Hardeberg, and O. Laligant. Multi-
spectral camera as spatio-spectrophotometer under uncontrolled il-
lumination. Opt. Express, 27(2):1051–1070, Jan 2019.

[20] F. Konig and P. Herzog. On the limitations of metameric imaging.
In IS&T PICS Conference 1999, pages 163–168, 1999.

[21] K. Kotwal and S. Chaudhuri. Visualization of hyperspectral images
using bilateral filtering. IEEE Transactions on Geoscience and Re-
mote Sensing, 48(5):2308–2316, 2010.

[22] P.-J. Lapray, J.-B. Thomas, and I. Farup. Bio-inspired multimodal
imaging in reduced visibility. Frontiers in Computer Science, 3,
2022.

[23] P.-J. Lapray, J.-B. Thomas, and P. Gouton. High dynamic range
spectral imaging pipeline for multispectral filter array cameras. Sen-
sors, 17(6), 2017.

[24] P.-J. Lapray, X. Wang, J.-B. Thomas, and P. Gouton. Multispectral
filter arrays: Recent advances and practical implementation. Sen-
sors, 14(11):21626–21659, 2014.

[25] S. Le Moan, A. Mansouri, Y. Voisin, and J. Y. Hardeberg. A con-
strained band selection method based on information measures for
spectral image color visualization. IEEE Transactions on Geo-
science and Remote Sensing, 49(12):5104–5115, 2011.
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