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A B S T R A C T

Critical atmospheric carbon dioxide levels and, in response, an increasing shift toward variable renewable
energy sources causes the need of transient operation for thermal power plants coupled with carbon capture
and storage. In this regard, dynamic process simulations are a valuable tool for predicting the cycling
performance of power plants. In this study, the proposed Graz Cycle, an oxy-combustion power plant fired
with natural gas, is investigated and modelled in (a) the steady-state design-point (i.e., full-load), (b) steady-
state off-design (i.e., part-load), and (c) dynamic conditions. At full loads, the Graz Cycle power plant achieves
a maximum net plant efficiency of 54.5%, comparable to the performance results of the competing Allam cycle
found in relevant studies. In the off-design simulation, considering for the first time compressor component
maps with variable inlet guide vanes, the load is reduced down to 50% achieving improved performance
results compared to previous studies. The dynamic simulation boils down to a ramp rate analysis and shows
that practical ramp rates of 5.55 %/min for load decrease and 18.18 %/min for load increase can be reached.
The results show that the high ramp rates of the Graz Cycle enable balancing services to the electrical grid
next to clean and dispatchable power generation. In this study, a systematic first-principle modelling approach
has been developed with the final aim to evolve dynamic models for oxy-combustion carbon capture cycles,
and a first-of-its-kind analysis of the dynamic operation of the Graz Cycle is presented.
1. Introduction

1.1. Path towards carbon capture and storage

Human activities, primarily by burning fossil fuels such as coal, oil
and natural gas, have increased the atmospheric greenhouse gases to
dangerous levels such that many natural ecosystems are at risk [1].
Among all greenhouse gases which cause the global warming effect,
carbon dioxide is the most important one [2]. This is due to the high
amount emitted through all carbon conversion processes and to a lesser
extent due to its chemical characteristics. Furthermore, the trend of
temperature increase is reinforced by a growing population and thus a
steeply increasing global energy consumption [3]. Ultimately, the rise
in energy demand per head as a consequence of progressive prosperity
in the industrialised countries puts a strain on the energy systems [4].

In response, renewable energy sources, e.g., solar and wind power,
gain importance and incline to dominate the future power generation

Abbreviations: AC, Allam cycle; ASU, air separation unit; C, compressor; CCS, carbon capture and storage; CO2CPU, carbon dioxide compression and
purification unit; ECO, economizer; GC, Graz Cycle; HPT, high pressure turbine; HRSG, heat recovery steam generator; HTT, high temperature turbine; IC,
intercooler; LHV, lower heating value; LPST, low pressure steam turbine; LPT, low pressure turbine; SH, superheater; TET, turbine exhaust temperature; TIT,
turbine inlet temperature; VIGV, variable inlet guide vane
∗ Corresponding author at:
E-mail addresses: benjamin.mitterutzner@ntnu.no (B. Mitterrutzner), lars.nord@ntnu.no (L.O. Nord).

mix [5]. Their variable nature denies any firm capacity, to a greater
extent it demands balancing services to the grid such that supply
matches demand [6]. The most promising possibilities to overcome
these fluctuations and prevent energy curtailment are threefold:

• Energy storage which buffers excess renewable energy and re-
leases it in downtimes. This service could be provided by e.g., bat-
tery energy storage systems [7], compressed hydrogen storages
[8], compressed air energy storages [9] and pumped-storage hy-
dropower plants [10].

• Grid extension strategies [11] and sector coupling [12] like those
of electricity and heat demand.

• Flexible power generation [13] in thermal power plants, which
ensures auxiliary services to the electrical grid, and follows the
variable load of intermittent renewables.
vailable online 11 January 2024
359-4311/© 2024 The Author(s). Published by Elsevier Ltd. This is an open access a

https://doi.org/10.1016/j.applthermaleng.2024.122400
Received 25 September 2023; Received in revised form 23 December 2023; Accept
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

ed 7 January 2024

https://www.elsevier.com/locate/ate
https://www.elsevier.com/locate/ate
mailto:benjamin.mitterutzner@ntnu.no
mailto:lars.nord@ntnu.no
https://doi.org/10.1016/j.applthermaleng.2024.122400
https://doi.org/10.1016/j.applthermaleng.2024.122400
http://creativecommons.org/licenses/by/4.0/


Applied Thermal Engineering 242 (2024) 122400B. Mitterrutzner et al.

n
t
i
t
r
c
f
m

t
G
c

e
1
t

p

Nomenclature

Dimensionless numbers

Nu Nusselt number
Pr Prandtl number
Re Reynolds number

Greek symbols

𝛼𝑖 Inner (tube-side) heat transfer coefficient
[W/(m2K)]

𝛼𝑜 Outer (shell-side) heat transfer coefficient
[W/(m2K)]

𝛥𝐻0
𝑓 Standard enthalpy of formation [kJ/mol]

𝛿𝑄 Heat rate supplied to the system [MW]
𝛿𝑊𝑡 Thermodynamic work rate supplied to the

system [MW]
𝜂𝑖 Efficiency of component 𝑖 [–]
𝜂𝑅 Relative efficiency ratio in off-design [–]
𝜆𝐶 Combustion excess air ratio [–]
𝜆𝑖 Inner (fluid) thermal conductivity

[W/(mK)]
𝜆𝑜 Outer (fluid) thermal conductivity

[W/(mK)]
𝜆𝑤 Tube (wall) thermal resistance [W/(mK)]
𝜇 Dynamic viscosity [kg/(ms)]
𝜇𝑅 Relative mass ratio in compressor off-design

[–]
𝜇𝑤 Dynamic viscosity at the wall [kg/(ms)]
𝜋 Compressor pressure ratio [bar/bar]
𝜌𝐿 Liquid density [kg/m3]
𝜌𝑚 Tube metal density [kg/m3]
𝛩𝑖,𝑗 Polynomial coefficient [–]
𝜁𝐶 Combustion heat loss [–]

Latin symbols

𝐴𝑖 Inner (tube-side) area [m2]
𝐴𝑜 Outer (shell-side) area [m2]
𝑐 Velocity [m/s]
𝑐𝑝 Specific heat capacity at constant pressure

[kJ/(kgK)]
𝑐𝑣 Specific heat capacity at constant volume

[kJ/(kgK)]
𝑑𝑖 Inner tube diameter [m]
𝑑𝑜 Outer tube diameter [m]
𝑒𝑒𝑥 External energy rate [kJ/kg]
ℎ Enthalpy rate [kJ/kg]
𝑘 Heat transfer coefficient [W/(m2K)]
𝑘𝐴 Specific heat exchanger property [W/K]
𝑀 Molecular mass [kg/mol]
𝑚 Mass flow rate [kg/s]
𝑀𝐺 Gaseous mass holdup [kg]
𝑀𝐿 Liquid mass holdup [kg]
𝑛 Rotational speed [1/min]
𝑃 Power rate [W]
𝑝 Pressure [bar]
𝑅 Gas constant [J/(kmolK)]
𝑅𝑟 Ramp rate [MW/min]
𝑇 Temperature [℃]
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𝑡 Time [s]
𝑇𝑚 Tube metal temperature [℃]
𝑢 Internal energy rate [kJ/kg]
𝑉 Volume [m3]
𝑉𝑚 Tube metal volume [m3]
𝑥 Vapour quality [kg/kg]

Subscripts

0 Design point value
C Compressor
G Gaseous state/generator
L Liquid state
m Mechanical
s Isentropic
T Turbine
Tr Transformer

Superscripts

𝑇 Mean value of temperature gradient

It is challenging to transition to zero-carbon energy systems relying
only on renewable energy sources in the near to medium term [14]. In
this regard, carbon capture and storage (CCS) will play an essential role
to decarbonise quickly the carbon-intensive power and heat generating
sector [15] and provide balancing attendances to the grid [16]. To that
end, Bui and Mac Dowell [17] identified higher part-load efficiencies
and higher ramp rates as two of the main characteristics of flexible CCS
power generation for a dispatchable energy system.

Since the 2020s, CCS technologies gain in momentum. It is partic-
ularly reflected in integrated assessment models, claiming CCS in the
power sector will reach 430 Mt CO2 captured per year, according to
the International Energy Agency (IEA) scenario Net Zero Emissions by
2050 [18]. This is due to exogenously imposed climate goals and carbon
prices, as well as the relatively cheap costs of thermal power plants
with CO2 capture. According to Ref. [19], by exclusion of CCS from
the decarbonisation scenarios, economic costs increase by up to 140%
due to more expensive alternative decarbonisation pathways [20]. In
other words, Greig and Uden [21] analysed that achieving the climate
goals for the United States would be simply impossible without reliance
on carbon capture, utilisation and storage.

Indeed, large point-source CCS could play the role of a bridging tech-
ology toward 100% renewable energy systems1 [23]. More precisely,
hree different CO2 capture routes exist and are in depth analysed
n various research streams [24]. Most carbon capture and storage
echnologies are still at a nascent technology stage and thus further
esearch is necessary. However, at the end of the supply chain, the
aptured CO2 is then to be stored underground, such as in deep saline
ormations, to return these CO2 emissions to the subsurface in a timely
anner [25].
What is the role for oxy-combustion2 power plants with CO2 cap-

ure? Among oxy-combustion CCS prospects a few are named here:
raz Cycle [28], Allam cycle [34], MATIANT cycle [35], SCOC-CC
ycle [36], Water cycle [37], and CES cycle [38]. They are all highly

1 Recently, solar photovoltaics and wind power technologies have experi-
nced radical cost reductions [22]. In this perspective, a transition towards
00% renewable energies seems immanent, at least in the medium to long
erm.

2 Oxy-combustion is the combustion process in the presence of (almost)
ure oxygen. To avoid misconception, the widely used term oxy-fuel is not

sed. For more information, see Ref. [33].
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Table 1
Literature review of the key journal publications about the Graz Cycle power plant.

Authors, Ref. Year Journal Short description Summary of analysis

Jericha and Göttlich [26] 2002 ASME: Power for
Land, Sea and Air

Conceptual design of an
industrial Graz Cycle power
plant

In this analysis a thermodynamic and combustion chamber design
evaluation is presented. Despite Jericha et al. worked since 1985 on the
Graz Cycle concept, this publication represents an important milestone for
the development of this cycle. For the first time a highly efficient natural
gas fuelled system based on industrial scale application, which is capable
to retain CO2 from the atmosphere, is launched. The Graz Cycle was then
further developed in the upcoming years.

Sanz et al. [27] 2004 ASME: Power for
Land, Sea and Air

Thermodynamic and economic
investigation of the S-Graz
Cycle

Here, the Graz Cycle is fired with syngas leading to a net cycle efficiency
of 60.3% (based on LHV). Moreover, the layout of the S-Graz Cycle is
presented for the first time. The schematic arrangement of the
turbomachinery is developed and a brief description of the start-up process
is presented.

Sanz et al. [28] 2005 ASME: Power for
Land, Sea and Air

New thermodynamic and
economic analysis of the
further developed S-Graz Cycle

In this study, the basic layout of the Graz cycle fired with natural gas is
described, which this actual work resorts to. The net cycle efficiency is
presented to be 52.6% (LHV). Furthermore, an economic analysis of the
Graz Cycle led to low CO2 mitigation costs in the range of 20 $/ton CO2
avoided with emphasis on the high impact of the investment cost structure.

Jericha et al. [29] 2006 ASME: Power for
Land, Sea and Air

Turbomachinery design
investigation of the new
modified Graz Cycle

This paper introduces the modified version of the Graz Cycle, which
promises to have a net efficiency of 53.12% (LHV). The novelty consists of
the introduction of a steam bottoming cycle including a low pressure
steam turbine. In this regard, the economic cost evaluation showed similar
specific CO2 avoidance costs compared to the 2005 publication. Besides, a
very detailed turbomachinery design concept especially for the high
temperature turbines and compressors is introduced.

Sanz et al. [30] 2018 International Journal
of Hydrogen Energy

Adaptation of the Graz Cycle
concept to hydrogen including
part-load performance

Here, the Graz Cycle concept is adapted to a hydrogen version (as main
fuel input). The ASU remains part of the cycle leading to a working fluid
of pure water. Maximum efficiency of the hydrogen Graz Cycle is 68.4%
(LHV). Investigation of its part-load behaviour down to 30% was shown to
be feasible.

Mitterrutzner et al. [31] 2022 International Journal
of Greenhouse Gas
Control

Off-design analysis and
development of control
strategies for the Graz Cycle

In this study, three different control schemes are developed and evaluated.
For all three operational strategies, the part-load (i.e., off-design)
performance is investigated. Moreover, off-design modelling of various
cycle concepts are proposed. As a result, the part-load control strategy,
where the pressure in the HRSG is allowed to vary, is found the most
efficient in terms of part-load performance. It is to be noted that this
analysis is built on the 2005 cycle configuration and assumptions.

Gutierrez et al. [32] 2023 Energy Conversion
and Management

Implementation of a
membrane oxygen ASU into
the Graz Cycle power plant

This work compares two Graz Cycle configurations integrated with a)
cryogenic ASU and b) membrane based ASU. In this regard, two
membrane alternatives are identified and compared against the cryogenic
option. As a result, the thermal efficiency is improved by 0.61% to 2.30%.
efficient alternatives to absorption-based post-combustion CCS systems,
but different in terms of readiness and process engineering. Detailed
cycle descriptions, efficiency rankings and economic cost indicators
are found in the report by IEAGHG [39]. The basis of oxy-combustion
cycles is the recycled stream to the combustor leading to an overlap of
the topping Joule–Brayton and the bottoming Clausius–Rankine cycle.
Since the process layout is much more intrinsic compared to combined
cycle technologies, it is not a-priori given how these systems react
dynamically and how they are controlled in a logical manner. One
way to categorise oxy-combustion power plants is to look upon the
fluid used to moderate the combustion process, whether it is a carbon
dioxide stream, a water stream, or a combination of both.

This being said, one oxy-combustion power plant already exists on
a pilot plant scale in Texas, United States of America. It employs an
Allam cycle technology (operated by the company NET Power), and a
few others are planned for the United Kingdom [18]. A few studies
indicate that the economic costs are favourable for oxy-combustion
CCS systems. According to Kehlhofer et al. [40], the power generation
cost per unit of energy produced is similar between oxy-combustion
cycles and post-combustion absorption capture systems. However, the
expected CO2 avoidance cost of oxy-combustion systems lies slightly
ower to the one of post-combustion systems. In contrast and specifi-
ally for natural gas fired power plants, the latter thesis is not confirmed
y Kanniche et al. [41].

Here, one of the most promising representatives of oxy-combustion
ycles, named the Graz Cycle, is studied. The basic principle of the GC
3

was developed by H. Jericha in the 1980s and from there on step-by-
step improved and further investigated. A literature review based on
the development and evolution over the years of this specific cycle is
summarised in Table 1.

1.2. Integration of CCS power plants with variable renewable energy sources

Flexibility services to the grid gain importance due to deep penetra-
tions of intermittent renewable energy sources on the supply side [42].
This means that part-load operation and transient operation, i.e. load
changes and start-up, will be growing in significance for thermal power
plants [31]. Furthermore, market demand target operational flexi-
bility due to the continuing shift towards renewable power genera-
tion [43]. Simple but rigorous methodologies, e.g., dynamic process
simulations including model validations [44], are needed to correctly
predict the performance and to increase overall efficiencies. Dynamic
modelling scenarios become indispensable for predicting dynamic inter-
actions and performances of power plants to variable renewable energy
sources.

Several studies focus on dynamic simulations of single critical
parts of thermal power plants and post-combustion combined cycles
with CO2 capture (e.g., Refs. [43,45–52]), but, yet, very few on oxy-
combustion CCS cycles. Latter studies are Refs. [53–57]. The only
publication, which focuses on a natural gas fired oxy-combustion
system is found in Ref. [57] analysing dynamic load changes of the
Allam cycle. Pottman et al. [53] and Chansomwong et al. [54] present
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dynamic simulations of a carbon dioxide purification unit (CO2CPU)
placed downstream of a coal fired oxy-combustion power plant. Luo
et al. [55] performed a dynamic simulation of an oxy-combustion
system (with coal as a fuel input) including model validation and
transient analysis of typical operation parameters. Their aim was to
improve control system design. Sachajdak et al. [56] presented a short
review of methodologies that are generally applied for studying energy
system transient behaviour. They used the process simulation tool
Aspen Plus Dynamic on a CCS capable power plant. To the best of the
authors’ knowledge, none of these studies went into depth concerning
power generation flexibility and plant ramp rates. Thus, the following
research questions are allocated in the field of studying plant efficiency
and plant flexibility.

1.3. Scope and key contributions

The novelty of this study lies in the assessment of transient load
changes, and the conduction of a systematic dynamic modelling and
simulation approach for the oxy-combustion Graz Cycle via improved
off-design performance results. The investigation begins on design con-
dition, moving over off-design condition and part-load operation to a
dynamic environment. The cycle is optimised to meet highest plant
efficiency at full-load and at part-load condition. At the final stage of
this study, the detailed dynamic Graz Cycle model is used to answer
whether this specific cycle is capable of doing rapid load changes in the
context of high renewable energy penetrations. According to Domeni-
chini et al. [58], the dynamic operation of oxy-combustion CCS power
plants is limited by the ASU ramp rate, i.e., 3%/min. However, pure
oxygen can be stored in times of low demand and thus it should not be
seen as the bottleneck in the dynamic operation of such power systems.
A good overview of the flexibility requirements of an energy system
dominated by renewable energies is given by Kondziella et al. [59].
Within this context, this study should provide clearance whether the
oxy-combustion CCS cycle can be operated in a dynamic manner and
what the extent of balancing services is, which these units can provide
to the energy system.

In short, the research question of this study is:

• Can oxy-combustion power plants with CCS provide balancing
services to the electrical grid in the context of high renewable
energy penetrations?

By answering this research question, this work provides a few impor-
tant contributions and novelties, which are listed as follows:

(i) First dynamic simulation of the Graz Cycle and first off-design
analysis including compressor maps with variable inlet guide
vane (VIGV) schemes.

(ii) Overall, second study evaluating a dynamic simulation of an
oxy-combustion power cycle. The first study of the kind is found
in Fernandes et al. [57].

(iii) First work which explicitly develops a mathematical model cat-
alogue for oxy-combustion power plants in dynamic operation.

(iv) Down to scale of an individual plant, this research paper aims
to assess transient operations at a temporal scale of seconds to
minutes, instead of an hourly resolution proposed by Fernandes
et al. [57].

The rest of this research paper is organised as follows: Section 2
describes the process and the methodology, Section 3 describes the
first-principle model of the digital twin, and Section 4 discusses the
results of the different simulation scenarios. Finally, Section 5 provides
the conclusive remarks and the ideas for future work. The modelling
parameters are listed in Appendix A. Furthermore, Appendix B sum-
marises the heat exchanger specifications and Appendix C provides a
4

performance table.
2. Methodology

2.1. Description of the cycle

The following study builds on the Graz Cycle scheme presented for
the first time in the year 2004 [27], further developed in 2005 [28]
and assessed in 2022 [31] in the form of a part-load analysis. Fig. 1
shows the process scheme of the Graz Cycle, including the secondary
plant controls evaluated in the previous study (see Ref. [31]). For the
turbomachinery arrangement it is referred to Refs. [27–29]. The fuel
and oxidant properties are listed in Table A.6. It is to be mentioned
that for this study the oxygen purity is assumed to be 97%mol based
on techno-economic analyses in Refs. [39,60].

In a nutshell, the principal reaction in the combustion chamber is
chemically written as:

CH4(𝑔) + 2O2(𝑔) ⟶ CO2(𝑔) + 2H2O(𝑔), 𝛥𝐻0
𝑓 (298 K) = −604 kJ/mol.

(1)

In this regard, the oxy-combustion process is described by the
absence of nitrogen and other dilutants, which leads to a combustion
flue gas composed of carbon dioxide and water; this is then condensed
and pure carbon dioxide is further processed. The combustion gases
drive a high temperature turbine and subsequently a generator. Similar
to combined cycles, the flue gas exiting the turbine is used to heat
a water stream due to its high temperatures. After cooling down, the
rest of the working fluid is compressed and recycled to the combustor.
Whereas a part of the working fluid is split to use the high enthalpy in a
low pressure turbine. After expansion, the stream is condensed and the
water is separated as aforementioned. Meanwhile the carbon dioxide
content of the working fluid is further compressed (cf. ‘‘Exhaust CO2’’ in
Fig. 1) and then processed in the CO2CPU accordingly, the feed water is
pumped into the cold side of the HRSG. Here, as temperature increases
throughout the bundles, it is forwarded to the high pressure turbine
and (a split stream) to the low pressure steam turbine. A part of the
water stream is used to cool the turbine blade stages, the other part
keeps the combustion chamber at constant temperature. At this point,
the cycle restarts by feeding the oxidant and the natural gas stream to
the combustor.

The capture rate of oxy-combustion cycles is ideally 100%. In
practice, the ASU is penalised by an air vent, which slightly decreases
both the capture rate and CO2 retention from the atmosphere [39].
Furthermore, the basic parameters of the GC which are all default
settings for the steady-state simulation are listed in Table A.7. For a
better understanding, Fig. 1 shows the power island of the Graz Cycle.
The ASU is assembled in front of the process and produces a pure
oxygen stream. Moreover, the CO2CPU is placed at the end of the
supply chain and processes the carbon dioxide stream.

2.2. Approach of the study

Fig. 2 summarises the methodology for process modelling and sim-
ulation of the Graz Cycle power plant. The methodology is based on
the three consequent steps: (a) steady-state design modelling and sim-
ulation in Zone I; (b) steady-state off-design modelling and simulation
in Zone II; and (c) dynamic modelling and simulation of the process
in Zone III. The information flow goes from left to right by increasing
detail and complexity. The process modelling goes hand in hand with
the scenario generation in the simulation environment. The three steps
follow from a higher to a lower (and more precise) layer:

• Zone I is based on Ref. [28]. More precisely, the steady-state
design model is based on the version of the Graz Cycle concept
first presented in the year 2005. Furthermore, the steady-state
GC design model is adapted from the software’s model database.

The default parameter inputs for the simulation are summarised
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Fig. 1. Simplified process flow scheme of the Graz Cycle power island with carbon capture. Valves are labelled. Figure reproduced from Ref. [31].
in Tables A.6, A.7 and A.9. As a next step, the design-point
simulation is performed to obtain the full-load scenario. In this
regard, the objective function is written as:

max
𝜂𝑖 ,𝜁𝑐 ,𝐿𝐻𝑉

𝜂𝑛𝑒𝑡 =

(
∑

𝑃𝑇 ,𝑖 −
∑

𝑃𝐶,𝑖
)

𝜂𝑚𝜂𝐺𝜂𝑇 𝑟 −
∑

𝑃𝑃 ,𝑖

𝜂𝑚
− 𝑃𝐴𝑢𝑥 − 𝑃𝐴𝑆𝑈 − 𝑃𝐶,𝐴𝑆𝑈 − 𝑃𝐶𝑃𝑈

𝑄𝑖𝑛
(

1 + 𝜁𝑐
) ,

∀𝑖 ∈ [1, 2,… , 𝑁]

s.t. steady-state mass and energy balances

design and off-design component models in IPSEpro

with 𝑄𝑖𝑛 ≥ 0

for given 𝜂𝑖, 𝜁𝐶 , 𝑚𝑓𝑢𝑒𝑙 .

(2)

• Zone II is based on Ref. [31] and is replicated with new mod-
elling assumptions in this study. The off-design GC modelling
comprises the finding of a fitting compressor performance map
(normalised mass flow rate versus efficiency) to approximate its
part-load behaviour. For this, under the compressor design mod-
elling assumptions, the generated compressor maps are manually
processed in a way that the operating lines are charted based
on the off-design results obtained in a previous scenario run.
The cutting points of the operating line and the efficiency lines
are extracted and reproduced in dots in Fig. 3. As a final step,
these single points are approximated by a polynomial function
and employed as a ‘‘free equation’’ in the process simulation en-
vironment. The procedure of fitting compressor maps, including
variable inlet guide vanes, is described in-depth by Ref. [61]
and these guidelines are applied to this study. Subsequently, for
steady-state off-design, the model is explained in Section 3.2 for
the turbomachines. For the heat exchangers, the correlations de-
scribed by Ref. [31] are applied. Table 3 evidences the efficiency
assumptions hereby. The most efficient control strategy is selected
for further processing in the subsequent dynamic scenarios. It
5

is to be noted that the control structures are adapted from the
previous study. As indicated in Fig. 2, the green diamond reports
the model-to-model validation. This means that the model is only
led to the next stage if the off-design models operated at full-load
match the design model at nominal load.

• Zone III represents the novelty of this study. To build up the
dynamic model, the steady-state off-design model is employed
and unit-by-unit replaced with the dynamic models equations.
As a next step, the dynamic simulation of the power cycle is
performed: first, as a simulation of the component model in a
constrained environment, then, the component model is added
to the entire cycle simulation. In the final stage, the transient
operation mode is modelled and simulated. The dynamic models
involved are described in Section 3. Before the results of the
dynamic simulation are obtained, the preliminary outcomes are
compared in a model-to-model validation with the off-design
results at a certain load level. More precisely, the dynamic sim-
ulation values of the variables are compared to part-load results
in stable mode (i.e., after passing the stabilisation period). The
operational objective is following:

max
𝑡,𝑅∗

𝑟
𝑅𝑟(𝑡) =

𝑑𝑃
𝑑𝑡

≤ 𝑅∗
𝑟 ,

∀𝑡 ∈ [1, 2,… , 𝑇 ]

s.t. dynamic mass and energy balances
dynamic component models in IPSEpro

with 𝑃 ≥ 0.5𝑃0

for given 𝑅∗
𝑟 .

(3)

Here, the critical ramp rate 𝑅∗
𝑟 limits the operational plant to

do drastic load changes, which could affect the integrity of its
sub-systems and diminish the overall lifetime of the plant. Recent
studies [62] found out that natural-gas combined cycles have a
limiting maximum load gradient corresponding to the gas tur-
bine’s ramp rate. They found out that thermal stresses in critical
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Fig. 2. Superstructure of the process modelling and simulation steps.
thick-walled components and auxiliary systems (e.g., the boiler)
are not affected by rapid load changes. Thus, the gas turbine
or, in case of the Graz Cycle, the high-temperature turbine is
the bottleneck for very fast transient operation, at least when
it comes to the inherent capability to do load changes in these
power systems. In this study, the part-load performance of the
Graz Cycle is limited to 50% of the nominal power output.

2.3. Software

For the process modelling and simulation, the software package
IPSEpro v8 was used [63]. Accordingly, the modelling includes steady-
state design and off-design methodologies, as well as dynamic equa-
tions. For the process modelling the system package MDK (Model
Development Kit) was used. On the other hand, the software package
PSE (Process Simulation Environment) was utilised to perform sim-
ulations and run different scenarios. The model-to-model validation
is performed in the simulation environment of IPSEpro by switching
between the different simulation stages and models discussed in Sec-
tion 2.2. The natural distinction between modelling and simulation
shown in Fig. 2 equates to the building environment of the software
tool IPSEpro.

For the compressor modelling, the tool GasTurb v12 was em-
ployed to produce compressor maps including variable inlet guide vane
schemes [64]. The applied assumptions are listed and discussed in
Section 3.2. The results are subsequently transferred to Python for
processing and analysing data to obtain e.g., the polynomial efficiency
functions of the compressors.

3. Dynamic modelling

3.1. Process and heat exchanger models

In this study, a first-principle model of the Graz Cycle power plant
was used to analyse the dynamic behaviour of its single components
and of the whole cycle. The dynamic model catalogue for the digital
twin of the power plant is developed in following part. Two balances
are of utmost interest for this study: (a) the mass conservation bal-
ance, and (b) the energy conservation balance. Both balances can be
expressed dynamically (i.e., in the form of a differential equation), or
in steady-state (i.e., in the form of an algebraic equation) [65]. The two
main equations are described in Eqs. (4) and (5):
𝑑𝑀
𝑑𝑡

=
∑

𝑚𝑖𝑛 −
∑

𝑚𝑜𝑢𝑡. (4)

Here, the dynamic mass balance contains the (mass) holdup denoted
as 𝑀 . On the other hand side, the energy conservation law states
following:
6

𝛿𝑊𝑡 + 𝛿𝑄 +
∑

𝑑𝑚𝑖(ℎ𝑖 + 𝑒𝑒𝑥𝑖 ) = 𝑑𝑈 + 𝑑𝐸𝑒𝑥. (5)

In the dynamic modelling approach, the heat exchange equipment
is firstly investigated since it represents the critical component in the
dynamic scenarios. Heat exchangers dominate the dynamic behaviour
and limit the transient operation of a power plant due to their large
storage capacities. Assuming there is no water holdup in the tubes of
the heat exchanger (i.e., no difference in the water mass flow rate
between inlet and outlet), the dynamic equation for a control volume
including gas, metal and water (in liquid state or steam) is defined in
Eq. (11) in Table 2. To find the resulting three unknowns (i.e., gas exit
temperature, water exit temperature and tube metal temperature), two
additional heat transfer balances are used, i.e., Eqs. 7 and 9 [66]. The
steam quality of the evaporator is set at the inlet (i.e., 𝑥 = 0) as well
as at the exit (i.e., 𝑥 = 1), respectively. Furthermore, the area 𝐴𝑜 of the
single heat exchange units is assumed to be constant.

To sum up, the heat exchangers are modelled via a lumped pa-
rameter method. Yet, different equations result upon how boundary
conditions are set. The yield is an energy balance for the tube, the
wall (despite thermal resistance to heat transfer within the metal wall is
neglected) and the shell. If needed, a control volume can be set around
the margin of the whole system such that overall four differential
energy equations result, i.e. one for each control volume. In Table 2,
the subscripts 𝐿 denote the liquid state of the fluid in the tube, and 𝐺
the gaseous state, respectively. 𝑇𝑚 is the mean metal wall temperature.

Apart from that, the condenser and cooler are modelled with the
off-design method, see Ref. [31]. More precisely, the condenser is mod-
elled with tight pressure control, i.e., the condenser pressure remains
constant and the cycle is open [67]. The cooler has three settings on
the inlet condition of the cooling water coming from the sea or water
reservoir. The assumption is, that the unit is large enough to prevent
liquid mass holdup on the hot working fluid side.

For the calculation of the heat transfer coefficients, Kern’s method
is applied [68]. After an initial estimation of the volume of the tube
masses, the tube-side heat transfer coefficient 𝛼𝑖 is calculated by the
empirical correlation:

𝛼𝑖 =
4200(1.35 + 0.02𝑡)𝑐0.8𝑡

𝑑0.2𝑖

, (26)

where 𝑡 is the mean water temperature in the tube, 𝑐𝑡 is the mean
velocity of the liquid in the tube, and 𝑑𝑖 is the inner diameter of the
tube.

Accordingly, the shell-side heat transfer coefficient 𝛼0 is calculated
via the Nusselt number:

Nu =
𝛼𝑜𝑑𝑜 and Nu = 𝑗ℎRePr

1
3

(

𝜇
)0.14

, (27)

𝜆𝑜 𝜇𝑤
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Table 2
First-principle model of the heat exchange equipment. Here, M stands for mass conservation balance, E for energy conservation balance, H for heat transfer balance and B for
boundary condition. As required, the control volume can be set around the shell-side, the tube-side, the metal wall and the whole heat exchanger section.

Component Control volume Equation Balance

nr. Description M E H B

Economisers and
intercooler

Shell-side (6) 𝑑𝑀𝐺

𝑑𝑡
= 0 = 𝑚𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡 x

(7) 𝑚𝐺,𝑖𝑛ℎ𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡ℎ𝐺,𝑜𝑢𝑡 = 𝛼𝑜𝐴𝑜(𝑇 𝐺 − 𝑇𝑚) x

Tube-side (8) 𝑑𝑀𝐿

𝑑𝑡
= 0 = 𝑚𝐿,𝑖𝑛 − 𝑚𝐿,𝑜𝑢𝑡 x

(9) 𝑚𝐿,𝑖𝑛ℎ𝐿,𝑖𝑛 − 𝑚𝐿,𝑜𝑢𝑡ℎ𝐿,𝑜𝑢𝑡 = 𝛼𝑖𝐴𝑖(𝑇 𝐿 − 𝑇𝑚) x

Metal wall (10) 𝛼𝑜𝐴𝑜(𝑇 𝐺 − 𝑇𝑚) = 𝛼𝑖𝐴𝑖(𝑇𝑚 − 𝑇 𝐿) x

Whole system

(11) 𝑚𝐺,𝑖𝑛ℎ𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡ℎ𝐺,𝑜𝑢𝑡 =
𝑑𝐻𝑚

𝑑𝑡
+ 𝑚𝐿,𝑜𝑢𝑡ℎ𝐿,𝑜𝑢𝑡 − 𝑚𝐿,𝑖𝑛ℎ𝐿,𝑖𝑛 x

(12) 𝑑𝐻𝑚

𝑑𝑡
= 𝜌𝑚𝑉𝑚𝑐𝑚𝑑𝑇𝑚

𝑑𝑡
...

(13) 1
𝑘𝐴𝑜

= 1
𝛼𝑜𝐴𝑜

+ 1
𝛼𝑖𝐴𝑖

x

(14) 𝑑𝑇𝑚
𝑑𝑡

∣𝑡=0= 0 x

Evaporator

Shell-side (15) 𝑑𝑀𝐺

𝑑𝑡
= 0 = 𝑚𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡 x

(16) 𝑚𝐺,𝑖𝑛ℎ𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡ℎ𝐺,𝑜𝑢𝑡 = 𝛼𝑜𝐴𝑜(𝑇 𝐺 − 𝑇𝑚) x

Tube-side (17) 𝑑𝑀𝐿

𝑑𝑡
= 𝑚𝐿,𝑖𝑛 − 𝑚𝑆,𝑜𝑢𝑡 x

Whole system

(18) 𝑚𝐺,𝑖𝑛ℎ𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡ℎ𝐺,𝑜𝑢𝑡 =
𝑑𝐻𝑚

𝑑𝑡
+ 𝑑𝐻𝐿

𝑑𝑡
+ 𝑚𝑆,𝑜𝑢𝑡ℎ𝑆,𝑜𝑢𝑡 − 𝑚𝐿,𝑖𝑛ℎ𝐿,𝑖𝑛 x

(19) 𝑑𝐻𝑚

𝑑𝑡
= 𝜌𝑚𝑉𝑚𝑐𝑚𝑑𝑇𝑚

𝑑𝑡
...

(20) 𝑑𝐻𝐿

𝑑𝑡
= 𝑀𝐿𝑐𝐿𝑑𝑇𝐿

𝑑𝑡
...

(21) 𝑇𝑚 = 𝑇𝑆,𝑜𝑢𝑡 , 𝑇𝐿 = 𝑇𝐿,𝑖𝑛 x

Superheater

Shell-side (22) 𝑑𝑀𝐺

𝑑𝑡
= 0 = 𝑚𝐺,𝑖𝑛 − 𝑚𝐺,𝑜𝑢𝑡 x

(23) 0 = 𝑚𝐺𝑐𝑝𝐺 (𝑇𝐺,𝑖𝑛 − 𝑇𝐺,𝑜𝑢𝑡) −𝑄𝑒𝑥 x

Tube-side (24) 𝑑𝑀𝐿

𝑑𝑡
= 0 = 𝑚𝐿,𝑖𝑛 − 𝑚𝐿,𝑜𝑢𝑡 x

(25) 𝑑𝑇𝐿
𝑑𝑡

= 1
𝑀𝐿

(

𝑚𝐿
(

𝑇𝐿,𝑖𝑛 − 𝑇𝐿,𝑜𝑢𝑡
)

+ 𝑄𝑒𝑥

𝑐𝑝𝐿

)

x

where 𝑗ℎ denotes the heat transfer factor dependent of the tube ar-
angement and Reynolds number (i.e., Re= 𝑐𝑑𝑜𝜌

𝜇 ). Besides, Eq. (27) also
ontains the Prandtl number (i.e., Pr= 𝑐𝑝𝜇

𝜆𝑜
). According to Ref. [68], the

term
(

𝜇
𝜇𝑤

)0.14
can be assumed as equal 0.99 for low-viscosity fluids.

In order to calculate the fluid thermal conductivity 𝜆𝑜, the empirical
equation for gases (Eq. (28)) is used.

𝜆𝑜 = 𝜇𝑜
(

𝑐𝑝 +
10.4
𝑀

)

(28)

As a final step, the overall heat transfer coefficient 𝑘 is calculated
sing Eq. 13 and through initial steady-state simulation, the heat
xchanger specification 𝑘𝐴𝑜 can be reduced to obtain the total area
𝑜. In order to get the volume of the metal masses 𝑉𝑚, the number
f tubes 𝑛 per heat exchanger section needs to be calculated. This can
e done by calculating the area of one single tube. Subsequently, the
btained overall area of the tubes 𝐴𝑜 is then divided by the area of one
ingle tube per section. By doing so, the calculation of the total volume
f tubes 𝑉𝑚 is straightforward in order to yield the total metal mass
er heat exchanger section as described in Eq. 12, i.e., metal specific
7

ensity 𝜌𝑚 times volume of tubes 𝑉𝑚.
After the computation of the dynamic heat exchanger models, the
modelling approach handles the less critical turbomachinery compo-
nents discussed in the next section.

3.2. Turbomachinery models

For simplicity reasons and due to empirical studies [69], the mass
balances for all types of turbomachinery is written in algebraic form (it
is assumed to be no mass accumulation of gas or liquid), cf. Eq. (4).
Furthermore, the applied quasi-steady equations are listed as follows
for gas turbine and compressor (Eq. (29)), steam turbine (Eq. (30))
and feedwater pump (Eq. (31)). These equations are a mathematical
approximation to the component map of the turbomachinery unit in
off-design condition.

The high temperature turbine (i.e., the turbine of a gas turbine)
is modelled employing the chocked nozzle equation. Such as the gas
turbine, the four compressors are modelled assuming a chocked nozzle:

𝑚𝐺,𝑖𝑛
√

𝑇𝐺,𝑖𝑛 =
𝑚𝐺,𝑖𝑛0

√

𝑇𝐺,𝑖𝑛0
. (29)
𝑝𝐺,𝑖𝑛 𝑝𝐺,𝑖𝑛0
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b

𝑚

c

𝑚

Table 3
Summary of cycle off-design modelling assumptions.
Parameters Functions

Relative off-design efficiency [𝜂𝑅] Value, equation Reference

Compressor cf. Eq. (32) [61,64]
Gas turbine and combustor constant equal 1.0 [36,71]
Steam turbine function of the mass flow rates, cf. Ref. [31]
Feedwater pump function of the mass flow rates, cf. Ref. [70]
c

4

4

c
i

On the other hand, the steam turbines are conventionally modelled
y use of the Stodala equation:

𝑆,𝑖𝑛

√

√

√

√

√

⎛

⎜

⎜

⎝

𝑝2𝑆,𝑖𝑛0 − 𝑝2𝑆,𝑜𝑢𝑡0
𝑇𝑆,𝑖𝑛0

⎞

⎟

⎟

⎠

= 𝑚𝑆,𝑖𝑛0

√

√

√

√

(

𝑝2𝑆,𝑖𝑛 − 𝑝2𝑆,𝑜𝑢𝑡
𝑇𝑆,𝑖𝑛

)

. (30)

For the two feedwater pumps following mass flow rate and enthalpy
orrelation is valid [70]:

𝐿,𝑖𝑛 = 𝑚𝐿,𝑖𝑛0

(

𝜚𝐿,𝑖𝑛
𝜚𝐿,𝑖𝑛0

)(

𝑛𝑝
𝑛𝑝0

)

, 𝛥ℎ𝐿,𝑖𝑛 = 𝛥ℎ𝐿,𝑖𝑛0

(

𝑛𝑝
𝑛𝑝0

)2

, (31)

where 𝑛𝑝 is the rotational speed of a variable frequency drive pump.
If this value is kept constant in the simulation, the correlation is
simplified accordingly. For the compressor efficiency map following
equations are derived:

𝜂𝐶𝑖,𝑠 =
𝑁−1
∑

𝑗=0
𝛩𝑖,𝑗𝜇

(4−𝑗)
𝑅 , ∀𝑖 ∈ [1, 2,… , 4] where 𝜇𝑅 =

𝑚𝐶𝑖
𝑚𝐶𝑖,0

(32)

with

𝛩𝑖,𝑗 =

⎡

⎢

⎢

⎢

⎢

⎣

−8.282 28.603 −38.001 22.847 −4.287
−24.555 82.525 −104.760 59.492 −11.819

0 0 −10.989 21.341 2.546
0 0 −1.385 2.546 −0.312

⎤

⎥

⎥

⎥

⎥

⎦

. (33)

Here, the subscript 𝑖 indicates the respective compressor, and 𝑗 the
element of the polynomial function.

Fig. 3 shows the above mentioned correlations including the surge
margin, i.e., 𝑆𝑀(𝑃∕𝑃−1). The formula for the surge margin is written as
a function of the pressure ratios (i.e., 𝜋):

𝑆𝑀(𝑃∕𝑃−1) = 100 ⋅
𝜋𝑠𝑢𝑟𝑔𝑒𝑙𝑖𝑛𝑒 − 𝜋𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔𝑙𝑖𝑛𝑒

𝜋𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔𝑙𝑖𝑛𝑒 − 1
. (34)

The pressure ratio in off-design condition is derived from previous
study and indicated in the plots such as e.g., 𝜋 = 𝜋0 for the compressor
C1. More precisely, the specific compressor map are only valid for
the corresponding pressure ratio. The deduction of the compressor
maps is made using the GasTurb tool. The operating point with the
component map was scaled for an optimum operating range of the axial
compressors. Moreover, the input data to the GasTurb tool for the cycle
design point is defined in Table A.8. In this regard, default values are
extracted from the process simulation performed by Ref. [31], and from
Ref. [27] for turbomachinery design parameters, respectively.

3.3. Model assumptions

The main modelling assumptions are summarised in Tables 3 and
A.9 regarding off-design efficiency relations and component efficien-
cies, respectively. For a detailed analysis of the energy expenditures
for the ASU and CO2CPU, it is referred to Darde et al. [60]. However,
it is worth mentioning that both units are modelled as a black box
considering a linear behaviour of rated power per mass flow rate in
part loads.

The efficiency of turbomachines, listed in Table A.9, are updated
to state-of-the-art values compared to Ref. [31], in which efficiencies
are applied according to Ref. [28]. Notably, applied assumptions are
congruous to Refs. [39,72]. As an example, the isentropic efficiency
of the two axial CO compressors are set to 0.85 in comparison to
8
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outdated 0.78 of previous publications of the Graz Cycle. Furthermore,
the efficiencies of the feedwater pumps are enhanced to 0.85 according
to Ref. [72]. For the rest, the parameters remained the same as in
Refs. [28,31].

Table 3 indicates the isentropic efficiency correlations in off-design,
i.e., 𝜂𝑅 = 𝜂𝑠

𝜂𝑠,0
. For the steam turbine, apart from the mass flow

rate function described in Ref. [31], a part-load efficiency correction
considering the exit steam quality is implemented, that is, 𝜂𝑠,𝑐𝑜𝑟𝑟 =
𝜂𝑠−

1
2𝛥𝑥𝑒 [73]. The relative feedwater pump efficiency 𝜂𝑅 equals 0.8 for

the mass flow ratio (i.e., 𝑚
𝑚0

) 0.5 and 1.3, respectively. The efficiency
urve is approximated by a spline curve in these points, see Ref. [70].

. Result and discussion

.1. Design-point simulation results

The increase in the GC efficiency at nominal operating conditions
ompared to Refs. [28,31] is due to manifold reasons. First, the max-
mum turbine inlet temperature is increased from 1400◦C to 1500◦C.

Second, the oxygen purity of the oxidant carrier stemming from the
ASU is enhanced from 95%mol to 97%mol. This increase is due to
an optimal compromise between high efficiencies at plant level and
relatively low economic costs [60]. Third reason is the increase of
isentropic efficiencies of the compressors C3 and C4 and the two
feedwater pumps compared to previous analyses of the Graz Cycle.

Overall, the changes in assumptions lead to an increase in the net
plant efficiency from 53.1% (previous study, i.e., Ref. [31]) to 54.5%
(this study). In this regard, it is referred to Fig. 4 and to Table C.12.
Moreover, the Graz Cycle has similar performance results at full loads
compared to the Allam cycle studied by Zaryab et al. [71], which shows
a net plant efficiency of 54.9%. For the sake of completeness, it is
mentioned that the applied default parameters for the Graz Cycle and
Allam cycle compared in Fig. 4 are not the same. On the one hand,
the oxygen purity for the Allam cycle (AC) is assumed to be 99.5% in
aforementioned study. On the other hand, the compressors’ isentropic
efficiencies in nominal conditions are assumed to be 0.9. Since the four
compressor stages employed in the AC configuration by Refs. [71,74]
are of a radial compressor type, the attained results are evaluated as
rather optimistic.

4.2. Off-design simulation results

In this study, the previous work of Ref. [31] is extended and
analysed by filling the research gap of missing compressor maps and
new modelling assumptions. For the bigger picture, the results of this
work are compared with the previous part-load results of the Graz Cycle
as well as the results of the Allam Cycle presented by Zaryab et al. [71].
The results are presented in Fig. 4 and complemented in Table C.12 for
this study.

In Fig. 5 the compressor performance maps including VIGV schemes
for compressor C1 and C3 are analysed. The most critical compressor
from a perspective of load reduction is C2. At 65% loads, this specific
compressor enters the 6% surge margin threshold, which indicates the
remaining margin to the surge line. It is to be noted that common
industrial compressors usually aim for a minimum surge margin of
around 8%–10%. Compressor C1 reaches the critical surge margin at
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Fig. 3. The compressor performance maps derived through the GasTurb software. The dots indicate the values extracted manually from the compressor component map respective
to the pressure ratio described in the bottom right corner.
Fig. 4. Part-load performance results between this study and past publications. GC
stands for Graz Cycle (Ref. [31]), AC for Allam cycle (Ref. [71]).

around 58% part load. However, at this load point the operational
strategy needs to be changed such that touching the surge point is
avoided. Therefore, the control strategy is altered at the critical load
point of 65% as indicated in Table 4 from control strategy 𝐴 to control
strategy 𝐵 as loads are decreased. In this case, the variable MV6 is
changed from floating pressure control to throttle control. Accordingly,
this leads to a stable pressure in the Benson boiler and, furthermore,
9

reduces significantly the pressure ratio of the compressor C2 (compare
Figs. 6(b) and 6(c)). As an effect the surge margin increases due to
a decrease in the 𝜋-𝑚 map (i.e., the generated compressor component
map with mass flow rate on the 𝑥-axis and pressure ratio on the 𝑦-axis).
Consequently, the compressors C1 and C2 work in stable operation
without surpassing the surge line. However, the downside of this
control strategy change is that the slope in efficiency increases, see
Fig. 6(a).

Figs. 6(d) to 6(f) analyse the cause of the relative efficiency decrease
of control strategy 𝐵 versus 𝐴. First of all, the recycled mass flow
ratio (via compressor C1/C2) is significantly increased by the change of
strategy from 𝐴 to 𝐵. In turn, this leads to an increase in compression
power for the specific stream, which is not sufficiently counteracted
by the only relatively small increase in expansion work through the
turbines (see Fig. 6(e)). On the other hand, the specific condenser heat
release tends to penalise control strategy 𝐵, as shown in Fig. 6(d),
i.e., the higher the heat rejection in the condenser and coolers, the
lower the plant efficiency in accordance with the Carnot cycle.

After examining the key elements of the control strategy change, it
is worth analysing the cause of the efficiency decrease of the power
island through load reduction. One way to look at it is to investigate
key trajectories of heat losses throughout the system. In this regard,
as discussed in Fig. 5, the part-load performance of the compressors
is transiently increasing. To sum up, the major players such as the
HTT stages and the four compressors traverse a constant efficiency
or even an efficiency increase via load reduction. Moreover, the O2
generation and compression, and the CO2 compression work after the
purge valve remain approximately constant or have a temporary small
increase in high load ranges, but overall have negligible effect on the
plant efficiency. Therefore, the focus is set on the heat losses in the
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Fig. 5. The compressor performance maps including the operating line at different loads. The load reduction steps (on a mass flow rate basis) are set to 5% according to the
process simulation. The scale of the compressor maps represent the whole operating range such as illustrated in Fig. 3.
system besides the heat rejection in the condenser (compare Fig. 6(d)).
To some extent, the specific heat loss in the water purge valve has an
influence by a temporary increase when load is reduced from full-load
to around 60% part-load. However, the principal source of heat loss
is the CO2 purge trajectory in part loads, as indicated in Fig. 7. This
drawback could be significantly reduced by another cooler unit, which
leads to an efficiency enhancement through an increase of CO2-purity
as well as a decrease in specific heat losses. Another way to harness
these excess energy is the employment of an organic Rankine cycle
(ORC) or a heat pump (HP) system. In the former case, a secondary
electricity surplus can be obtained and its configuration is for example
studied by Ref. [75] for an Allam cycle power plant featuring liquified
natural gas (LNG) as a fuel source. On the other hand, if a heat pump is
implemented on the power island, an additional overall plant efficiency
enhancement is achieved by provision of secondary district heat in an
integrated energy system. For instance, this is studied by Ref. [76].

Some key learnings can be drawn from the above discussed results:
(a) The off-design efficiency of the GC power plant is most efficient with
variable boiler pressure control (in line with the findings of Ref. [31]);
(b) However, at 65% part-load condition the control strategy has to be
changed due to the compressor pair C1/C2 to prevent the step ahead
the surge margin; (c) One major source of heat loss and hence plant
efficiency reduction in part loads is the CO2 purge valve; (d) This be-
haviour precludes an increase of the GC part-load performance despite
favourable compressor maps, which reach their maximum efficiency at
reduced loads.

4.3. Uncertainties in the dynamic modelling

The challenges regarding the process modelling and simulation of
the Graz Cycle are related to the integrated structure of the cycle,
where mass flow recirculations hinder a simple control and modelling
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approach. The clear-cut between topping and bottoming cycle does
not exist in contrast to common combined cycles fired with natural
gas. Therefore, the merged process leads to a difficult handling in its
operational patterns and the dynamic simulation needs to be simplified
to overcome these hurdles. For example, not every system unit is
modelled in a differential form as discussed in Section 3, but some
components are left in algebraic form.

Nevertheless the steam turbines are generally modelled by the
Stodala equation, the LPST model is approximated by the chocked
nozzle equation in order that the equations in the process simulation
are solvable. In the following section, a closer look into the model
validation unveils the inaccuracies and difficulties encountered in the
process simulation. It is anticipated that one obstacle encountered
during the dynamic simulation is the steam evaporator mass holdup,
which does not exhibit a stable behaviour at any time, notwithstanding
that other parameters become constant after a certain settling time.
This is shown for example in Fig. 8(e).

4.4. Model-to-model validation

Ideally, the applied dynamic models should be validated against
measurements of specific variables in a reference plant. However, one
valid way to prove the reliability of the dynamic model is to compare
it to high-fidelity models such as steady-state models for design and
off-design states. In this study, the focus of validation is identified and
set to be the heat exchangers and primarily the heat recovery steam
generator, i.e., a once-through Benson boiler. In this regard following
paragraphs summarise the findings of the validation process of this
bulky equipment.

Table 5 shows the model-to-model validation between steady-state
off-design and the dynamic model. The most significant deviations from

the steady-state model are found in the parameters turbine exhaust
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Fig. 6. Graz Cycle performance under different load conditions including a change of control strategy at 65% loads. The figure comprises three hierarchical levels. The top level
describes the plant efficiency of the power island and the impact of the change in control strategy. The second level explains the reaction of the system to the control strategy
variation. The bottom level analyses the cause of the slope in efficiency for control strategy 𝐵 versus control strategy 𝐴.
Table 4
Control strategy and input–output pairing.
Control strategy CV-MV pairing

Scenario Load range Controlled variable (CV) Manipulated variable (MV)

𝐴 100%–65% CV6: LPT valve pressure drop (i.e., equal 0) MV6: LPT valve (i.e., fully open)
𝐵 65%–50% CV6: HTT exit pressure (i.e., constant) MV6: LPT valve (i.e., throttle control)
gas temperature (TET), the feedwater pump mass flow rate and the
condenser heat release. At nominal load condition the differences are
negligible. The power and mass flow rate differences are indicated in
percentages, whilst temperatures and pressures are in the respective
units. At 90% part load, the TET in both models indicate a tempera-
ture difference of approximately 55 K. This deviation exists despite a
constant turbine inlet temperature (TIT). The lower absolute value in
the dynamic simulation can be partly explained by increased cooling
mass flow rates to the HTT in the transient operation. Since the cooling
11
stream to the HTT1 is set by a constant mass flow rate split ratio
(realised in practice by an orifice valve), the increased cooling mass
flow rates are explained by an increase in the feedwater mass flow rate
by 12.33% at 90% load. In turn, that is explained by a higher condenser
heat release as the load is decreased in the dynamic simulation environ-
ment. The increased enthalpy drop in the HTT due to a higher cooling
rate does not impact the overall electric power output of the plant.

The discrepancy between steady-state and dynamic model results
opens the door for new methodologies other than first-principle models,
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Table 5
Model-to-model validation between steady-state off-design and dynamic model after stabilisation time.
Load Variable Scenario Difference

Steady-state Dynamic

100% Electric power output incl. losses [MW] 75.22 75.12 0.13%
Turbine inlet temperature [◦C] 1500 1500 0.00 K
Turbine exhaust gas temperature [◦C] 608.02 608.16 0.14 K
Boiler pressure [bar] 1.05 1.05 0.00 bar
Feedwater mass flow rate [kg/s] 18.40 18.40 0.01%
Condenser heat release [MW] 41.17 41.15 0.05%

95% Electric power output incl. losses [MW] 71.47 71.70 0.32%
Turbine inlet temperature [◦C] 1500 1500 0.00 K
Turbine exhaust gas temperature [◦C] 609.17 582.74 26.43 K
Boiler pressure [bar] 1.00 1.041 0.041 bar
Feedwater mass flow rate [kg/s] 17.35 18.40 6.05%
Condenser heat release [MW] 37.94 40.56 6.91%

90% Electric power output incl. losses [MW] 67.48 68.21 1.08%
Turbine inlet temperature [◦C] 1500 1500 0.00 K
Turbine exhaust gas temperature [◦C] 610.28 554.89 55.39 K
Boiler pressure [bar] 0.95 1.033 0.083 bar
Feedwater mass flow rate [kg/s] 16.38 18.40 12.33%
Condenser heat release [MW] 34.93 40.01 14.54%
Fig. 7. Heat loss in the CO2 purge valve under variable load conditions.

such as data-driven models. As emphasised by Formont and Nord [77],
it is a very complex task to model a boiler in dynamic state with high
accuracy. Instead of using a set of differential equations, they propose
a data-driven method and artificial neural network algorithms.

In short, following conclusions can be drawn. The dynamic model
shows to be very accurate at the 100% load point. TET indicates to be
less precise when reaching part loads due to an increased feedwater
mass flow rate and hence, dependent on that, a higher cooling mass
flow rate to the high temperature turbine due to a set split ratio via
the orifice valve (compare Fig. 1). The effect is that by an increase
of the water mass content in the working fluid stream, the resulting
condensation after the LPT results in a higher liquid water yield. This
is also valid if the condenser heat release is actively set in the process
environment. More precisely, the condenser after the LPT is controlled
by a variable cooling stream such that the condenser pressure is kept
constant. This dynamic behaviour is regarded as critical and effects a
transient load decrease down to e.g., 80%. One possible solution could
be that the cycle water outlet stream after the first feedwater pump
is controlled though a water valve controller as designed previously by
Ref. [31]. Overall, to increase the robustness of the process the transient
load reduction is limited to a 10%-ramp and the deaerator, condenser
and cooler are modelled by means of steady-state off-design equations.

4.5. Dynamic simulation results

In this study, the transient operation of the Graz Cycle is evaluated
by means of different variable ramping rates. The aim is to evaluate
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how quickly the power plant can react to load changes (e.g., by a
scenario from full-load to 90%-load condition). This is called controlled
process dynamics since it is in presence of supervisory and secondary
control mechanisms. The exact hierarchical control structure of a power
plant is further explained by Ref. [67]. The following paragraphs
summarise the dynamic simulation results.

First, the step change profile which occurs at 𝑡 = 0 s and 𝑡 = 400 s
is shown in Fig. 8(a). It represents, e.g., the set point coming from the
electrical grid due to a lower demand of the end user. Fig. 8(b) presents
the result of a transient load change of 10%/min. It shows, that the
ramp cannot be followed exactly by the power plant but the system
needs a settling time to stabilise and return to steady-state. The slope
of the power reduction follows the slope of the fuel mass rate reduction
until the rate is kept constant. At the setting of −10%/min fuel change
the plant needs in total 140 s to reach steady-state conditions and
deliver the exact amount of power output requested by the electricity
system (i.e., in this study, the allowed discrepancy of total power output
is 0.01 MW). In contrast, the setting of +10% leads to a very fast
responding time, i.e., 13 s or an overall timeframe of 73 s for reaching a
stable power output increase of 10%, see Fig. 8(b). The power increase
or decrease can eventually happen even faster if the gas turbine (or
in the case of the Graz Cycle, the HTT) over-shoots or under-shoots in
relation to the set power output as shown by Rúa et al. [62] through
a model predictive control adjustment. The rotatory machinery in the
Graz Cycle power plant possesses very fast system dynamics, i.e., the
gas turbine, the compressors, the steam turbines and the feedwater
pumps. Overall, this results in a very fast reacting power system.

In contrast, by taking into account that the gas turbine drives the
transient operation, the boiler lags any kind of disturbance and slows
down the load change. Concretely, the heat recovery steam generator
consisting of ECO1, ECO2, EVAP, IC and SH is a bulky component
with at its core large metal masses and slow heat transfer coefficients.
Fig. 8(c) illustrates the fast dynamics of the gas turbine exemplified by
the TET, and – in contrast – the slow heat transfer in the HRSG unit.
As shown in light blue, the once-through boiler takes around 500 s to
settle after a 10%/min load ramp.

Fig. 8(d) presents the decline of the boiler pressure at part-loads:
firstly, an instant reaction to the fuel mass flow rate reduction, and
then a slow reaction in the settling period. Regardless the fixed pressure
losses in the HRSG, the reason for the latter behaviour is found in the
increasing pressure drop of the HPT valve. The pressure drop causes a
decrease of the feed pressure to the turbine and therefore a decrease of
the drain pressure according to the Stodala equation.
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Fig. 8. Dynamic results of the simulation scenario. Setting equals to 10% load plant ramp in 60 s.
The evaporator, which is the section of the Benson boiler where
the evaporation takes place, shows a constant increase in the saturated
steam holdup to the point till the load is increased again (compare
Fig. 8(e)). Furthermore, as shown in the figure, the fuel mass flow
rate reduction effects an inert decline of the outer (i.e., the shell-
side) heat transfer coefficient because of the drop in the flue gas mass
flow rate. However, the increase in the load at 𝑡 = 400 s causes
a consequent instant ramp up of the heat coefficient. Thereby, it is
evidenced that for the Graz Cycle it is easier to increase heat than to
reject it due to the slow system inertia of the heat equipment (i.e., high
heat retention and storage in the tube metal bundles). The tube-side
heat transfer coefficient is very high such that the overall heat transfer
coefficient is determined first and foremost by the outer coefficient 𝛼𝑜.
This mathematical correlation is written in Eq. 13 and illustrated in
Table B.10 for all once-through steam generator sections.

In a prompt manner due to an increase of the set load ramp rate,
Figs. 9(a) to 9(d) show similar load change characteristics as explained
above. It is to be said that the corresponding graphs are similar, but
increases and decreases are faster including a few spikes due to the
slow system inertia of the boiler in opposition to the fast dynamics
of the turbomachinery (e.g., in Fig. 9(b)). Alongside the load change
rate of 10%/min via fuel mass flow rate reduction (cf. Fig. 8), other
investigated plant ramp rates are 20%/min and 60%/min (cf. plots in
Fig. 9). Since the small rated power output of the plant, an aeroderiva-
tive gas turbine is used for the HTT. This component allows for load
changes of up to 60%/min of rated capacity. As an example, in the
case of the General Electric LM6000 aeroderivative gas turbine model,
the maximum plant ramp rate is 30 MW/min for a net power output of
53 MW [78].

4.6. Assessment of balancing services for high penetrations of variable
renewable energy sources in the power sector

As variable renewable energy sources gain to dominate the fu-
ture power generation to the electrical grid, the intermittency in sup-
ply increases. Overgeneration of intermittent energy often results in
curtailment, reduced environmental benefits and increased electricity
costs [79]. The abundance of variable renewable energy can lead
to the paradox situation of occasional negative electricity prices, as
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experienced for instance in Germany in the past [80]. Thus, in the
present and future rushed load ramp rates are required from power
plants.

In this section, the timescales for load changes are minutes up
to a few seconds. Following balancing services can be provided by
fast responding power plants: time shifting, peak shaving, load level-
ling, and spinning reserve. Excluded are, among other things, ramping
and load following, in which response time lies up to ∼1 s, accord-
ing to Ref. [81]. Time shifting comprises electricity storage when it
is less expensive and electricity release during peak demand peri-
ods. This service can also be provided by dispatchable power plants
through practising economic dispatch models as shown as an example
in Ref. [82]. Followingly, peak shaving represents a similar concept. The
operating principle is to store energy at off-peak periods to compensate
for electricity demand at times, where maximum power is needed.
Ref. [76] establishes this strategic regime for an oxy-combustion cycle
via CO2CPU, and Ref. [31] anticipates that charging and discharg-
ing modes of the ASU during different demand periods is key for
balancing services. Load levelling describes the method of balancing
fluctuations of intermittent renewable energy sources associated with
power demand [81]. In this regard, Heuberger et al. [83] describe
dispatchable CCS power systems as a cost-effective complement to
fluctuating renewable energies, such as wind and solar. The application
of spinning reserve entails a response time up to a few seconds and
hence are on the limit of the practical ramp rate of oxy-combustion
power systems. Spinning reserves are a function of contingency offered
to the power system for example during a fast increase or decrease in
power generation. This kind of application of energy storage systems
is necessary in combination with the stochastic nature of wind and
solar energy sources [84]. Henceforth, operational flexibility in thermal
power plants (fired with natural gas) is vital and is assessed by three
criteria: minimum complaint load, short start-up time and maximum
load gradients to react quickly to necessities dictated by the electrical
grid [17,43,62].

Fig. 10 summarises the operational flexibility measures of the Graz
Cycle power plant. The practical load reduction rate – disregarding
whether the set load ramp rate is 60%/min, 20%/min or 10%/min – is
around 5%/min (i.e., 5.55%/min for a set load ramp rate of 60%/min).

In contrast, for a load increase the fuel rate is important by reaching
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Fig. 9. Dynamic results of the simulation scenarios. Left, setting equals 20% load plant ramp in 60 s; Right, 60% ramp in 60 s, respectively.
very fast practical load ramp rates of up to 18.18%/min for a set load
ramp rate of 60%/min. In comparison, the Graz Cycle power plant
shows to handle negative ramp rates twice as fast as coal power plants,
and positive ramp rates twice as fast than common combined cycle gas
turbine power plants [85]. To conclude, considering that the plant’s
total power output is 75 MW, the transient load change characteristics
can also be expressed in power per time. In this regard, the positive
plant ramp rate is 13.6 MW/min and the negative plant ramp rate 4.2
14
MW/min, respectively. More precisely, while the GC load is ramping
up, around 227 kW/s can be delivered to the electrical grid.

5. Conclusion

Renewable energy sources are the focal point for decarbonising
the critical power generation sector. The variable nature of wind and
solar energy carriers necessitates dynamic power assets with minimum
complaint load and high ramping rates. In this regard, flexible power



Applied Thermal Engineering 242 (2024) 122400B. Mitterrutzner et al.
Fig. 10. Load change characteristics of the Graz Cycle power plant. Columns are
related to the primary 𝑦-axis, and miniature crosses are related to the secondary 𝑦-axis.

generation in thermal power plants with carbon capture and storage
enables carbon dioxide emission reductions and a promising alterna-
tive to energy storage as for instance large battery plants. This study
presents results about the dynamic behaviour of the oxy-combustion
Graz Cycle power plant. Ultimately, the question is answered whether
oxy-combustion power systems can react quickly to load changes via
fuel mass flow rate reduction and hereby provide balancing attendances
to the electrical grid. Moreover, this study provides a novel dynamic
modelling catalogue for an oxy-combustion carbon capture cycle, and
a methodology how to best achieve dynamic simulation results via a
stepwise modelling approach.

The achieved results are summarised in the following paragraph:

(i) The steady-state process simulation in nominal operating con-
dition results in a net plant efficiency of 54.5%. This high
efficiency is achieved at a oxygen purity of 97%mol and a
maximum turbine inlet temperature of 1500◦C. It includes the
power consumption of the air separation unit and the carbon
dioxide compression and purification unit.

(ii) Overall, the load is decreased in the off-design scenario down
to 50% of the nominal value. The key outcome of the off-design
analysis is listed as follows:

(a) The off-design efficiency of the Graz Cycle power plant
is most efficient with variable boiler pressure control (in
line with the findings of Ref. [31]). However, the part-
load performance in this study is significantly improved
in comparison to previous study.

(b) At 65% part-load condition, the control strategy is
changed due to the compressor pair C1/C2 in order to
prevent the step ahead the surge margin. The modelling
of the four compressors includes specific component maps
in variable inlet guide vane scheme operation.

(c) One major source of heat loss and, thus, plant efficiency
reduction in part loads is the carbon dioxide purge flow
rate. This behaviour precludes an increase of the Graz Cy-
cle part-load performance despite favourable compressor
maps, which reach their maximum efficiency at reduced
loads.

(iii) The dynamic analysis, performed on a high load range in be-
tween 90% and 100%, results in following insights:
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Table A.6
Fuel and oxidant properties.
Parameter Value

Natural gas quality [%mol]
Methane 89.00
Ethane 8.11
Carbon dioxide 2.00
Nitrogen 0.89

Natural gas lower heating value [kJ/kg] 46,465
Oxygen purity and content [%mol]

Oxygen 97.00
Argon 2.00
Nitrogen 1.00

(a) The dynamic capabilities of the Graz Cycle power plant
is in-line with state-of-the-art combined cycles fired with
natural gas. The Graz Cycle exhibits a practical nega-
tive load ramp rate of around 5%/min according to the
process simulation.

(b) For load increase, the practical load ramp rate is even
higher of up to 18%/min. This high load range is only
achieved through aeroderivative gas turbines.

The model validation between dynamic and steady-state model results
in relatively high discrepancies due to the complexity in modelling
the boiler via first-principle models. Therefore, it is recommended
that future work should include data-driven models in the dynamic
simulation. Next to this, further work should analyse controls for the
Graz Cycle including model predictive control strategies to be able to
further decrease transient loads. In addition, a simple control logic for
under- and over-shooting the gas turbine would significantly improve
the load ramping rate. Finally, techno-economic studies investigating
the profitability of oxy-combustion power plants at low loads should
be carried out.
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Appendix A. Process modelling parameters

Tables A.6 to A.9 summarise the default modelling parameters set
in the process simulation tools.

Appendix B. Heat exchanger properties

In Tables B.10 and B.11 the geometry details and properties of the
heat exchangers is summarised, respectively.
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Table A.7
Summary of Graz Cycle key design-point parameters.
Parameter Value

Combustion pressure [bar] 40
Combustion heat loss, 𝜁𝐶 [%] 0.25
Combustion temperature [◦C] 1500
Combustion excess ratio, 𝜆𝐶 [-] 1.03
Heat recovery steam generator pressure loss p. heat exch. (cold side) [%] 3
Heat recovery steam generator pressure loss (hot side) [kPa] 4
Heat recovery steam generator minimum temperature difference (pinch point) [K] 5
Condenser pressure [bar] 0.041
Oxygen production in air separation unit [kJ/kg] 757
Oxygen compression in air separation unit (2.38 to 42 bar) [kJ/kg] 325
Carbon dioxide purification and compression (1 to 100 bar) [kJ/kg] 300
Table A.8
Design and off-design characteristics of the GC compressors as an input to the GasTurb tool.
Parameter C1 C2 C3 C4

Pressure ratio, 𝜋 [-] 13.529 3.133 6.050 7.104
Inlet corrected mass flow rate at design-point [kg/s] 34.718 34.718 9.492 7.104
Isentropic efficiency at design-point [-] 0.88 0.88 0.85 0.85
Total input pressure at design-point [kPa] 101.32 1331.00 4.13 24.24
Total input temperature at design-point [K] 375 664 291 298
Variable inlet guide vanes scheme [-] Yes No Yes No
Compressor inlet radius ratio [-] 0.6 0.65 0.6 0.6
Compressor inlet Mach number [-] 0.95
Working fluid type [-] Generic
Table A.9
Main modelling assumptions and cycle design-point parameters.
Cycle design modelling parameters Value

Vapour phase compressors isentropic efficiency (i.e., C1/C2), 𝜂𝐶,𝑠 0.88
Carbon dioxide compressors isentropic efficiency (i.e., C3/C4), 𝜂𝐶,𝑠 0.85
Feedwater pumps isentropic efficiency, 𝜂𝑃 ,𝑠 0.85
High temperature turbine isentropic efficiency, 𝜂𝑇 ,𝑠 0.9029
High pressure turbine isentropic efficiency, 𝜂𝑇 ,𝑠 0.90
Low pressure turbine isentropic efficiency, 𝜂𝑇 ,𝑠 0.88
Turbomachinery mechanical efficiency, 𝜂𝑚 0.99
Generator efficiency, 𝜂𝐺 0.985
Transformer efficiency, 𝜂𝑇 𝑟 0.997
Table B.10
Heat recovery steam generator geometry data and nominal operating conditions.

Parameter ECO1 ECO2 EVAP IC SH

Material cupro-nickel cupro-nickel cupro-nickel cupro-nickel cupro-nickel
Tube specification 3/4 in. × 16 ft. 3/4 in. × 16 ft. 3/4 in. × 16 ft. 3/4 in. × 16 ft. 3/4 in. × 16 ft.
Outer diameter 20 mm 20 mm 20 mm 20 mm 20 mm
Inner diameter 16 mm 16 mm 16 mm 16 mm 16 mm
Length 4.83 m 4.83 m 4.83 m 4.83 m 4.83 m
Design heat exchange specification 𝑘𝐴 78 kW/K 2,584 kW/K 316 kW/K 60 kW/K 221 kW/K
Design heat exchange rate 1,058 kW 26,002 kW 9,899 kW 2,709 kW 16,089 kW
Specific metal heat capacity 380 W/(m2K) 380 W/(m2K) 380 W/(m2K) 380 W/(m2K) 380 W/(m2K)
Tube metal density 8,940 kg/m3 8,940 kg/m3 8,940 kg/m3 8,940 kg/m3 8,940 kg/m3

Tube metal mass 6,070 kg 133,165 kg 40,465 kg 591 kg 16,863 kg
Tube metal volume 0.68 m3 14.90 m3 4.53 m3 0.07 m3 1.89 m3

Area outside (i.e., shell) 377 m2 8,275 m2 2,514 m2 37 m2 1,048 m2

Area inside (i.e., tube) 302 m2 6,620 m2 2,012 m2 29 m2 838 m2

Number of tubes 1,243 27,268 8,286 121 3,453
Heat transfer coefficient inside 31,595 W/(m2K) 63,670 W/(m2K) 83,453 W/(m2K) 83,645 W/(m2K) 101,700 W/(m2K)
Heat transfer coefficient outside 208.20 W/(m2K) 313.77 W/(m2K) 125.87 W/(m2K) 1,661.61 W/(m2K) 211.87 W/(m2K)
Overall heat transfer coefficient 206.83 W/(m2K) 312.23 W/(m2K) 125.68 W/(m2K) 1,629.25 W/(m2K) 211.43 W/(m2K)
Design (water) mass holdup const. const. 1000 kg const. 1000 kg
Design mean water temperature in tube 56 ◦C 264 ◦C 367 ◦C 368 ◦C 462 ◦C
Design mean gas temperature in shell 83 ◦C 248 ◦C 419 ◦C 417 ◦C 536 ◦C
16
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Table B.11
Nominal design properties of deaerator, condenser and cooler.
Parameter Deaerator Condenser Cooler

Design heat exchange specification 𝑘𝐴 193 kW/K 4180 kW/K 119 kW/K
Heat transfer coefficient inside 23,720 W/(m2K) 15,461 W/(m2K) 16,613 W/(m2K)
Heat transfer coefficient outside 27,663 W/(m2K) 8,656 W/(m2K) 1,237 W/(m2K)
Overall heat transfer coefficient 12,770 W/(m2K) 5,549 W/(m2K) 1,151 W/(m2K)
Design (water) mass holdup no holdup no holdup no holdup
Design mean water temperature in tube 56 ◦C 13 ◦C 19 ◦C
Design mean gas temperature in shell 83 ◦C 23 ◦C 173 ◦C
Process off-design modelling steady-state steady-state steady-state
Table C.12
Performance table of the Graz Cycle with CO2 capture.

Load at fuel mass flow rate basis [%] Sanz et al. Mitterrutzner
et al.

This study

[28] [31] Control strategy 𝐴 Control strategy 𝐵

100 100 100 95 90 85 80 75 70 65 60 55 50

Thermal cycle efficiency [%] 66.5 66.3 66.8 66.8 66.6 66.2 65.7 65.1 64.4 63.6 61.8 59.9 57.5
Net electrical cycle efficiency (incl. losses) [%] 64.6 64.4 66.0 66.0 65.8 65.4 64.9 64.3 63.6 62.8 61.2 59.3 57.0
Efficiency considering O2-supply [%] 54.8 55.1 56.8 56.8 56.6 56.2 55.8 55.2 54.5 53.7 52.0 50.1 47.9
Net efficiency (incl. CO2-compression) [%] 52.6 53.1 54.5 54.5 54.3 53.9 53.3 52.6 51.8 50.9 49.1 47.0 44.5
HTT power [MW] 120.27 95.49 90.19 85.37 80.72 76.15 71.63 67.15 62.75 58.44 54.19 49.96 45.76
Relative HTT load [%] 100.0 100.0 100.0 94.6 89.5 84.4 79.4 74.4 69.6 64.8 60.1 55.4 50.7
Total turbine power [MW] 142.75 113.53 107.78 101.93 96.18 90.55 84.99 79.51 74.13 68.87 63.99 59.14 54.34
Total compression power [MW] 47.16 37.12 30.41 28.43 26.78 25.36 24.07 22.91 21.89 20.98 20.93 20.89 20.88
Electrical power output (incl. losses) [MW] 95.59 73.73 75.22 71.47 67.48 63.38 59.22 55.02 50.79 46.55 41.85 37.16 32.50
O2 generation and compression [MW] 14.15 10.64 10.69 10.15 9.62 9.08 8.55 8.01 7.48 6.94 6.41 5.68 5.34
CO2 compression to 100 bar [MW] 3.12 2.19 2.25 2.18 2.10 2.04 1.98 1.93 1.88 1.83 1.81 1.80 1.78
Net power output [MW] 78.32 60.90 62.28 59.14 55.76 52.26 48.69 45.08 41.43 37.78 33.63 29.68 25.38
Total heat input [MW] 143.44 113.75 113.75 108.26 102.22 96.64 91.07 85.50 79.45 73.88 68.30 62.73 56.70
CO2-purity at the exhaust gas drain [%] 92.0 90.5 88.1 86.6 84.8 82.6 80.0 77.1 73.8 70.2 65.6 60.7 55.6
Fluid composition at HTT drain [mol%]
H2O 77.1 75.8 76.9 76.9 76.8 76.8 76.8 76.9 76.9 76.9 77.5 78.0 78.8
CO2 22.2 22.0 21.5 21.6 21.6 21.6 21.7 21.5 21.5 21.5 21.0 20.6 19.9
N2 0.2 0.6 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
O2 0.4 0.4 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4
Ar 0 1.1 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
HTT inlet temperature [◦C] 1400.0 1400.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0 1500.0
HTT exhaust gas temperature [◦C] 579.4 568.7 608.0 609.2 610.3 611.5 612.5 613.3 613.7 614.7 602.8 589.1 573.2
HTT inlet pressure [bar] 40.0 40.0 40.0 37.9 35.9 33.9 31.9 30.0 28.0 26.1 24.3 22.5 20.7
HTT outlet pressure [bar] 1.053 1.053 1.053 0.998 0.946 0.895 0.845 0.796 0.747 0.694 0.694 0.694 0.694
HPT inlet temperature [◦C] 549 554.1 552.4 552.8 551.0 549.9 548.9 548.0 547.1 546.7 538.3 527.7 514.1
HPT inlet pressure [bar] 180.1 185.1 179.8 173.9 163.9 154.5 145.4 136.6 128.0 119.4 113.9 108.3 102.4
LPT inlet temperature [◦C] 216.1 203.2 120.3 124.1 123.8 123.5 122.9 122.0 122.7 117.5 127.8 138.7 150.4
LPT outlet pressure [bar] 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041 0.041
C1/C2 pressure ratio [-] 41.2 41.2 41.2 41.2 41.3 41.3 41.4 41.4 41.4 41.7 38.9 36.2 33.5
C1 inlet temperature [◦C] 96.7 102.2 100.2 102.0 101.1 100.2 98.8 97.0 94.7 90.2 101.6 113.7 126.5
HRSG pinch point [◦C] 5.0 5.0 5.0 4.6 4.3 3.9 3.6 3.3 3.0 2.7 2.6 2.4 2.3
Recycled stream mass flow ratio[%] 55.1 53.7 47.4 47.5 47.6 47.7 47.8 47.9 48.1 48.2 49.2 50.3 51.5
Relevant mass flows rates [kg/s]
Fuel mass flow 2.89 2.45 2.45 2.33 2.20 2.08 1.96 1.84 1.71 1.59 1.47 1.35 1.22
O2 mass flow 11.55 10.07 9.88 9.38 8.88 8.39 7.90 7.41 6.91 6.42 5.92 5.43 4.93
CO2 mass flow to storage 8.91 7.30 7.50 7.25 7.01 6.80 6.61 6.43 6.27 6.11 6.05 5.99 5.94
C1/C2 mass flow 45.29 34.72 27.69 26.26 24.91 23.61 22.33 21.08 19.85 18.56 18.27 17.99 17.69
Appendix C. Steady-state performance results

Table C.12 summarises the steady-state performance results at nom-
inal and off-design condition.
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