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Abstract 
 

This thesis is focused on proving a better understanding of shales using X-ray computed 

tomography-based techniques. Shales, a type of sedimentary rock, have received greater attention 

during the past decade due to the role their special properties play in oil and natural gas production, 

production of clays and cements, and issues related to groundwater flow. Studying shale is 

extremely important not only to provide a better fundamental understanding of its properties, but 

is crucial for CO2 sequestration, environmental remediation of polluted aquifers, and preservation 

of cultural heritage. 

Probing porous materials like shale with destructive techniques such as FIB-SEM can disrupt their 

properties. In contrast, X-ray computed tomography (CT) is a promising non-destructive tool that 

reconstructs internal three-dimensional information from numerous two-dimensional projections 

taken at various angles. CT can be conducted with the shale kept in its in situ conditions and offers 

various contrast mechanisms, including absorption, phase, scattering, and diffraction. These 

imaging techniques enable the study of different properties in shales and other sedimentary rock 

systems. 

Understanding the mechanical properties of shales is crucial due to their potential use in isolating 

subsurface activities and predicting their long-term behavior. In the past, several ex-situ X-ray CT 

experiments have been carried out to investigate shale's mechanical response, requiring post-

analysis to comprehend its behavior. However, our understanding of the microscale mechanisms 

within shale during mechanical testing, leading to structural failure, remains limited. Additionally, 

we lack insights into the occurrence of strain localization before and after bulk failure in these 

tests. Therefore, it is crucial to evaluate the primary mechanism responsible for strain localization 

in shale during macroscopic failure.  

The extraction of shale oil and gas creates shale waste, potentially harmful if not managed 

correctly. Efforts are underway to reuse or recycle it, e.g., in soil stabilization, and reducing landfill 

use. Investigating the long-term stability of shale waste mixed with cement for soil stabilization is 

crucial. To assess durability, these materials need cyclic loading tests, revealing strain 

accumulation and fatigue from seasonal variations. 
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Shale's complex mineral composition, anisotropic behavior, and intricate pore structure present 

challenges in understanding mineral orientation and distribution, in turn affecting its petrophysical 

and mechanical properties. To overcome these difficulties, novel non-destructive methods like X-

ray diffraction CT (XRD-CT), X-ray diffraction tensorial tomography (XRDTT), and coherent X-

ray diffraction imaging (CXDI) are employed in this thesis. These techniques provide unique 

insights into mineral orientation and the complex internal structures of shale. By combining CXDI, 

XRD-CT/TT, and attenuation-based contrast CT, a comprehensive analysis reveals the detailed 

multiscale distribution of shale minerals. 

In Paper 1, we explore the mechanical properties of Draupne shale, a caprock in the Norwegian 

offshore, employing an innovative approach combining 4D X-ray microtomography with a triaxial 

deformation apparatus. This study adopts a uniform loading pattern to analyze the shale's 

mechanical behavior and utilizes Digital Volume Correlation (DVC) on experimental data to break 

down strain into elements such as dilation, compaction, and shear. In Paper 2, we demonstrate the 

potential of 4D X-ray microtomography coupled with a triaxial deformation apparatus, along with 

cyclic loading and unloading patterns, to investigate fatigue evolution in cement-shale composites. 

Employing DVC on the collected data elucidates microstructural mechanisms governing strain 

propagation and localization during cyclic loading. Paper 3 employs CXDI imaging and wide-

angle X-ray diffraction to map the nanoscale morphology and mineral distribution of Pierre shale, 

often representative of North Sea shales. CXDI provides detailed mapping of nanoscale 

mineralogy and pore structures with a remarkable 26 nm resolution, showcasing its utility for 

studying shales and geological formations at the nanoscale. Paper 4 complements Paper 3 by 

further investigating the mineralogy and 3D orientation of clay minerals in Pierre shales, 

employing XRD-CT to map mineralogy and clay mineral orientation in 3D and XRDTT to delve 

into clay mineral orientation, particularly in millimeter-sized samples. 

The thesis has shown how the combination of time-resolved in situ X-ray CT with digital volume 

correlation can be used in a novel way to understand the mechanical properties of geological 

samples. Application of novel X-ray CT techniques to study the complex and hierarchical nature 

of minerals and microstructure of shales is proposed to help mitigate risks in complex subsurface 

engineering operations.  
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1. Introduction 

 

Shales are a type of fine-grained sedimentary rocks which have drawn more attention over the past 

decade because of their special properties as source rock or seal in oil and natural gas production, 

soil stabilizers, production of clays and cements, and in groundwater flow. Due to the small particle 

sizes and interstitial pore sizes in shales, the permeability to oil, natural gas, and water flow is 

extremely low. Hence, shales act as a cap rock for oil and natural gas traps and also as an aquiclude 

that blocks or limits the flow of groundwater. Clay mineral compositions of shale have the ability 

to absorb or adsorb large amounts of water, natural gas, ions, or other substances. This property of 

shale enables selectively and tenaciously holding or releasing fluids or ions. As a result of the 

capacity to store and retain water, shales are often associated with landslides. Shale may also act 

as a barrier for permanent plug and abandonment operations in the oil industry[1] and have the 

potential to seal CO2 storage reservoirs [2]–[5]. 

Shales are exposed to significant loading due to both natural geological stresses, such as thermal 

stresses and high fluid pressure, and industrial stresses like drilling, fracturing, and fluid injection. 

Hence an integrated characterization of shale properties is critical. However, the extremely fine-

grained nature of shales, hierarchical structure, and structural features make precise quantification 

challenging [6]–[9]. Knowledge of the hierarchical structure of shales is crucial for anticipating 

their performance in diverse uses, such as containment seals in geological carbon sequestration. 

Additionally, shales are as stated above, practically impermeable, making it difficult to extract 

fluid samples from them, which can be used to analyze their properties [10], [11]. Moreover, shales 

are prone to undergoing deformation and fracturing (e.g., creep deformation and fissility) [12], 

which can further complicate their mechanical behavior. Some shales are very ductile and prone 

to creep deformation, while others are very fissile and exhibit brittle fracturing. All of these factors 

make the study of shales challenging, but also essential for a better understanding of their 

geological, engineering, and environmental implications. 
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The macroscopic and microscopic characterization of shale formations has been made easier with 

the development of advanced imaging and image-based quantification tools [6]. Using traditional 

2D imaging techniques the physical and chemical properties can be destructively studied at the 

pore scale level using techniques like scanning electron microscopy (SEM), focused ion beam 

(FIB)- SEM, and transmission electron microscopy (TEM) [13], [14]. These techniques are 

frequently inadequate or imprecise in addressing contemporary challenges, and these can also be 

a laborious and time-consuming process. In several shale articles, 3D imaging techniques like X-

ray computed tomography (X-ray CT) have been employed to offer morphological and topological 

information on fine-grained components in a non-destructive manner [15], [16]. 

X-ray computed tomography (X-ray CT) is the process of directing X-rays at samples from 

multiple orientations and then measuring the decrease in transmitted intensity along a series of 

linear paths [17]. The decrease in intensity can be expressed as a function of X-ray energy, path 

length, and the attenuation coefficient of the material [18]. With the help of specialized algorithms, 

3D attenuation coefficient distributions are reconstructed for the imaged volume. X-ray CT is 

employed to image a wide range of materials, including bones, polymers, shales, and other rocks, 

as well as for medical imaging, all while preserving their microstructures. Studies have 

demonstrated that CT can be performed in situ and combined with various contrast mechanisms, 

such as absorption contrast, phase contrast, and diffraction contrast. [19]–[23] . 

Different X-ray imaging techniques have been developed over the years that are capable of non-

destructively providing the internal structural details of the samples [6]. X-ray tomography is an 

increasingly used tool in the study of rocks, shales, and cement to understand the pore size and 

distribution, microstructures, and identify microfractures and deformation bands [6]. Numerous 

studies have been conducted on porous rocks such as sandstones and shales to understand their 

mechanical behavior under uniaxial and triaxial loading [24]–[26]. These studies use X-ray images 

obtained before, after, or during experiments. Earlier materials were deformed outside of the CT 

instrument in ex-situ testing but advances in CT technology now enable in situ testing [27], [28], 

where material specimens are deformed within the CT instrument. This technique facilitates the 

characterization of new mechanisms, such as crack opening, shear banding, and fast transformation 

[29], [30]. Furthermore, X-ray CT becomes a potent tool for experimental mechanics when 

combined with imaging analysis techniques. Digital Volume Correlation (DVC) is an image 
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analysis technique used to capture the deformation of a solid between two captured 3D images. It 

is an extension of 2D digital image correlation and enables precise measurement of 3D 

displacement fields using the microstructure of the registered volumes as reference points between 

successive images [31]. 

1.1 Aim and structure of the thesis. 

The aim of this thesis is to provide a better understanding of the different properties of shales. The 

physical properties at the pore scale of shale rocks directly influence their mechanical behavior, 

permeability, and fluid flow characteristics, which are critical in industries like oil and gas 

extraction, underground storage, and environmental risk assessment. Studying shale physics at the 

pore scale level is essential for optimizing resource extraction techniques, assessing geological 

hazards, and driving innovation in energy production and storage technologies. Understanding 

shale's pore-scale properties is at the core of sustainable and efficient practices in various fields. 

To do so, we make use of non-destructive imaging and measuring techniques which are able to 

probe the shale at microscopic level while under changing loads. The goal is to shed light on 

deformation mechanisms bringing shales and shale mixtures to fracture and loss of load-bearing 

capacity.  

Shale is a sedimentary rock widely distributed across the globe and is frequently relied upon to 

ensure the isolation of subsurface activities from shallower layers. Thus, studying the mechanical 

properties of shales is necessary for predicting their behavior over time, such as how they might 

deform or erode in response to changes in the surrounding environment. Therefore, investigating 

the mechanical properties of shales is essential for gaining a comprehensive understanding of these 

rocks and for effectively using them in a variety of applications. Such an understanding may lead 

to reducing uncertainty on operation limits in the subsurface, commonly known as "de-risking". 

Numerous ex-situ X-ray CT experiments have been conducted over time to investigate the 

mechanical response of shales, involving post-mortem analysis to characterize the behavior of the 

shales. There is a lack of understanding of the different internal microscale mechanisms during 

mechanical testing, that leads to structural failure. Studies showing a linear stress-strain behavior 

in shale have assumed a homogeneous strain distribution. However, there are few insights into 

how strain localization occurs before and after bulk failure. The dominant strain localization 

mechanism for shales during macroscopic failure must also be evaluated.  
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The extraction of shale oil and gas generates a residue known as shale waste, which poses a 

potential environmental threat if not handled correctly [32]. Shale waste typically includes various 

pollutants and efforts are underway to find ways to reuse or recycle shale waste, such as its 

utilization in soil stabilization, which could minimize the requirement for shale waste disposal in 

landfills [33]. Consequently, it becomes essential to investigate the long-term stability of using 

shale waste with cement for soil stabilization. To comprehensively assess the long-term stability 

of such materials, they must be subjected to cyclic loading and unloading to fully understand the 

strain accumulation and development of fatigue. Such cyclic loading occurs for example due to 

seasonal variations in temperature and water content. We have explored the potential of using 

continuous X-ray imaging of shale mixed with cement as it provides a much-improved 

understanding of the deformation in composite materials containing both a brittle (cement) and 

ductile (clayey shale) component phase.  

The complex mineralogy, anisotropic behavior, and complex pore structure make it challenging to 

study the mineral orientation and distribution in shales. Furthermore, due to its fragile nature, 

limited availability, and difficulty preserving the original structure during preparation, new 

methods for non-destructive characterization are required. Hence, we have explored the potential 

of X-ray diffraction CT (XRD-CT) and X-ray diffraction tensorial tomography (XRDTT) for this 

purpose. XRD-CT/TT has been demonstrated as a method to study the orientation features of 

minerals and can provide insights into the complicated structures of shales. Furthermore, coherent 

X-ray diffraction imaging (CXDI) could provide high-resolution 3D electron-density maps of 

shale samples with spatial resolutions as precise as 5 nm. This method yields valuable insights into 

the internal structure and morphology of shale fragments. To comprehensively analyze the 

multiscale distribution of shale minerals we use CXDI, XRD-CT/TT, and attenuation-based 

contrast CT to demonstrate the multiscale distribution of shale minerals.  

The thesis comprises six chapters, including an introduction (Chapter 1). Chapter 2 summarizes 

the scientific background relevant to the thesis, including an overview of X-ray imaging techniques 

and a brief discussion of the various CT techniques used. The strain theory employed in the thesis 

is also presented. Chapter 3 describes the materials used in the research. Chapter 4 summarizes the 

key findings of four studies in this thesis, two as main author and two as co-author. Chapter 5 

offers concluding remarks on the thesis's findings and provides an outlook on prospects. Chapter 
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6 details the innovative experimental approaches used in the individual manuscripts and the 

author's contribution to each manuscript.  

In Paper 1, the mechanical properties of a sealing caprock in the Norwegian offshore, the Draupne 

shale, are investigated using a novel experimental technique of 4D X-ray microtomography 

coupled with a triaxial deformation apparatus. This work used a monotonous or uniform loading 

pattern to study the mechanical properties of the shale. By utilizing DVC on the experimental data, 

it is possible to break down the strain into different elements, including dilation, compaction, and 

shear. In paper 2, we demonstrated the potential of the 4D X-ray microtomography coupled with 

triaxial deformation apparatus and cyclic loading and unloading patterns to study the evolution of 

fatigue in cement-shale composites. We applied DVC on the captured data to elucidate the 

microstructural mechanisms of strain propagation and localization during such a cyclic loading 

scheme. Paper 3 uses Coherent X-ray diffraction (CXDI) imaging together with wide-angle X-

ray diffraction to explore and map an outcrop shale from the USA often used for its 

representativeness for North Sea shales, Pierre shale’s nanometer-scale morphology and mineral 

distribution. CXDI allowed mapping the detailed information of the nanoscale mineralogy and 

pore structure in micrometer-sized samples with a resolution of 26 nm. We demonstrate how the 

combination of CXDI-WAXD can be used to study shales and other geological structures at the 

nanoscale by using a series of measurements, that can be performed on specimens including 

cuttings from drillings.  Paper 4 is a complementary work to paper 3 and explores the mineralogy 

and 3D orientation of clay minerals in Pierre shales using a combination of different experiments 

and analyses. Here, XRD-CT is used to map the mineralogy and the orientation of clay minerals 

in 3D while XRDTT is used to study the clay mineral orientation respectively in millimeter-sized 

samples. 

  



 

 

2. Background 
 

This chapter will encapsulate the essential main theory and prepare the reader for the results 

presented in the papers in the following chapters. A brief introduction to different X-ray techniques 

is given and in addition the theoretical background for different types of computed tomography 

(CT), digital volume correlation (DVC) as well as the theory used for the calculation of the strains. 

The reader is assumed to have some preexisting knowledge in physics to understand this thesis.  

2.1. X-ray techniques 

X-rays were first studied by William Conrad Röntgen on November 5th, 1895, and he called it X-

rays[34]. These photons have energy ranges approximately from 120 eV (electron volts) to 1000 

keV, corresponding to wavelength ranges between 10 nm to 1 pm. The X-rays are traditionally 

divided into two groups depending on their energies. Lower energy X-rays are termed soft X-rays, 

within the energy range of 0.1- 10 keV [35],[36]. Soft X-rays are easily absorbed by most 

substances. Higher energy X-rays are termed hard X-rays, and their energies can range from 6 keV 

up to 1 MeV [35],[36]. Hard X-rays have a lower absorption (lower attenuation) and a higher 

penetration and are used for the experiments in this thesis.  

X-rays can be generated from different sources, the following three devices and methods are the 

most used namely X-ray tube, rotating anodes, and synchrotrons [17], [33]. In this thesis, the data 

presented are generated from the synchrotron source. Some of the supporting data for the 

experiments were made using a Nikon XT H 225 ST CT instrument. X-rays are produced in 

laboratory sources either by an evacuated tube or a rotating anode. Usually, the filaments act as 

the cathode and will emit electrons which are accelerated in the field provided across the vacuum 

to the anode. Commonly used anode materials are copper (Cu), molybdenum (Mo), silver (Ag), 

and tungsten (W) depending on the required wavelength [17]. When the high energy electrons 

suddenly decelerate in the heavy metal target, according to Maxwell’s equation, they will emit a 

continuous radiation known as Bremsstrahlung or braking radiation as shown by figure 2.1 [17], 
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[33]. When the inner shell electrons are knocked out by the incident electrons, an electron from 

the neighboring shell will drop down to fill the vacancy thereby emitting the difference in energy 

between the shells. These emissions that are superimposed on the bremsstrahlung are called the 

characteristic emissions as can be seen in figure 2.1.  

 

Figure 2.1 Schematic illustration of the emitted spectrum from an X-ray tube. The continuous 

bremsstrahlung and the superimposed characteristic radiations are shown 

A synchrotron is an alternative method to produce X-ray particles where electrons are accelerated 

in a storage ring to produce X-rays. Compared with the home laboratory sources the main 

advantage of synchrotron radiation is related to a property called brilliance which is defined as 

[17]  

𝐵𝑟𝑖𝑙𝑙𝑖𝑎𝑛𝑐𝑒 =  
(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑)

[𝜉[𝑚𝑟𝑎𝑑2 𝑚𝑚2](0.1% 𝐵𝑊)]
 

 

where 𝜉 is the emittance of the source which is the product of the size of the source and BW is the 

bandwidth [17]. Brilliance takes into account the beam dimension and is maximized by making 

the size of the beam and the divergence as small as possible and the photon flux as large as possible. 

In short high brilliance means that a large number of photons are emitted from a small emitting 
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surfaced source in a narrow cone, and thus a high brilliant source helps to conduct experiments 

that are otherwise infeasible in the home-laboratory. 

2.2. Computed Tomography 

Tomography originates from the Greek words ‘tomos’ and ‘graphia’, meaning ‘slice’ and ‘writing’ 

[37]. Tomography is the cross-sectional imaging of objects by illuminating any object from 

different directions. The term computed in CT (computed tomography) implies using numerical 

methods to produce the images. CT operations are based on X-rays [37]–[39]. X-ray CT 

technology, which was made by combining computer technology with X-ray technology, was 

invented in 1972 by British engineer Godfrey N. Hounsfield and American physicist Allan M. 

Cormack [40]. They were named as “CT's father.” Subsequently, Godfrey N. Hounsfield won a 

Nobel Prize in 1979, due to the success of CT invention [38]. So, the technique of computed 

tomography (CT) acquires X-ray projections in multiple angles through an object and creates or 

reconstructs its attenuation characteristics. CT provides the internal 3-dimensional (3D) maps of 

the object and can be considered as an extended version of the 2-dimensional (2D) radiographic 

X-ray imaging [37], [39]. With the technological advances of CT, the technique has been 

increasingly used for the non-destructive visualization and quantification of a vast range of 

materials, ranging from bones, polymer, and geological samples in three-dimensions and for 

medical imaging. New developments have made it possible to investigate the pore network 

properties, micro-textures, fractures, and transport properties at spatial resolutions down to the 

nanometer level. 4-dimensional time-resolved CT has now recently been used extensively to 

monitor dynamic processes like mechanical responses and fluid penetration of geomaterials 

[26][41]. There exist different measurement geometries for CT and in this thesis, the experiments 

were done using a parallel beam geometry.  

The interaction of these X-rays with matter will consequently attenuate X-rays that propagate 

through a sample[17], [37], [38], [39]. This results in loss of photons from incident flux and the 

process is called attenuation. This attenuation rate of photons through a differential section in a 

material can be related to the attenuation coefficient and the position of the photons in the material 

given by  

                                                               
𝑑𝐼

𝑑𝑙
= −µ𝐼                                                                  2.1 
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where incident X-ray intensity (I), µ is the attenuation coefficient and l is the position of the X-

rays through a material. Now integrating equation 2.1, we get the Beer-Lamberts law in the object 

coordinate system [x, y] and the 1D intensity profile measured along the x-direction is described 

as: 

                                         𝐼(𝑥) = 𝐼0exp [−∫ µ(𝑥, 𝑦)𝑑𝑦
𝑙

0
]                                                        2.2 

where µ(𝑥, 𝑦) is the linear attenuation coefficient [37],[38] of the material that depends on the 

energy of the X-rays. I0 and I are the incident and the attenuated X-ray photon intensities and the 

integral in equation 2.2 represents the path of the beam through the sample.  The equation 2.2 can 

be represented as  

                                                         𝐼 = 𝐼0 exp [−∑ 𝜇𝑖 𝑖
𝑋𝑖]                                                   2.3  

where, 𝜇𝑖 is the attenuation of the ith phase and Xi is the thickness or path length for each phase 

[17][39].   

Rearranging the equation 2.2 we define the projection p as: 

 

                                                 𝑝 =  − ln (
𝐼(𝑥)

𝐼0
) =  ∫ 𝜇(𝑥, 𝑦)𝑑𝑦                                             2.4 

The algorithms used for the CT image reconstruction are based on the mathematical foundations 

of the Radon transform and the inverse Radon transform published in 1917 by the Austrian 

mathematician Johann Radon. The Radon theorem states that image reconstruction is possible 

from an image distribution function that can be obtained from an infinite set of projections at 

different angles. The relationship between the slices and projections is described mathematically 

by the Radon transform [42]–[45]. The Radon transform is the mathematical description of a 

forward projection operation and gives a mathematical description of the measured intensity on a 

detector in attenuation contrast CT [37],[39]. For θ, the projection can be related to the object 

function as  

                                                         𝑝θ = ∫𝑓(𝑟, 𝑠)𝑑𝑠                                                            2.5 

                                   = ∬ 𝑓(𝑥, 𝑦)𝛿(𝑥cos𝜃 − ysin𝜃 − r)𝑑𝑥𝑑𝑦
+∞

−∞
                                      2.6 
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where 𝛿 is the delta distribution and the polar coordinates are defined as 𝑟 = 𝑥cos𝜃 − y sin𝜃 and 

𝑠 = 𝑥sin𝜃 + y cos𝜃. On comparing the equations 2.4 and 2.6 we get the following equation.  

                         ln (
𝐼(𝑥)

𝐼0
) = −∬ 𝜇(𝑥, 𝑦)𝛿(𝑥cos𝜃 − ysin𝜃 − r)𝑑𝑥𝑑𝑦

∞

−∞
                                2.7 

Equation 2.7 shows the relation between the measured intensity and attenuation coefficient µ. The 

set of whole measured projections for different angles θ is called a sinogram. The idea is to 

determine the object function f (x, y) which involves inverting the Radon function. This process is 

typically performed using an approximate method and is known as tomography reconstruction. So, 

we need to use an inverse radon function for the tomographic reconstruction. A backprojection of 

the measured data produces a blurred reconstruction due to the delta distribution in the equations 

mentioned above [17], [18], [39]. To obtain a good reconstruction, we need to apply a filter 

followed by the backprojection.  

A direct two-dimensional deconvolution is time-consuming as well as inaccurate. A deconvolution 

in frequency space is multiplication so we can use the Fourier transform to solve the issue. The 

idea of filtered back projection (FPB) is to calculate the one-dimensional Fourier transform of a 

line integral, multiply with a filter function correcting for the blur, calculate the one-dimensional 

inverse Fourier transform, and perform the backprojection [46], [47]. The FBP algorithm is here 

briefly described for the case of parallel beams as used in scattering CT, whereas clinical and 

home-laboratory CT typically uses the Feldkamp-David-Kress (FDK) algorithm, a FBP optimized 

for conical beams [48]. The FBP algorithm relies on the Fourier slice theorem. 
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Figure 2.2 Fourier slice theorem. The object function is projected in beam direction forming the 

line integral p(θ, r). The Fourier slice theorem (or central slice theorem) states that the one-

dimensional Fourier transform of a single projection p(θ, r) corresponds to a slice of the two-

dimensional Fourier transform of the object function under the same angle θ. If the two-

dimensional Fourier transform is sampled, the object function f(x, y) is determined via two-

dimensional inverse Fourier transform. 

The Fourier slices theorem or central slice theorem states that a one-dimensional Fourier transform 

of a projection p (θ, r) at an angle θ is equal to the 2D Fourier transform of a slice of the object f 

(x, y) at the same angle [46]. The 1D FT of p (θ, r) is 

𝑃(𝜃, 𝜔) = 𝐹1𝐷{𝑝(𝜃, 𝑟)} 

                                                          = ∫ 𝑝(𝜃, 𝑟)𝑒−2𝜋𝑖𝜔𝑟𝑑𝑟
∞

−∞
                                                     2.8 

Combining equations 2.8 and 2.6 we get the following 

𝑃(𝜃, 𝜔) =  ∬ 𝑓(𝑥, 𝑦)𝑒−2𝜋𝑖(𝑢𝑥+𝑣𝑦)𝑑𝑥𝑑𝑦
∞

−∞

|𝑢=𝜔 cos𝜃,𝑣= −𝜔 sin𝜃, 

= 𝐹2𝐷{𝑓(𝑥, 𝑦)}(𝑢, 𝑣)|𝑢=𝜔 cos𝜃,𝑣= −𝜔 sin𝜃, 

                                             = 𝐹(𝑢 = 𝜔 cos 𝜃 , 𝑣 =  −𝜔 sin 𝜃)                             2.9 
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where F(u,v) is the 2D Fourier transform for f(x,y) and u= 𝜔 cos𝜃 and v= - 𝜔 sin𝜃  are the Cartesian 

Fourier frequencies [17], [18], [37], [39].  

In the numerical CT reconstruction, the filtering of each of the projections is done in Fourier space 

and a detailed sketch describing the CT image reconstruction using FBP is shown in figure 2.3 

[47]. Then the backprojection is made to recover the measured object in real space after the filter 

is applied in the Fourier space. 

 

 

Figure 2.3 Sketch describes the CT image reconstruction process using a backprojection algorithm. 

Projections obtained for each rotation are filtered and back-projected as shown. The filter helps to 

remove the blurring resulting from a simple backprojection. Figure adapted from [47]. 
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There are different filters for CT characteristics like noise and spatial resolution like Cosine, 

Hamming, Hann, or Shepp-Logan filters as indicated by figure 2.4 [48]. The function shown in 

figure 2.4 can be expressed as  

                                                           𝑓(𝜔) = |𝜔| 𝑏(𝜔)                                                             2.10 

where 𝑏(𝜔) varies according to the following filter function 

       𝑏(𝜔) =  {

1                                       Ram − Lak filter                                                         
sin𝑐𝜔                             Shepp − Logan filter                                                  
cos𝜋𝜔                            Cosine filter                                                                   
𝛼 + (1 − 𝛼)cos2𝜋𝜔      Hann(α = 0.5) and Hamming (α = 0.54)filter

        2.11 

 

 

Figure 2.4 Shows the five different FBP filter functions. 
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2.2.1 X-ray diffraction computed tomography. 

X-ray diffraction computed tomography (XRD-CT) is a technique that uses information from the 

diffracted X-rays rather than the conventional X-ray attenuation used in CT [20],[49]–[51]. In this 

section, only a brief outline of the technique is made. XRD-CT provides a 3D map where each 

pixel or voxel contains a distinct diffraction pattern and helps in providing information on the 

crystalline phases in the samples non-destructively. In XRD-CT, the measured diffracted 

intensities are used to reconstruct the scattering characteristics of each voxel in the sample volume 

[20]. The scattered signal from the sample contains the orientation information and hence XRD-

CT can also provide a 3D orientation of the structures in the sample [49]–[55]. Using XRD-CT, 

the scattering patterns from the different components in the sample could be separated and the 

spatial distribution of each phase can be made with good sensitivity. This technique also reduces 

the efforts required for the sample preparations (like slicing, and drying) and allows studying the 

sample without complex environments like vacuum or inert atmospheres.  

XRD-CT typically is performed using high-energy synchrotron X-rays due to the high flux at a 

(close to) monochromatic beam and a small beam spot [33]. Recently XRD-CT has been used for 

imaging materials with hierarchical features like bone [20], [51], [56],[57]  cartilage, muscles [58], 

fossils [20], catalysts [59], [60], inorganic materials and construction materials [50]. The technique 

allows retrieving information about the sample features in the nanometer or Angstrom range, hence 

it has been used for studying hierarchically structured materials like bones, and shales. Even 

though there are a large number of publications employing the XRD-CT technique, studies have 

reported that each voxel in the volume of the imaged sample should have a large number of 

isotropically oriented crystallites or be weakly textured as in bone [20], [50]. 

Figure 2.5 shows the experimental setup of the XRD-CT. The experimental setup for XRD-CT 

consists of a monochromatic and collimated synchrotron X-ray. XRD-CT is based on recording 

diffraction data while translating (along x and y, perpendicular to the incident beam direction) and 

rotating (ω, around the vertical z-axis) the sample irradiated by the pencil beam [20], [61]. The 2D 

diffraction patterns are recorded using steps in the horizontal scan (along y), and scans were taken 

with steps over the rotation angle (ω). The beam has a rectangular shape with dimensions most 

often in the range of 1-100 µm and the final voxel size of the reconstructed tomograms depends 

on these dimensions. The resolution of the final reconstructed images is directly determined by the 
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scanning step size. This is in turn limited by the focusing capability of the beamline and by the 

scattering properties of the sample. In addition, the resolution also depends on the angular range, 

number of projections, and reconstruction method. 

Ny × Nω 2D diffractograms are recorded during the XRD-CT experiment. These diffractograms 

are usually corrected for the beam flux and detector gain and then azimuthally integrated to obtain 

a series of 1D diffraction profiles. Then the regions of interest (ROIs), corresponding to different 

scattering contributions will be selected to create the sinograms Sp(y,ω) corresponding to the 

specific phases. These sinograms are similar to the sinograms of attenuation contrast CT described 

in the previous section. Tomographic reconstruction is made to reconstruct the cross-sections 

mapping the spatial distribution of the selected phase from the sinograms [20], [23]. The 

reconstruction gives the variation of the intensity of any local diffraction as a function of x, y, and 

z, thus obtaining axial slices of the corresponding phases. 
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Figure 2.5 (a) Generic sketch of the XRD-CT (adapted from Fredrik et al [4]), where a collimated 

synchrotron X-ray beam enters the sample, and a fraction of the beam is scattered and exists. (b) 

The reconstruction scheme of the XRD-CT is illustrated. The 2D diffraction patterns are collected 

for all the different translations (y) and rotations (ω) of the sample. The obtained patterns are then 

azimuthally integrated to obtain a set of linear diffraction patterns. The selected peaks on the linear 

diffraction patterns are used to make the sinograms which is a function of the intensity that depends 

on y and ω. From these sinograms, the spatial distribution of the selected phases is made. The 

figure is adapted with permission from [23]. 
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2.2.2 Coherent X-ray Diffraction Imaging 

Over the past decade, coherent X-ray diffraction imaging (CXDI) has evolved as an elegant, and 

reliable imaging approach to obtain the 3-dimensional images of the micrometer-sized samples 

with a resolution of 20-30 nm. Recently CXDI has been demonstrated on a wide range of samples 

to understand the structural aspects of coccolithophores [62], polymer microcomposites [63], [64] 

vaterite-to-calcite phase transitions in microparticles [65]. In CXDI, the image of the object is 

reconstructed from the far-field diffraction pattern obtained with a highly coherent X-ray beam 

[66]–[68]. Through CXDI 3D electron density maps of the sample can be obtained with a high 

resolution [69]. One of the advantages of CXDI is that it can be used in both polycrystalline and 

amorphous samples, unlike other CT-based scattering techniques [66], [69]. Unlike other X-ray-

based CT techniques or other electron microscopy techniques (scanning electron microscopy, 

transmission electron microscopy) CXDI does not require a vacuum which reduces the challenges 

with the sample [69]. In this thesis, CXDI was used to study the internal structure and morphology 

of shale fragments. 

Figure 2.6 shows the sketch of the experimental setup of CXDI. Typically, the micro-sized samples 

are mounted on a membrane under ambient conditions. The membranes are usually made from 

Si3N4 which are transparent to X-rays and the samples are fixed on the surface by capillary forces. 

A beamstop is used to block the intense direct beam to prevent damage to the detector. The sample 

to the detector distance is denoted as L, in our case, it was 5.25 m, and a Maxipix detector was 

used to collect the 2 D scattering patterns [70]. Typically, the sample sizes are between 1-4 µm in 

diameter and mounted on the membrane and then illuminated by X-rays with high spatial 

coherence and the speckle patterns are recorded by a detector. The scattering measurements were 

carried out at projection angles ω with respect to the normal of the membrane surface. At each 

projection angle, a small angle scattering pattern was collected on the 2D detector using an 

exposure time of about 2.0 s.  
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Figure 2.6 The Experimental setup of the CXDI is shown here. The figure is adapted with 

permission from [64]. 

To collect the speckle patterns with good visibility, incident X-rays must have almost complete 

spatial coherence [62], [64]. The transverse coherence length of the beam should be larger than the 

size of the object; for the speckled diffraction pattern to be recorded by the detector. The measured 

far-field diffraction intensity (I) is directly proportional to the absolute square of the modulus of 

the Fourier transform (FT) of the sample electron density ρ(𝐫) [66].  

                                                             𝐼(𝒒) ∝ |𝐹(𝒒)|2                                                              2.12 

where q is the scattering vector and F(q) is defined as  

                                         𝐹(𝒒) = |𝐹(𝒒)| exp[−𝑖𝜑(𝒒)] = FT (ρ(𝐫))                    2.13 

The above equation shows that the knowledge of the phase information is necessary for retrieving 

the image. As we are measuring only the intensity the phase information is lost in the experiment. 

The lost phase of the scattered field can be reconstructed using iterative numerical algorithms 

relying on appropriate constraints. Using an iterative phase-recovery algorithm an initial guess of 
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the phase is used as an input [71]. The algorithm then updates the phase based on a comparison of 

the forward simulated scattered intensity from the sample model and the measured intensity. An 

oversampling condition is also required by the reconstruction algorithm, in practice, the detector 

pixel size should be three times smaller than the speckles in the diffraction pattern. 

𝑠 =  
𝐷𝜆

3𝑝
 

where D is the sample to detector distance, 𝜆 is the wavelength of the X-rays, s is the sample size 

and p is the detector pixel size. The spatial resolution of the samples is estimated using a phase 

retrieval transfer function and it depends on the size of the samples. This means that we obtain a 

weaker signal from smaller samples and hence a poor resolution. 

                           2.14 
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2.3. Strain calculation 

Time-resolved X-ray µCT (4D-CT) has opened the possibility of monitoring dynamic processes 

like the mechanical behavior of geological systems [72]–[75]. The hard X-ray transparent triaxial 

deformation apparatus (HADES) installed at the ID19 beamline at the European synchrotron 

radiation facility (ESRF) was used for studies here [76]. It allows us to study the evolution of 

deformation in rocks at loading conditions similar to conditions found in the earth's crust. This 

apparatus has a low X-ray attenuation for photon energies > 60 keV and can be used to apply 

stresses both axially (up to 200 MPa) and radially (up to 100 MPa) at temperatures up to 200°C, 

while the pore fluid pressure can be varied from 0.1 to 100 MPa [76]. The sample chamber allows 

cylindrical samples with dimensions of 5 mm diameter and height of 10 mm.  

The main body of the triaxial cell is machined from a single piece of titanium with a wall thickness 

surrounding the sample of 5 mm [26], [30], [77]. The triaxial rig consists of two pumps that control 

the axial load and confining pressure [76]. It also consists of two pumps that control the pore fluid, 

a heating system integrated into the rig, and the experiments in this thesis being at room 

temperature. The rock sample was surrounded by an elastomer, and the confining pressure was 

applied to the elastomer casing using a silicone jacket [76]. The sample was installed between two 

stainless steel pistons, with the axial loading imposed by the movable upper piston. The HADES 

triaxial cell is rotated across 180o to obtain 2D radiographic scans [26], [30] [76],[78]. A total of 

2500 2D radiographs are acquired, and the three-dimensional tomogram is reconstructed using a 

backprojection algorithm described in the previous section, using this set of projections. 
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Figure 2.7 Main body of the HADES rig. (a) Sample assembly and body of the rig. The figure is 

used with permission from [76]. 

 

2.3.1 Digital Volume Correlation 

Digital volume correlation (DVC) is a non-invasive experimental technique used to measure the 

deformation of materials, biological samples, and medical applications in three dimensions (3D) 

[78]–[80]. DVC allows for the measurement of displacement fields and strains within a sample, 

providing valuable insight into the mechanical behavior of the material or tissue under study [81]. 

The technique involves correlating two or more 3D volumes of a sample, acquired using 

techniques such as computed tomography (CT) or magnetic resonance imaging (MRI), before and 

after deformation [82]. The displacement field between the two volumes is then calculated using 

digital image correlation algorithms [82]. 
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Figure 2.8 Explains the process of digital volume correlation on how the algorithm searches for 

the displacement fields and how the vector displacement fields, and the strain tensor are obtained. 

 

DVC has been used in a wide range of applications, including studying the deformation of bone 

under mechanical loading, monitoring the mechanical behavior of materials under stress, and 

investigating the deformation of soft tissues such as the brain or heart [80]–[85]. Recent 

developments in DVC have focused on improving the accuracy and speed of the technique, as well 

as developing new methods for analyzing the large amounts of data generated by DVC 

experiments. For example, machine learning algorithms have been used to automate the process 

of image registration and improve the accuracy of the displacement measurements. Overall, DVC 

is a valuable technique for studying the mechanical behavior of materials and tissues, with a wide 

range of potential applications in engineering, medicine, and biology. 

 

 

 



Theory of strain calculation 
 

21 
 

2.3.2 Theory of strain calculation 

DVC was used to obtain the displacement vector between a set of reconstructed 3D tomograms, 

obtained from triaxial loading at incremental stress steps. This technique, as mentioned earlier, 

finds out the displacement of voxel r from f        g defined by the field u(r), and the images can be 

correlated as g (x + u(r)) = f(r) [82], [86]–[88]. Here for the thesis, Tomowarp2 was used to 

compute the displacement fields between the pair of 3D tomograms. Then using these 

displacement fields, the evolving incremental strain distributions between the pair of 3D 

tomograms are calculated.  

Tomograms (3D images) are divided into subvolumes that are distributed over a regular grid that 

covers the entire sample volume. Subvolumes in one 3D image are mapped onto subvolumes in 

another image by TomoWarp2, which identifies similar patterns within these subvolumes by 

translations and rotations [31], [88]–[90]. Division of subvolumes requires a node space and 

mapping subvolumes requires a correlation window size, which are user-defined input parameters. 

The search window size determines the maximum detected displacement magnitudes, and so larger 

changes in the macroscopic axial strain require larger search window sizes. The incremental 2nd 

rank infinitesimal strain tensor ε can be derived from the incremental displacement fields [91], 

[92]. The theory used for the calculation of the strains is described in this section.  

Consider an elastic material where u(x) represents the displacement from the original location of 

the material at x, and the displacement of a nearby point originally at x + 𝜹x can be written as 

𝑢𝑖(𝒙 + 𝜹𝒙) ≈ 𝑢𝑖(𝒙) +
𝜕𝑢𝑖(𝒙)

𝜕𝑥𝑗
𝛿𝑥𝑗      2.15 
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Figure 2.9 The sketch showing the deformation of a body. The body is displaced, rotated, and 

deformed. 

We will now restrict ourselves to a linearized analysis in which the displacement derivates are 

small, |
𝜕𝑢𝑖

𝜕𝑥𝑗
| ≪ 1.  The term 

𝜕𝑢𝑖

𝜕𝑥𝑗
 is known as the displacement gradient tensor and is a second-order 

tensor [94].  
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The above equation 2.17 can be written as the sum of the infinitesimal strain tensor (εij) and the 

rotation tensor (ωij). The first part of equation 2.17 is called the strain tensor and is ‘‘symmetric’’, 

and the second part is the rotation tensor which is antisymmetric [91], [92].  

𝜀𝑖𝑗 = 
1

2
[
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 

𝜕𝑢𝑗

𝜕𝑥𝑖
] =

1

2
[𝑢𝑖𝑗 + 𝑢𝑗𝑖] = [ 

𝜀11 𝜀12 𝜀13

𝜀21 𝜀22 𝜀23

𝜀31 𝜀32 𝜀33

 ] 

As the strain tensor 𝜀𝑖𝑗 is symmetric the eigenvectors v1, v2, and v3 are the principal directions of 

the strain. The principal directions are the directions where the shear strain is zero i.e., no shear 

strain. The eigenvalues λ1, λ2, and λ3 are the principal strains and they give the unit elongations in 

the principal directions. The eigen values λ1, λ2, and λ3 are called the maximum, medium, and 

minimum principal strain, respectively [94]. Due to the symmetry condition of the strain tensor, it 

has only 6 independent components, i.e., 𝜀12 = 𝜀21, 𝜀13 = 𝜀31 and 𝜀23 = 𝜀32 [94]. 

 

Figure 2.10 The meaning of the principal directions. The solid line represents a body before 

deformation and the dashed lines represent the body after deformation. This deformation is called 

                     2.18 

                   2.17 



Theory of strain calculation 
 

24 
 

pure shear. The eigenvectors of the corresponding strain tensor at any point are given by v1 and 

v2. It is to be noted that v1 and v2 are aligned with the central square which is deformed to a 

rectangle. 

The second term of equation 2.17 is called the rotation tensor which is antisymmetric and is 

defined as  

𝜔𝑖𝑗 = 
1

2
[
𝜕𝑢𝑖

𝜕𝑥𝑗
− 

𝜕𝑢𝑗

𝜕𝑥𝑖
] =

1

2
[𝑢𝑖𝑗 − 𝑢𝑗𝑖] = [ 

0 𝜔12 𝜔13

−𝜔12 0 𝜔23

−𝜔13 −𝜔23 0
 ] 

Hence the equation 2.17 can be rewritten in terms of the equations 2.18 and 2.19 as  

                                                               ∇𝒖 =
𝜕𝑢𝑖

𝜕𝑥𝑗
= 𝜀𝑖𝑗 + 𝜔𝑖𝑗                                                   2.20 

The strain tensor can additionally be decomposed into a deviatoric part e and an isotropic 

volumetric part, as 

e = ε – 
1

3
·tr(ε)I, 

eij = εij – (ε11+ε22+ε33) 
𝛿𝑖𝑗

3
 

The volumetric strain is defined as the unit change in volume, i.e., the change in volume divided 

by the original volume. Certain operations on the strain tensor give the same result without regard 

to which orthonormal coordinate system is used to represent the components of strain. The results 

of these operations are called strain invariants. The volumetric strain is related to the first invariant 

(I1) of the strain tensor or the trace of the tensor.  

𝜀𝑣 =
𝑉𝑓 − 𝑉𝑖

𝑉𝑖
= 𝑡𝑟(𝜀) =  𝜀11 + 𝜀22 + 𝜀33 = 𝐼1 

where Vi and Vf are the initial and final volumes of the samples respectively.  

The chosen coordinate convention is with the z-axis parallel to the cylinder axis, coinciding with 

the direction of the axial stress. The incremental volumetric strain field εv reveals the magnitude 

of local dilatancy (positive values; ΔV/V > 0) and compaction (negative values) in the sample. The 

DVC reveals the presence of intermittent compaction and dilation events throughout the sample 

            2.19 

                                2.21 

                               2.22   

                          2.23 
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and the localization of the pattern can also be studied. The presence of secondary fractures could 

also be understood using the DVC.  

To characterize the incremental shear strain, we calculated the von Mises shear strain from the 

incremental deviatoric strain. For the sake of completeness, the so-called von Mises equivalent 

strain is evaluated. This scalar-valued strain variable is used to represent the intensity of shearing 

deformation. The equivalent shear strain is used to easily illustrate the strain localization process 

in the tested sample. To describe the evolution of incremental deviatoric strain, we chose to use 

the von Mises equivalent strain [95]. The equivalent plastic strain conjugate to the von-Mises 

equivalent stress is calculated from 

𝜀=̅ (4/3×Y2)1/2, 

where, 

  Y2 = 0.5× (e11
2 + e22

2 + e33
2 + 2×e12

2 + 2×e23
2 + 2×e13

2)  

and eij are the components of the deviator of plastic strain defined in equation 2.21. In this thesis I 

have used the above equations to calculate the distribution of the strains to further understand the 

progressive development of incremental strain localization within the specimen and also the 

localization of the strain. Using DVC analysis, the three-dimensional small-strain displacement 

field can be obtained using the in-situ CT data. Based mainly on the calculated volumetric strain 

and the von Mises equivalent strain, we can understand in detail the evolution of the strain 

localization.

2.24 

2.25 
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2.4. CO2 Capture and Storage (CCS). 

CO2 capture and storge (CCS) is one of the crucial ways for reducing CO2 emissions from reaching 

the atmosphere. According to the UN Intergovernmental Panel on Climate Change CCS is one of 

the means to limit global warming to 1.5 degrees Celsius [93]. The concept includes separation 

and capture of carbon dioxide from various onshore industries prior to release into the atmosphere 

and storing the CO2 permanently in deep underground formations ~ 1000 – 2000 meters below the 

seabed [93], [94]. A brief outline of CO2 storage is presented in this section.  

The earth’s subsurface is the largest carbon reservoir housing the majority of the planet's carbon 

in forms like coals, oil, gas, organic-rich shales, and carbonate rocks. For hundreds of millions of 

years, the Earth's upper crust has naturally served as a geological storage site for CO2. Carbon 

dioxide resulting from biological processes, igneous activity, and chemical interactions between 

rocks and fluids gathers in the natural subsurface environment. It can exist in various forms, such 

as carbonate minerals, in solution, or as a gaseous or supercritical substance, either alone as pure 

CO2 or as part of a gas mixture [93]. As a part of the enhanced oil recovery (EOR), engineered 

injection of CO2 into geological subsurface was first undertaken in Texas, USA, in the early1970s 

[93]. Storage of anthropogenic CO2 in geological formation was first proposed in the early 1970s 

but the world’s first large-scale storage project was initiated in 1996 by Statoil (Equinor) and its 

partner at Sleipner Gas Field in the North Sea [93], [95]. 

CO2 storage is the ultimate phase of the CCS process, where the captured CO2 is injected into 

subsurface formations.  Geological storage of CO2 can be undertaken in a variety of geological 

settings in sedimentary basins. The usual type of formations includes deep saline aquifers, depleted 

oil and gas reservoirs, unmineable coal seams, basalt formations, and organic-rich shales [93]. 

Subsurface geological storage can be achieved in both onshore and offshore locations. Offshore 

sites can be accessed using pipelines from the shore or offshore platforms. Potential offshore 

storage sites include the continental shelf and certain deep-marine sedimentary basins. However, 

most sediments found on the abyssal deep ocean floor are not thick enough or permeable enough 

to be suitable for geological storage [93], [94]. Figure 2.11 illustrates the varieties of sequestration 

sites. The diagram illustrates the locations of potential storage sites for CO2 injection, as well as 

areas where CO2 injection is employed to enhance oil and/or methane recovery. 
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Figure 2.11 Possible sites for geological storage of CO2 [93]. 
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2.3.3 How is CO2 stored underground? 

To geologically store the CO2, it must first be compressed into a state called supercritical state. 

Supercritical CO2 refers to the CO2 at a critical point which is at a temperature above 31.1°C (88ºF) 

and a pressure over 72.9 atm (about 1,057 psi) [93], [96]. Above the critical point, CO2 has some 

properties like a gas and some properties like a liquid, which means that it has the density of a 

liquid and viscosity like a gas. The key advantage of storing CO2 under supercritical conditions is 

that the required storage volume is much smaller than if the CO2 was stored under "standard" 

(room) pressure settings. Temperature and pressure naturally increase with depth in the Earth's 

crust. Depending on the geothermal gradient and at depths of about 800 m or greater, the 

temperature and pressure cross the critical point of CO2. At the pressures and temperatures, CO2 

injected at this depth or deeper will remain in the supercritical state [93], [96]. 

 

Figure 2.12 The variation of the CO2 density with the depth is shown. The assumed geothermal 

gradient of 25°C km–1 from 15°C at the surface. At depths of ~ 800m depth, the CO2 reached the 

supercritical state. The bubbles represent the relative volume of CO2 till it reaches 800m. It can be 

noted from the figure that at depths below 1.5 km, the density and volume are almost constant 

[95]. 
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2.3.4 Trapping Mechanisms  

Trapping of CO2 is an important aspect of geological storage without which injection of CO2 into 

the subsurface would be merely a waste. The effectiveness of geological storage or storage security 

is a combination of physical and geochemical trapping. The storage sites that prove to be the most 

efficient are those where CO2 remains immobile due to being permanently trapped beneath a thick, 

low-permeability seal, transformed into solid minerals, or adsorbed onto the surfaces of coal 

micropores. A physical trapping mechanism, as the name implies, relates to the preservation of 

CO2 in a way that keeps its chemical properties while undergoing no significant changes. This 

process usually starts soon after injection and can last for centuries [93]. Chemical entrapment, on 

the other hand, involves interactions between CO2 and reservoir fluids, rocks, and minerals, 

resulting in CO2 no longer existing as a distinct phase and its chemical characteristics being 

reconstructed [97], [98]. This chemical transition is a long-term process, and it occurs over a longer 

time span than physical trapping processes.  

The most common types of physical trapping include structural trapping and residual trapping 

[93], [94]. Structural trapping involves the physical entrapment of CO2 within the rock and is the 

first form of trapping that happens immediately when CO2 is injected. The rock layers and faults 

within and above such storage formation act as seals thus preventing the moving out of CO2 from 

the storage sites. The injected CO2 becomes supercritical, and it becomes more buoyant than other 

liquids present in the surrounding pore space. The CO2 will move through the rocks till it reaches 

an impermeable seal rock and is trapped. Residual trapping is the process where CO2 remains 

trapped in the pore spaces between the rock grains as the plume migrates trough the rock [99]. 

On the other hand, chemical trapping includes solubility trapping and mineral trapping [93], [94]. 

In solubility trapping the injected CO2 will move into the brine present in the pore spaces thereby 

leading to solubility trapping. In mineral trapping the CO2 dissolved in the rock’s brine water reacts 

with the minerals present in them which eventually transforms into heavier compounds like calcite, 

muscovite, or quartz [93], [98]. This is a comparatively slower process and is an irreversible and 

permanent form of storage. The further details of these processes are beyond the scope of the 

thesis.  
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2.3.5 Geological Impacts of CO2 injection 

The ability to securely store CO2 for long periods of time in depleted oil or gas reservoirs is 

dependent on the hydraulic integrity of both the geological formations that surround it and the 

wellbores that traverse it [93], [100], [101]. The geo-mechanical effects of the injection of CO2 are 

due to the development of pore pressure together with the effect of cool CO2 injected into the 

reservoir rock at a higher temperature. As a result, it causes an initiation of the different stresses, 

elastic and thermal, that change the pre-injection state of stress in the region. CO2 injection could 

cause significant geo-mechanical responses like reactivation of the pre-existing fractures and faults 

in the reservoir.  

The possible leakage channels during CO2 injection include fault reactivation, caprock failure 

brought on by induced shear stress, hydraulic fracturing that extends outside of the intended zone, 

and inadequately sealed casing cement in enlarged, unstable boreholes [100], [101]. Factors 

controlling these mechanisms include the upper and lower pressure and temperature limits 

encountered by the reservoir, the orientation and mechanical properties of existing faults, rock 

mechanical properties, in situ stresses, and reservoir depth and shape. Furthermore, the abrupt 

displacement along pre-existing faults brought on by the injection of CO2 might cause the Earth's 

surface to be raised and cause noticeable seismic activity[93]. Normally, this fault movement 

begins at the reservoir depth, but the ensuing dynamic rupture may reach beyond the reservoir, 

possibly jeopardizing the integrity of sealing formations above or even triggering stronger 

earthquakes along faults that are already under a lot of stress[100], [101]. 

The geological conditions and the structure of the basin like porosity, permeability, geometry, 

capacity, mineralogy, etc. play a crucial role in the selection of reservoirs and their caprocks as 

potential CO2 storage sites. The injection of CO2 into the reservoir causes many geochemical 

reactions which leads to a change in the integrity and trapping potential of the reservoir [93], [98]. 

The changes involve processes like dissolution of primary minerals and changes in porosity and 

permeability. The effects of these alterations can be favorable or detrimental. As a result, it is 

critical to undertake a thorough investigation of the lithology and mineral content before beginning 

CO2 injection.
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2.3.6 CO2 storages today 

 

Figure 2.13 Diagram illustrates the Sleipner CO2 Storage project. The location of Utsira formation 

(inset) [93]. 

Carbon dioxide storage is currently happening worldwide. Some of the notable commercial-scale 

projects are the Sleipner CO2 Storage site in Norway [93], [102], [103] and the Weyburn-Midale 

CO2 Project in Canada [93], [104], [105]. These sites have been used for CO2 injection for many 

years and store more than 1 million metric tons of CO2 per year. These large-scale efforts 

demonstrate that vast amounts of CO2 may be safely and permanently stored. Statoil's Sleipner 

Project is a commercial-scale effort in Norway's North Sea [102]–[104]. It focuses on geological 

CO2 storage in a saline formation, where CO2 (about 9%) from the Sleipner West Gas Field is 

isolated and injected 800 meters below sea level into a saline formation. To monitor and investigate 

the CO2 storage process, the Saline Aquifer CO2 Storage (SACS) project was formed. 7 million 

tonnes of CO2 have been injected since the project's inception in October 1996, with a total storage 

capacity of 20 million tonnes predicted for the project's lifetime [102], [103]. Seismic surveys have 
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successfully monitored the injected CO2, and calculations indicate that long-term leakage risks are 

reduced due to CO2 dissolving in the pore water. 

The Williston Basin, which stretches from Canada to the United States, is home to the Weyburn 

CO2-enhanced oil recovery (CO2-EOR) project [104], [105]. The CO2 is obtained from a nearby 

gasification plant and delivered to Weyburn for usage in the field. Over its 20–25-year lifespan, 

the facility is planned to store around 20 million tonnes of CO2. To maximize CO2 sweep 

efficiency, the oil field uses standard well designs and a combination of vertical and horizontal 

wells. Extensive monitoring is in place to detect any potential CO2 leakage, although there have 

been no reports of such occurrences yet. A multitude of additional carbon capture and storage 

(CCS) activities are also underway in various parts of the world to demonstrate the feasibility of 

geologic storage and technology for future long-term CO2 storage. More than 200 CO2 capture 

and/or storage activities (both ongoing and completed) have been carried out worldwide to date 

[93]. 



 

 

3. Materials 
 

This chapter gives a concise overview of the materials investigated in the articles, namely Pierre 

shale I and Draupne shale. This chapter covers the mineral composition, distribution of organic 

matter, pore size and connectivity, microstructure, anisotropy characteristics of Pierre shales, and 

the mechanical properties of Draupne shales.  

Two shales were tested: the Draupne shale, taken from a field core in the North Sea, and the Pierre 

I shale, an outcrop from the Northwest in the USA. As it is rare to obtain intact field cores, 

especially from the shale layers, suitable for destructive laboratory testing (e.g., for establishing 

mechanical properties), one looks for analogues from onshore quarries. These analogues can either 

be outcrops from the same formation, that surface on either side of the North Sea in Norway or in 

the UK for example, or completely different rock formations displaying approximately the same 

petrophysical properties and mineralogies. This is the case for the Pierre I shale, which has been 

widely used for mechanical tests as a proxy for typical North Sea overburden shales, as it exhibits 

similar clay contents and porosity values. The few field shale cores are then used as calibration 

points for the tests performed on outcrops such as the Pierre I shale. 

3.1 Shales 

Shales are the most abundant rocks in sedimentary basins, and unconventional shale gas and shale 

oil reservoirs are increasingly important in oil and gas production globally [16]. Recently they 

have played a crucial role in a range of environmental processes, like large-scale permanent storage 

of CO2 for the reduction of anthropogenic CO2 and periodic H2 storage [16]. Shales are typically 

made up of clay microparticles and silt size [16], [106]. The shale caprocks are exposed to 

significant loading due to natural geological stresses such as thermal and high fluid pressure and 

industrial stresses like drilling, fracturing, and fluid injection [107].  

Shales are fine-grained sedimentary rocks that are characterized by their finely laminated structure. 

The main features of shales are pores, organic matter (OM), fissibility, and minerals. These are the 

main features that give it its role as a caprock properties like low permeability, high capillary entry 
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pressure, relatively high porosity but small pore volumes, etc A wide range of techniques has been 

previously used to characterize the shales. To investigate and understand the 3D microstructure 

and pore system across four orders of magnitude (10-9-10-4 m), we must use multi-scale and multi-

modal imaging techniques [108]–[110]. The commonly used techniques are optical microscopy 

(OM), SEM, TEM, X-ray scattering, and X-ray CT. Imaging techniques like scanning electron 

microscopy (SEM), sometimes combined with focused ion beam milling (FIB-SEM), can acquire 

high-resolution images and chemical information through spectroscopy [16] [111], [112] X-ray 

diffraction (XRD) is also extensively used for mineral identification [8]. During the last decade, 

X-ray microcomputed tomography (CT) has been increasingly used for the non-destructive 

visualization and mineral quantification of geological samples in three dimensions. Using CT, it 

is currently possible to investigate the pore network properties, micro-textures, fractures, and 

transport properties at spatial resolutions down to and below the micrometer level. 

Shale exhibits a strong anisotropic property due to its complex structural characteristics, including 

cleavage, bedding planes, foliation, schistosity, and natural fractures [16]. These characteristics 

result in different mechanical properties of shale with varying bedding plane inclinations, 

including hydraulic properties, permeability, porosity, flow, and transport properties [16], [106]. 

These properties play a significant role in shale's ability to act as a caprock, as its low permeability 

makes it an effective barrier to the escape of hydrocarbons or CO2 from the reservoir. 

However, fractured or highly porous shale may not be as effective as a caprock, highlighting the 

importance of understanding the mechanical properties of shale and the evolution of strain 

localization and fracture mechanisms. This understanding is crucial for ensuring safe and efficient 

drilling and for maximizing the potential of hydrocarbon reservoirs and CO2 storage sites. 

Therefore, further investigation of shale's mechanical properties is necessary to improve our 

knowledge of its behavior and to develop effective strategies for the exploration and production of 

hydrocarbons and the management of CO2 storage sites. 
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Figure 3.1 The features present in the shales and the different imaging techniques used in the shales 

are shown here. Figure adapted from [16]. 

Shales can be targeted as source rocks for oil or gas production, but also serve as caprock and 

overburden and therefore are encountered while drilling towards a reservoir and as containment 

guarantee for underground storage purposes. Depending upon the deposition environment, there 

are different types of shale. Black shales are the most commonly available type of shale on the 

earth. These black shales are the source of most oil and gas reservoirs. The rocks are black in color 

due to organic matter's presence in them. Grey-colored shales are due to calcium or clay minerals 

in them [114]. The presence of hematite gives the shale's red color, while the shales containing 

goethite are yellow/brown colored [115].  
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3.1.1 Shale structure  

Shales have complex mineralogy and structure, with the majority of them consisting primarily of 

clay minerals (~ 60%) and other minerals (~ 40%) (such as quartz, chert and feldspar) [116]. It is 

typical for shales to consist of various minerals, including carbonates such as calcite and dolomite, 

tectosilicates such as quartz and feldspar, and phyllosilicates like illite, smectite, and kaolinite. 

Additionally, shales may also contain interlayers of illite and smectite, as well as sulfides, oxides, 

and phosphates [106], [108]. Studies have shown that the mineral composition of shales is 

influenced by various factors, including diagenesis processes and the environmental conditions 

during deposition and maturation [117], [118].  

Clay minerals, naturally occurring materials composed of silica, alumina, and water, as well as 

iron, magnesium, sodium, and potassium, are standard components of shales [119]. The 

mineralogical composition of the clay phase varies widely depending on the shale type. Illite, 

smectite, and kaolinite are shale clay minerals occurring most frequently. Illite is an alumino-

silicate mineral, muscovite is the end product of illite at high temperatures, and glauconite is a 

specific type of iron-rich illite. Kaolinite is a layered silicate mineral formed through weathering 

in tropical and subtropical regions with abundant rainfall, proper drainage, and acidic water 

conditions, and it is typically white. Shale clay minerals typically contain fine micropores and a 

significant surface area, contributing to the internal structure required for methane adsorption 

[120], [121]. Shales with high clay content have higher porosity and permeability than those with 

higher silica content [122]. 

The porosity and pore structure of shales play an essential role in their potential as hydrocarbon 

reservoirs or as reservoir seals, and their geomechanical properties. The pore sizes, structures, and 

distribution in shales are not entirely understood. According to Bustin et al. (2008) [123], shale 

gas reservoirs mainly contain natural gas stored within their pore structure and porosity system. 

The voids within the shale formations are of two types: interparticle porosity and intra-particle 

porosity [124]. The pore size category groups can be classified into macropores (pores with 

diameter ≥50nm), mesopores (between 2 nm and 50 nm), and nanopores ( < 2 nm) [124]. The shale 

consists of a matrix and fractures. In addition to the classification mentioned above, IUPAC further 

classifies the micropores into super-micropores (1.4–2.0nm), micropores (0.7–1.4 nm), and ultra-

micropores (<0.7nm) [125]. As depicted in Figure 3.2, micropores can take on various shapes, 
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such as closed pores, blind pores, bottleneck pores, and cross-linked pores. During gas production 

from shale reservoirs, fractures and the different pore systems make the pathway for gas flow.  

Various techniques such as optical microscopy, SEM, TEM, X-ray scattering, and X-ray CT have 

been used to study the microstructure in shales [15], [16], [126]. X-ray CT has been used recently 

for non-invasive imaging of internal structures with high spatial resolution. The 3D volume 

renderings using X-ray CT have been used to study the bedding orientation of shales [15], [16], 

[126]. Some studies have also demonstrated that using X-ray CT has visualized connectivity and 

heterogeneity of fractures as well as the different mineral distributions on shales. Using X-ray 

microtomography and nanotomography, silt-sized minerals and silt-sized organic matter can be 

imaged in 3D in shales. Three phases including pyrites, minerals, and micropores (and fractures 

and kerogen) in a shale were quantified using X-ray microtomography [15], [127]–[129]. Minerals, 

matrix, and organic matter were selected for the pore model in a different shale sample using X-

ray nanotomography [15], [106].  

 

Figure 3.2 The different types of shale pore shapes are depicted here. The figure is used with 

permission from S Rani et al., 2019 [106].  
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3.1.2 Mechanical testing of shales.  

Understanding the mechanical properties of shale is crucial as they can significantly impact the 

rock's behavior in various applications, such as oil and gas drilling, mining, and building 

construction. The mechanical properties of shale are complex and dependent on multiple factors, 

such as mineralogy, texture, and porosity, as it is a sedimentary rock. The laminated structure and 

the bedding orientation of the shale sample have a strong influence on the mechanical properties. 

The mechanical properties of shale are typically evaluated through laboratory testing. These tests 

involve applying a controlled load or stress to a shale sample and measuring the resulting 

deformation or failure behavior. Shale's important mechanical properties include its strength, 

stiffness, ductility, and fracture toughness. These properties help to determine how shale will 

respond to external loads or stresses and how it will behave under different geological conditions.  

Laboratory testing is a crucial component in examining rock characteristics and performance in 

various circumstances, and it is an essential component of geotechnical exploration and 

investigation. There are multiple laboratory testing techniques for evaluating the mechanical 

properties of rock masses, and they are generally divided into two types: (a) Index and indirect 

strength testing and (b) direct strength testing [130]. In index testing, the fundamental properties 

of the sample are not evaluated. Common index tests used for studying shales are the point-load 

index test, Slake’s durability test, and Brazilian tensile strength test. Such tests are simple and 

mostly do not require detailed sample preparations, and certain tests are non-destructive as they 

do not involve sample failure [131]–[134]. The details of any of these are beyond the scope of the 

thesis.  

Direct strength measurements are used to explore the fundamental properties of the shales. Some 

of the commonly used direct measurement tests are permeability tests, modulus of deformation – 

elastic modulus (E) & Poisson ratio (), and Uniaxial and triaxial compressive strength tests. 

Uniaxial compressive test (UCT) can be conducted to measure vertical & horizontal strain 

response to the applied load, rock properties like uniaxial compressive strength, strain at failure, 

Young’s modulus & Poisson’s ratio, and the degree of hardness & brittleness [130]. The triaxial 

compression test is utilized to assess the strength of rocks under confinement, such as rock samples 

obtained from deep-seated rock masses; it also allows one to acquire needed input parameters for 

failure envelope models. When confined, rocks exhibit greater strength, and their deformation 
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behavior becomes more ductile or strain hardening. This test is used to evaluate the load-bearing 

capacity of rocks at a depth of 2000 m below the earth’s surface [135].  

The combination of laboratory experiments, numerical approaches, and field data has provided 

insights into the macroscopic failure that occurs through the interaction and coalescence of 

fractures, when a shale or other rock is submitted to shear or tensile stresses [136]–[143]. 

Researchers have further studied the fatigue response of shales, and efforts have been made to 

understand the influence of the bedding orientation fatigue behavior of shales [144]. Advances in 

the time-resolved 3D X-ray CT [26], [41], [74], [75], [145] techniques, and DVC [31] (as 

mentioned in the previous chapter) have enabled the in-situ investigation of the deformation 

process. Studies have shown that a combination of X-ray CT, DVC, and triaxial testing can be 

used to reveal the orientation and distribution of mechanical weaknesses that influence strain 

localization preceding macroscopic shear failure [146], [147]. The details of the different types of 

shales studied in this thesis are mentioned in the following section. 
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3.2 Draupne shale  

The Draupne shale is a significant caprock of the North Sea and is vital in assessing potential CO2 

storage sites. The Draupne shales used in this thesis were collected from the Ling depression in 

the central part of the North Sea [148]–[150]. The Draupne formation is an organic-rich shale 

formation located within the Viking Group, part of the Upper Jurassic [149]. It comprises several 

hundred meters of thick source rocks. The Draupne Formation primarily comprises dark grey-

brown to black, non-calcareous claystone that can sometimes be fissile [151]. According to the 

Norwegian Petroleum Directorate (NPD 2021), the mineral composition of the formation is mainly 

comprised of clays and organic matter [151].  

The samples in this thesis were from the section between 2574.86 and 2574.99 m depth (13 cm 

height), as sketched in Figure 3.3 a, from a nine-meter-long core donated courtesy of Equinor to 

NGI and SINTEF for use in research projects. With a porosity of around 12 %, its permeability is 

less than 3.2×10-22 m2 (3.2 nDarcy), and the critical pore throat from mercury intrusion porosimetry 

is around 9 nm. The material is also characterized by a water content of 6.9 % and has a salt content 

in the pore fluid of 37g NaCl/l [149].  

The mineralogy of the Draupne shale has been evaluated using X-ray diffraction (XRD) in several 

studies. Multiple studies have reported that the Draupne Formation has an average clay content of 

66 ± 4%, while the average quartz and feldspar content is 21 ± 5%, and carbonate and pyrite 

content is 13 ± 1% [148]–[150], [152]–[157]. The thickness of the Draupne Formation ranges from 

0 to 550 meters, with a total depth range of ∼500 to 6500 meters from penetrated wells in the 

Norwegian North Sea (NPD, 2021) [151]. The TOC content (total organic carbon) in the formation 

can range from 2 to 15 wt%, although it can reach as high as 20 wt% in some cases [158]. The 

hydrogen index (HI) of the Draupne Formation can vary significantly due to differences in depth, 

TOC richness, and maturity [156]. In some areas of the North Sea, the formation also contains 

sporadic debris flows or turbidites that have led to intermittent quartz-rich sandstone sections 

within the otherwise clay-rich layers [159], [160]. The mineralogy of the Draupne shales is 

summarized in table 3.1.  
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Figure 3.3 (a) The cross-section of mechanically tested Draupne shales used with permission from 

Skurtveit et al. 2015 [149]. (b) The logged core sections showing the location of sampling sites for 

various tests are included, and the red line indicates the region between which the samples used in 

this thesis were obtained.   

The Draupne shale is a critical caprock in the North Sea and plays a significant role in evaluating 

potential CO2 storage locations in the region [149]. Recent studies have examined specific 

mechanical properties of the Draupne shale using the same core material as in this thesis [148]–

[150], [152]–[154]. It was first mentioned by Skurtveit et al. in 2015 [149]. Undrained triaxial tests 

with different bedding orientations were made and it was reported that the Draupne has an 

anisotropic undrained strength behavior[153]. Mondol et al. in 2019 reported that the Draupne 

shales exhibit anisotropy of strength, and it is related to the layering or the bedding planes, as has 

been observed in many similar shales from the North Sea [152]. When the orientation of the 

bedding planes is appropriate, they tend to fail before intrinsic failure occurs, as the bedding 

represents weak planes [150]. Studies have established a correlation between the brittleness of 

  

(a) (b) 
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organic-rich shale and its maturation, indicating a relationship between geomechanical properties 

and maturation [161], [162]. The effect variation of total organic carbon was studied, and we noted 

that the results are conflicting [163]–[165]. Using a direct shear box, the study investigated the 

mechanical properties, specifically the strength, and friction, of a naturally occurring mode II 

fracture with slickensides. The researchers also utilized various techniques, including 

photogrammetry and Scanning Electron Microscopy (SEM), to analyze and characterize the 

fracture before and after testing, as reported by Smith et al. in 2019 [166]. 

 

 

Table 3.1 Some of the properties of the Draupne shale are summarized here [149]. 

Bohloli et al. in 2020 presented the results of an experimental study on Draupne shales [167]. They 

investigated the laboratory test procedure to simulate the slip of fractures and faults under realistic 

stress conditions for North Sea CO2 storage sites. The frictional properties of the fractures were 

measured during shearing, and the results showed that the friction coefficient increased when the 

shear velocity was increased, indicating a velocity-strengthening behavior. This suggests that slip-

on fractures and faults within these formations may be less prone to producing detectable 

seismicity during a slip event. The article highlights the implications of these findings for 
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monitoring reservoir and caprock integrity at CO2 storage sites [153]. Recent research mainly 

focuses on the effect of CO2 injection on the rock’s mechanical properties, including strength and 

stiffness, and examines the potential for fault reactivation using a fault reactivation criterion [135], 

[168]–[170]. Upon further investigation of the literature, I found that there is not much research 

understanding the fundamental mechanical properties of the Draupne shales. The conventional 

approach to testing is usually a blind test, without providing any insights into the process occurring 

inside the samples during the different ways of mechanical testing. In this thesis, we provided a 

combination of X-ray computed tomography and digital volume correlation to give the evolution 

of fracture and strains. The details are shown in the articles and previous chapters.
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3.3 Pierre shale  

A marine shale from the Upper Cretaceous epoch, the Pierre shale is typically found in the 

northwest of the United States [171]. Its discovery by Meek and Hayden in 1862 led to its naming, 

given the area it was found close to Fort Pierre on the Missouri River in South Dakota [172]. 

According to Meek and Hayden, the shale is dark gray in hue and includes gypsum veins, seams, 

and fossils [173]. The Pierre shale is often not profoundly buried, making its recovery in large 

amounts very simple. Its mineralogy is comparable to other shales found during deep borehole 

drilling, making it the perfect shale for laboratory research. The mineralogical composition of 

Pierre shales, collected from the Colorado quarry, is chlorite, siderite, pyrite, illite, smectite, and 

quartz [1], [174]. Details of the mineralogy are given in Table 3.2. 

 

Figure 3.4 Fragments of Pierre shale I sample collected from a Colorado quarry. 

 

Table 4.1 The mineralogy of the Pierre shale is summarized here [1]. 
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There has been some research on the orientation of minerals in Pierre Shale, particularly regarding 

the preferred orientation of clay minerals within the rock formation [175]. One study published in 

the journal Clays and Clay Minerals in 1994 investigated the preferred orientation of illite clay 

minerals in Pierre Shale samples from the Western Interior Seaway in the United States [176]. The 

researchers used X-ray diffraction (XRD) to analyze the orientation of the clay minerals. They 

found that the illite crystals exhibited a preferred orientation parallel to the bedding planes of the 

shale [176]. The authors suggested that this orientation was likely the result of sedimentary 

processes during the Pierre shale formation. The researchers used X-ray computed tomography 

(CT) to analyze the spatial distribution of the clay minerals [126][164]. They found that illite and 

smectite clay minerals were preferentially oriented parallel to the bedding planes of the shale. The 

authors suggested that this orientation was likely related to the compaction and deformation of the 

shale during burial and tectonic processes [126]. 

Overall, while the orientation of minerals in Pierre Shale can be complex and varied, these studies 

suggest that clay minerals within the shale may exhibit preferred orientations related to the area's 

geological history and processes. In this thesis, we have used XRDTT and XRD-CT to study 

scattering from clay minerals and high-density inclusions of Pierre shale, which showed a strong 

global preferred orientation. More details are given in the attached article.  



 

 

4. Summary of the Papers in this 

Thesis 
 

In this chapter, I present the summary of the main results obtained from the articles on which the 

thesis is based. As the full articles are given in chapter 6, I will not detail the results.  

4.1 Time-Resolved in Situ Imaging of Strain Localization in Draupne 

Shale Under Triaxial Compression 

Summary: In this article, we try to provide insights into the mechanical behavior of Draupne shales, 

as it is crucial in subsurface activities. The study aims to provide an improved understanding of 

the mechanical behavior of these rocks that have been extensively evaluated for their potential for 

the permanent storage of carbon dioxide. Using a novel experimental technique of triaxial 

deformation, axial compressive stress was applied to the shale sample with constant confining 

stress and pore pressure. The experiment was designed to replicate the conditions similar to ~ 2.6 

km depth in the seabed. The evolution of microstructure in Draupne shale under triaxial 

compression is captured using in-situ time-resolved X-ray micro-tomography with micrometer 

resolution. The incremental strain field is computed from digital volume correlation analysis. 

Perhaps the most crucial observation is that the linear stress-strain curve hides a series of 

intermittent irreversible destructive events at random locations within the specimen. The 

macroscopic stress-strain plot of the shale made during the experiment revealed a pseudo-linear 

behavior (see Fig 4.1 (a)) up to an axial stress of 39  2 MPa and then followed by an increasing 

ductility when approaching the peak stress. Using a linear fit, the mechanical properties estimated 

from the linear part of the pseudo-linear portion of the stress-strain curve suggest Young’s modulus 

of E = 3.6 ± 0.2 GPa, which correlates with the reported values. The linearity of the curve was 

observed to deviate at around 70% of the maximum axial stress, and the fracture point was 

observed at about 97 2% of the maximum differential stress.  
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During the experiment, we observed the closing of pre-existing fractures at different locations on 

the sample. But tracking the evolution of the strain localizations, we observed intermittent event 

bursts at various locations in the sample. The visualized 3-dimensional displacement field vectors 

aided in understanding the relative movements occurring inside the sample. Tracking the evolution 

of the 3D incremental displacement field in the sample, we observed early nonhomogeneous 

deformations, including intermittent strain clustering at apparently random locations. On 

examining the time steps, the deformation fields start with a homogeneous state. This initially 

uniform deformation field, however, undergoes a transition over time, evolving into a rotation-rich 

state and finally growing into a highly complicated state, which is interpreted as a sign of sample 

fracture. A sliding block mechanism was noted in the sample post-failure. A clear shear zone with 

displacements in opposite directions was observed across the fracture just after failure. The local 

deformations within the sample were noted to be homogeneous thus indicating the rigid nature of 

the block. There was a noticeable presence of rotating strain just before failure. This form of strain, 

which occurs around an axis perpendicular to the applied force, is a well-known process in linear 

elastic fracture mechanics. However, we are not aware of any previously published comparably 

clear microscopic 3D evidence demonstrating this impact in rocks. 

 

Figure 4.1. Results of mechanical testing with Draupne shale at ID19 (a) Axial strain versus 

differential stress (b) Evolution of the spatial distribution of high incremental strains. Locations of 

rock experiencing contraction, dilation, and von Mises strain are plotted in order.  
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The von Mises and the volumetric strains were calculated from the strain tensor. Motivated by 

CO2 and H2 storage prospects in abandoned oil and gas reservoirs in the North Sea, the experiment 

reported here contains several exciting results. The evolving distribution of the incremental strain 

quantified by DVC revealed that high magnitudes of compaction, dilation, and von Mises strain 

localized along the fracture (Figure 4.1 (b)). The von Mises strain indicates the presence of 

deviatoric strain accumulation. The time series also demonstrated non-persistent strain 

localizations over numerous timesteps appearing at different positions across the sample, to our 

knowledge has not been previously reported. The study also reveals a gradual development of 

localized strain within the specimen, both incrementally and preceding the macroscopic fault 

formation. The investigation shows a steady buildup of localized strain inside the material, both 

incrementally and prior to the creation of a macroscopic defect. In addition, the study also 

unknown secondary fracture networks linked to the system-spanning fault. These secondary 

fractures stabilized and finally localized along the major fracture. The experimental and analysis 

techniques presented in this article reveal the local mechanics in the Draupne shales and can further 

be applied to understand the stability of these rocks for applications like CO2 sequestration. 

4.2 Deformation characteristics of cement and shale admixtures under 

triaxial cyclic loading. 

Summary: Experimentally evaluating the fatigue evolution of admixtures for soil stabilization can 

contribute to a better understanding of repetitive and cyclic loads. This article considers the 

potential of using shale wastes and Portland G cement composite as admixtures to stabilize soils 

for civil developments. We investigated the effect of cyclic loading and unloading on these 

admixtures to represent the exposed multi-levels of cyclic loading and unloading during their 

lifetimes. These effects may not appear immediately and can last for some time. So, it becomes 

essential to understand the long-term response of these samples under repetitive stress. 

Mechanical sieving was used to crush and sort the Draupne shale based on size. Two sets of shale 

samples were created: A1 with 1-2 mm diameter shale particles and A2 with shale particles larger 

than 2 mm in diameter. This shale was used with Portland G cement. A third sample, B, was 

prepared using only 1-3 mm diameter Draupne shale particles compressed within the experiment's 

rubber sleeve. Microstructure evolution in the shale-Portland G cement admixture under time-
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dependent triaxial compression is captured using in-situ dynamic X-ray tomography. The 

incremental strain field is computed from digital volume correlation analysis. Three samples were 

tested, each with three cyclic loading and unloading loop levels. The samples are categorized 

according to the size of Draupne shales, and one of the three samples contained only fragments of 

pure compacted Draupne shale. The damage and fatigue in the samples are quantitively described 

from the DVC investigation.  

The experimental loading pattern for samples A1, A2, and B is shown in figure 4.2. The LVDT 

measurements of A1 and A2 exhibited similar response patterns. During cycle I, all samples 

showed yielding but exhibited stress fluctuations that were too small to discern LVDT oscillations. 

Cycle II showed a more noticeable LVDT increase, indicating sample fatigue. Samples A1 and A2 

showed considerable weakening and higher LVDT readings during cycle III, indicating plastic 

behavior with increasing permanent deformation throughout loading cycles. Sample B, which was 

made up of weakly compacted shale particles, hit the LVDT's translation limit, causing the 

experiment to be terminated during the fourth loop of cycle II. The relationship between 

irreversible axial strain and unloading strain for samples A1 and A2 is studied, and a linear 

relationship was noted from the regression analysis. 

The displacement fields for sample A2 at different stages of the cyclic loading test tell a detailed 

study of the mechanical response. From the four steps of the cycle I loop 3, the axial stress was 

sufficiently low that the displacement field was observed to exhibit a certain degree of localization 

to the regions containing shale fragments. There was a trend where displacement was most 

noticeable under the highest stress (loading) and least stress (unloading). Subsequent loops showed 

similar patterns. Cycle II showed similar patterns, with the displacement field showing localized 

shifts as stress increased. As stress was reversed, fracture closure was seen, demonstrating partially 

irreversible elastic-plasto damages. In cycle III, the displacement vectors revealed active 

deformation of the cement phase under increased load, suggesting significant damage. The pattern 

of displacement fields in loop 7 of cycle III suggested permanent irreparable damage. This 

sequence of findings indicates the presence of fatigue and accumulated irreparable damage in the 

sample. 

The volumetric, and von Mises shear strains indicated that the coarse shale particles in the cement 

matrix influence the strain evolution. Minor volumetric strain was found in cycles I and II, 
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primarily in shale particle areas. In contrast, cycle III exhibited distinct behavior as axial stress 

increased. As the axial stress was increased from 65-75 MPa low magnitude localized dilation 

bands with low magnitude were observed. By increasing the axial stress to 70-75 MPa, very 

localized and strong inclined dilation zones appeared near shale areas. When the axial stress was 

reduced from 75 to 70 MPa, the magnitude of the dilation bands decreased but remained 

comparable. Unloading to 65 MPa produced a pattern similar to the loop's early stages, with 

dilatation and compaction occurring in the same locations.  

 

 

Figure 4.2 The experimental stress (left column) and strain (middle column) history of the samples. 

a) Sample A1: cement with 1-2 mm shale particles. b) Sample A2: cement with >2 mm shale 



Summary of papers 
 

51 
 

particles. C) Sample B: Draupne shale fragments. The right column shows central vertical 

tomographic cross sections. Natural fractures existed within the shales embedded in the cement 

matrix before the start of the experiment. The black vertical stripes that are seen across sample A1 

are reconstruction artifacts. 

The incremental von Mises shear strain in sample A2 during cycle III showcased localized strain 

development primarily within shale-rich regions. For cycles I and II a rather homogeneous 

distribution of the von Mises equivalent strain across the shale-rich regions was observed Notably, 

an early and highly defined deformation event occurred during cycle I, seemingly at the interface 

between a shale particle and the cement matrix. According to the findings of this investigation, the 

concentration of larger von Mises strains in shale particle regions could be related to the continuous 

deformation of these relatively soft materials during loading and unloading. Thus, through this 

article, we show that the continuous imaging of the sample facilitates a much-improved 

understanding of the deformation mechanisms in composite materials containing both a brittle 

(cement) and ductile (clayey shale) component phase. 

4.3 Nanoscale imaging of shale fragments with coherent X-ray 

diffraction 

Summary: In paper III, Coherent X-ray diffraction Imaging (CXDI) was used to study the internal 

structure of microscopic Pierre shale I fragments for the first time. The wide-angle scattering 

(WAXD) was performed together with the CXDI to study the mineralogy of these shale 

microparticles. Three samples were studied here, these fragments with size of 2-5 µm were 

obtained by scratching the sample surface with a scalpel. These microparticles were dispersed on 

a silicon nitride membrane. From the speckle patterns obtained from the experiments, the electron 

density maps were reconstructed using an iterative phase-retrieval algorithm. 3D tomograms were 

reconstructed with a resolution of 26 nm. From the 3D tomograms, it was possible to identify 

pyrite nanocrystals as inclusions in the quartz-clay matrix and the nanoscale pore structure. The 

combined CXDI-WAXD analysis enabled the establishment of a correlation between sample 

morphology and crystallite shape and size.  
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Figure 4.3. (a) Electron density of cross sections through samples 1–3, where the arrows highlight 

the high-density regions and closed pores. (b) Three-dimensional iso-surface renderings of 

samples 1–3, the high-density inclusions visible only in sample 1 indicated in yellow. The closed 

pores are indicated in red. Adapted from [169].  

From the 2D electron density maps of the samples, the high-density regions and closed pores can 

be identified. In one of the samples, two spheroidal inclusions, both with a diameter of ~ 200 nm. 

It should be emphasized that the classification of pores as closed pores here is limited by the 

resolution of the 3D reconstruction. The electron density of the inclusions is about twice that of 

the rest of the sample and was ascertained from the WAXD data. In samples 2 and 3, areas with 

higher density and pore spaces can also be observed. Spheroidal pyrite crystals, as in sample 1, 

were not observed in samples 2 and 3. The hierarchical structure, complexity, and presence of 

multiple minerals in Pierre shale even in small samples were supported by the findings of CXDI.  
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In order to estimate the mineralogy of the shale microparticles a Rietveld refinement of the powder 

XRD pattern from bulk samples was also carried out. The refinement plots showed several Bragg 

peaks overlap, giving considerable uncertainty in the concentration estimate for the low-

concentration minerals. The quantitative phase analyses revealed that the most dominant mineral 

present in the sample is quartz, along with clays and feldspar. The clay minerals can be identified 

as illite, kaolinite, clinochlore, and montmorillonite, while the feldspar group is represented by 

albite and orthoclase. Minor amounts of pyrite and dolomite were also identified. The results from 

Paper III highlight the potential of the combined CXDI-WAXD approach as an upcoming imaging 

modality for 3D nanoscale studies of shales and other geological formations via serial 

measurements of microscopic fragments, including cuttings from drillings. 

4.4 Orientational mapping of minerals in Pierre shale using X-ray 

diffraction tensor tomography 

Summary: The complex mineralogy of the shales has features ranging from several length scales 

which makes it difficult to investigate. Shales have several clay mineral phases, mixed with silt-

sized particles of other minerals, commonly quartz and calcite. The oriented clay phases exhibit 

preferred orientations relative to the bedding planes which is the reason for the anisotropic 

scattering in both the small- and wide-angle regimes. The aim of the article is to understand the 

distribution of the minerals and the 3D orientation of the clay minerals. XRD-CT has been used to 

non-destructively study the mineral distributions in a sample of Pierre shale which has been 

correlated with the laboratory attenuation contrast computed tomography. In addition, using 

XRDTT we studied the nanostructure orientation of the clay mineral clinochlore in Pierre shale 

using a tomography setup with a single sample rotation axis. The scattering from the high-density 

large-grain minerals present in the sample was also studied. 

The measured scattering features of the XRD-CT diffraction patterns have a total of 141 Debye–

Scherrer rings in the range q = 0.22–6.1 Å-1. The high-intensity peaks were observed which 

correspond to a combination of heavier minerals and/or better-oriented crystallites within the 

scattering volume. The diffraction signals from clay minerals were observed to have a well-defined 

preferred orientation across the projections. We observed the quartz particles spread across the 

sample and randomly oriented with abrupt changes in orientation, we also noted that these mineral 
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grains are disconnected and of sub-voxel size. Similar observations were noted for the pyrite signal 

as well, across the sample the grains were randomly oriented grains. Pyrite tended to be localized 

to certain regions and the intensity distribution suggests a density correlation over longer distances. 

The XRDTT method was utilized to study the scattering from the clay minerals and pyrites in the 

sample. 3 D orientation of the clinochlore crystals was reconstructed for the 001 and 002 scattering 

peaks. We were able to extract the orientation of the clay minerals and a strong global preferred 

orientation of the clays was noted along the c-axis parallel to the tomography axis.  

 



 

 

 

5. Conclusions and Outlook 

 
The thesis aims to provide a better understanding of shales due to their importance in different 

subsurface applications like the petroleum industry, CO2 storage, and H2 storage. This thesis 

focuses on using non-destructive X-ray computed tomography as the primary tool for the 

investigation. The mechanical properties of the shales and shale-cement composites are studied 

using the novel experimental technique of triaxial deformation coupled with X-ray 

microtomography, while the hierarchical structure of shales is studied at different scales using 

novel X-ray diffraction computed tomography, X-ray tensor tomography, and coherent X-ray 

diffraction tomography. In the absence of undamaged field cores, researchers employ analogues 

from onshore quarries to analyze the mechanical properties of shale layers. Outcrops from the 

same formation can be discovered in Norway, the United Kingdom, or other areas with similar 

petrophysical qualities and mineralogies. Because of its identical clay content and porosity values, 

the Pierre I shale, for example, acts as a proxy for typical North Sea overburden shales. The few 

field shale cores available serve as calibration points for mechanical tests on outcrop equivalents 

such as the Pierre I shale. Due to the low availability of core samples owing to the extraction costs, 

shale cuttings readily available during drilling are used. Both outcrop samples and cuttings were 

used in this thesis depending on their availability.  

Firstly, the mechanical properties of Draupne shales from the North Sea are investigated using 

time-resolved in situ imaging with a triaxial rig, yielding a quantitative description of the caprock 

sample's behavior under reservoir conditions, leading to failure. From the experiment on the 

Draupne shale sample, an almost linear behavior of the stress-strain during the loading process is 

noted. Analysis of the tomography datasets using digital volume correlation (DVC) allowed 3D 

mapping of the evolving strain tensor fields, providing insights into strain localization 

accompanying the fracturing process. This investigation revealed that although the deformation 

plot is linear initially, a detailed analysis using DVC on the dataset suggests that it may be 

erroneous to use linear elasticity to characterize even this part of the shale deformation. Tracking 

the evolution of the 3D-displacement fields and comparing the time-steps, an initially 
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homogeneous deformation fields that undergoes transition over time into a rotation-rich state was 

observed. Finally, the displacement field grows into a highly complicated state which denotes the 

sample fracture. The highly rotating strain condition found in 3D immediately prior to collapse 

had not previously been recorded in microscopic rock investigations, although it has been 

intuitively and conceptually well defined. A sliding-block mechanism was observed after fracture. 

Creep observed on the fault suggested that the slow deformations in the shale might be because of 

the surface slip and not only to bulk creep. Temporary localization of strains prior to the 

macroscopic fault was noted by following the evolution of the volumetric and von Mises strains. 

The study also revealed the presence of secondary fracture networks to the fault that spans the 

system in the sample during the various stages of the experiment. These features have not been 

reported previously and are important for understanding the failure of shales. The combination of 

time-resolved 3D microtomography imaging with 3D DVC analysis [26], [74], [75], [145]–[147],  

enabled in-situ investigations of deformation processes via quantification of shear and volumetric 

strains within the sample.  

The occurrence of irreversible behavior in the early stages of the compression test holds significant 

implications for understanding fatigue. Typically, when the linear phase is considered elastic, the 

expectation is that after the load is removed (e.g., dissipation of pore pressure in the underlying 

reservoir), the shale reverts to its original, intact state. However, if subjected to a new load, 

assuming a false safety factor might be misleading. The issue of assuming a false safety factor 

after removing a load becomes clearer in fatigue tests. This is clearly made visible in the fatigue 

tests in the second study, and the effect is amplified by the heterogeneity of the shale-cement mix.  

Next, the potential of using the triaxial rig with X-ray CT together with DVC to understand the 

time-dependent mechanical behavior of the Draupne shale cement composites under cyclic loading 

is explored. Previous research has studied sandstone's deformation and fatigue behavior when 

subjected to cyclic load [177]. The damage evolution and accumulation mode by cyclic loading 

under different confining pressures based on the sandstone load-unload response ratio were 

analyzed [178]. Studies on the mechanical behavior of shale rock under cyclic loading and 

unloading investigated instantaneous strain as well as the different levels of creep [179]. However, 

there is a lack of studies in triaxial experiments and theory to better understand underground rocks' 

cycle load mechanical behavior. Here, the experiment was designed to investigate the shale-
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cement composite's fatigue evolution and track the evolution of the different strain fields in them. 

It was interesting to note the evolution of the displacement fields throughout samples with changes 

in the axial stress. The volumetric strains and the von Mises strain were calculated from image 

sequences to track the non-homogeneous deformations and the fatigue development in the sample. 

This investigation also revealed that the inclination and location of the von Mises shear strain and 

the dilatational and compaction bands formed are highly influenced by the presence of the coarse 

shale fragments. The investigational fatigue methods and the analysis techniques presented here 

uncover the local in-situ mechanics in the shale fragments mixed with cement admixture. They 

can further be applied to understand the long-term stability of these materials for different civil 

projects such as buildings, roads, and dams. 

Pierre Shale I was studied in papers 3 and 4, first with high-resolution coherent X-ray diffractive 

imaging (CXDI) of several µm sized shale Pierre particles. CXDI and WAXD were used together 

to analyze the morphology, internal structure, and mineralogy of Pierre Shale I in this paper. Pyrite 

nanocrystals were directly localized as inclusions in the quartz-clay matrix. The volume percentage 

of closed pores was calculated to be 0.3-0.4%, which agrees with the stated porosity statistics for 

shales [94]. We were able to establish a correlation between sample morphology and crystallite 

form and size using the combined CXDI-WAXD analysis. The suggested methodology allows for 

quantitative geological and petrophysical investigations on small samples such as drill cuttings, 

eliminating the requirement for large cores, which are rarely taken from caprock shales. 

 In paper 4, Pierre shale I was studied again with XRD-CT and XRDTT. The same minerals were 

identified for the micrometer-sized particles in paper 3 but at a much larger scale. Whereas the 

complete Field of view (FoV) was 4µm for CXDI in paper 3, each voxel had the size of 50 µm in 

XRD-CT, and all regions of the sample were found to give rise to similar diffraction patterns. 

Scattering from clay minerals and high-density inclusions in Pierre shale was investigated using 

the XRDTT. The generated clay mineral orientation maps demonstrate that texture information 

may be retrieved using a single tomography axis, as in conventional CT. The presence of numerous 

clay minerals in shales revealed a significant global preferred orientation, and XRDTT enabled 

tiny deviations to be mapped in 3D. The mineralogy of chosen locations could be detected by 

routinely applying sinograms that combine attenuation-contrast and diffraction-contrast data. 
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Multi-grained pyrite or clinochlore crystallites were discovered in inclusions. Thus, XRD-CT and 

XRDTT are promising ways to understand shale hierarchical features.  

The thesis has shown how the combination of time-resolved in situ X-ray CT with digital volume 

correlation can be used in a novel way to understand the mechanical properties of geological 

samples. It has been shown that such a combination can acquire fracture evolution during a stress-

controlled experiment designed to track damage accumulation and shear localization toward 

macroscopic failure. In addition, the potential of such a method to track the fatigue evolution 

during cyclic loading and unloading triaxial tests is also demonstrated. The results of this thesis 

could lead to follow-up studies. For instance, further theoretical and experimental work and 

geophysical data analysis are required to characterize the fracture at the geological scale better. 

Theoretical models of mechanical properties of rock systems with microscale complexity and 

heterogeneity can be refined using the insights obtained from the investigations. It could also be 

possible to test and validate different theoretical models that describe the failure mechanism of 

different rock types. Finite element modeling can also be used to investigate the effects of 

confining pressure and displacement rate on the mechanical behavior of the different rocks. Further 

experiments with a range of confining pressures on rock systems can be made to provide a detailed 

insight into the underlying mechanism of strain localization in porous rocks which is strongly 

influenced by the applied confinement. 

Triaxial mechanical tests are traditionally applied to full-size (40 mm diameter x 80 mm length) 

cores to characterize the mechanical properties of rocks. The HADES triaxial rig used in our study 

can only handle samples 5 mm in diameter and 10 mm in length. The size of the geological sample 

used for triaxial testing is crucial because it can affect the accuracy and representativeness of the 

results obtained from the test. A larger sample size can provide more reliable results by reducing 

the effects of heterogeneity, and anisotropy. However, new rigs need to be developed that are 

capable of handling large samples. The advantage of using the EBS (extremely brilliant source) 

upgrade at the ESRF is the drastically reduced measurement times. 3-dimensional scans using 

home laboratory CT take more time than the synchrotron. Hence conducting triaxial compression 

experiments using a home laboratory CT may cause additional deformation or creep as the sample 

is maintained at the constant stress during the measurement. With further developments and 

innovations, hopefully, new advanced home laboratory setups with low measurement time and 
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sources with high flux will be developed that enable us to conduct experiments in home 

laboratories much more efficiently.  

To conclude, the deformation characterization of geological samples is an active research topic. 

The experimental and analysis techniques presented in this thesis have been demonstrated as 

versatile tools that will help to reveal the local mechanics in geological samples and can further be 

applied to understand the stability of these rocks for subsurface applications. 
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Understanding the mechanical behavior of rocks is crucial in subsurface activities, including storage of
carbon dioxide and hydrogen gases, which both rely on shale caprocks as potential sealing barriers. Several
current large-scale initiatives focus on potential carbon storage in North Sea aquifers. The Draupne For-
mation contains a series of shale layers interbedded with sandstone layers, the overall thickness of which
varies in the range from tens to hundreds of meters. Injection of carbon dioxide into the underlying sand-
stone reservoirs leads to changes in the surrounding stress field, which can result in fault reactivation
or the creation of microfractures, and thus, alter the performance of the shale caprock. Time-resolved
microcomputed tomography (4D µCT) has, in recent years, become a powerful technique for studying the
mechanical properties of rocks under stress conditions similar to those prevailing in geological reservoirs.
Here, we present results from experiments performed on Draupne shale using a triaxial rig combined with
4D µCT based on synchrotron radiation. Detailed mechanical analysis of the tomography datasets by dig-
ital volume correlation reveals the three-dimensional pattern of the temporally evolving deformation field.
Intermittent bursts of deformation at different locations within the specimen are observed, which eventu-
ally evolve into a major fracture plane extending laterally across the whole sample. This study suggests
that the pseudolinear-elastic-appearing behavior in the macroscopic stress-strain relationship previously
reported for Draupne shale samples could consist of a series of irreversible processes occurring at var-
ious weak points within the sample. The combination of 4D µCT imaging with strain analysis enables
in situ investigations of deformation processes via quantification of shear and volumetric strains within
the sample, thus providing an improved understanding of the fracture dynamics of shales.

DOI: 10.1103/PhysRevApplied.20.034046

I. INTRODUCTION

The geomechanical response of organic-rich shales to
external stress is important knowledge because these mate-
rials play a crucial role in a range of environmentally and
industrially important processes, including the petroleum
industry, CO2 storage, and H2 storage. Shale caprocks are
exposed to significant loading due to both natural geo-
logical stresses, such as thermal stresses and high fluid
pressure, and industrial stresses like drilling, fracturing,
and fluid injection. The microscale mechanical response of

*dag.breiby@ntnu.no

stressed shale greatly affects the stability of the formations,
also at much longer length scales of kilometers. Shale
rocks may contain multiple fractures that coalesce under
stress, causing a transition from stable-to-unstable fracture
growth [1,2]. Understanding these processes of fracture
formation, eventually leading to macroscopic failure, is
critical for a wide range of applications. The influence
of fracture development within shales on the permeabil-
ity of fluids during CO2 injection and storage remains
poorly understood. This lack of knowledge can largely be
ascribed to the microscale complexity and heterogeneity of
shales [2–5]. Recent studies have focused on the potential
for the storage of CO2 in saline aquifers, coal seams, and

2331-7019/23/20(3)/034046(14) 034046-1 © 2023 American Physical Society

https://orcid.org/0000-0002-3795-548X
https://orcid.org/0000-0002-5125-5930
https://orcid.org/0000-0001-6432-4344
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevApplied.20.034046&domain=pdf&date_stamp=2023-09-20
http://dx.doi.org/10.1103/PhysRevApplied.20.034046


ALDRITT SCARIA MADATHIPARAMBIL et al. PHYS. REV. APPLIED 20, 034046 (2023)

depleted oil and gas reservoirs [6–8]. Geological forma-
tions containing porous sandstone reservoirs capped with
low-porosity low-permeability caprocks are excellent can-
didates for CO2 storage [6]. Shale formations that are
around a hundred meters thick act as the caprock for most
of these reservoirs. Studies have shown that shale-capped
formations tend to adsorb CO2 and have the potential to
inject and store CO2 [9]. Current academic studies and sev-
eral full-scale industrial efforts are focusing on evaluating
the potential for the storage of CO2 in the seabed of the
North Sea and elsewhere [10,11].

Triaxial mechanical testing, sometimes applied to full-
size (12 inch) cores, remains the workhorse for char-
acterizing the mechanical properties of rocks. However,
to refine the theoretical models of mechanical behav-
ior for rock systems with highly differing properties,
microscopic insights that cannot be gained from macro-
scopic testing alone are increasingly desired [12]. Imag-
ing techniques like scanning electron microscopy (SEM),
sometimes combined with focused-ion-beam milling, can
be used to acquire high-resolution images and chemical
information through spectroscopy [13]. X-ray diffraction
(XRD) is also extensively used for mineral identification.
During the last decade, x-ray microcomputed tomography
(µCT) has been increasingly used for the nondestruc-
tive visualization and mineral quantification of geological
samples in three dimensions [14,15]. Using µCT, it is
possible to investigate the pore-network properties, micro-
textures, fractures, and transport properties at spatial res-
olutions down to, and below, the micrometer level [16].
Recently, time-resolved x-ray microtomography (4D µCT)
has opened the possibility of monitoring dynamic pro-
cesses like mechanical responses and fluid penetration of
geomaterials [17,18]. The advent of triaxial test cells com-
patible with µCT has facilitated investigating the stress-
and time-dependent deformation of rock samples [19–
22]. We note that neutron-computed tomography is also
increasingly used to this end [23,24]. Additional µCT tech-
niques have -recently been introduced to the rock-physics
community, e.g., those with diffraction contrast [25] and
based on coherent imaging [26,27].

In situ three-dimensional (3D) time-resolved x-ray
imaging in combination with digital volume-correlation
(DVC) analysis [28,29] is demonstrated to provide detailed
information about the evolution of microscopic and macro-
scopic strain fields at micrometer-scale spatial resolution
[17,18,23]. DVC algorithms find the displacement field
that best maps each small subvolume (e.g., 10 × 10 × 10
voxels) within a 3D µCT dataset recorded at one time
step onto another µCT dataset recorded at a later time step
[29]. This is achieved by identifying similar density pat-
terns within those subvolumes and finding the local minute
translations, rotations, and dilations that maximize the cor-
relation between pairs of sequential tomograms. DVC is
able to capture small systematic movements within the

sample that are practically impossible to detect by just
observing the tomographic images. Maps showing the 3D
displacement and/or strain fields give insights into the
mechanical properties of rock samples [30]. Quantitative
studies of grain adjustments and rotations at the microscale
and the shear-strain distribution in rock samples have
been reported. The combination of µCT monitoring and
mechanical testing can assist in predicting reservoir prop-
erties of the rocks by analyzing the response of porosity
and permeability to mechanical stress [30,31].

Stress and strain localization proceeds by destructive
microevents that tend to concentrate in weak areas of the
specimen [30]. In clay-rich rocks like shales, the domi-
nant micromechanisms leading to strain localization inside
shear bands are known to be rotation and decohesion at
the grain scale [30]. Also, in rocks, the development of
well-defined cracks occurs due to local micromechanical
events and the coalescence of microcracks. Strain local-
ization is commonly observed in clayey specimens and
can form either a single failure plane or multiple parallel
failure planes, depending on the uniformity of the speci-
men’s initial density, the tendency to dilate or to contract,
and the boundary conditions [32]. Dilation and compaction
are directly linked to the overconsolidation ratio of the
clay specimen, that is, the highest overburden (here, axial)
stress previously exposed to the sample divided by the
current overburden stress.

The present study aims to investigate the mechanical
properties of Draupne shale from the North Sea, a caprock
recently receiving extensive attention because of its poten-
tial for permanent storage of the greenhouse gas CO2 in the
underlying porous sandstone [5,32]. Time-resolved syn-
chrotron µCT combined with DVC analysis is used to
estimate the 3D strain distribution throughout a centimeter-
sized core of Draupne shale under jacketed triaxial loading.
We apply increasing axial compressive stress, oriented per-
pendicular to the lamination bedding planes, combined
with constant confining (lateral) stress to replicate the con-
ditions at a depth of about 2.6 km in the seabed where the
samples were obtained. Using DVC analysis, the 3D local
strain-displacement field is obtained from the in situ CT
data. Based mainly on the calculated volumetric strain and
the von Mises equivalent strain, we discuss, in detail, the
dynamics of strain localization in the Draupne shale as the
sample undergoes brittle failure.

II. MATERIALS AND METHODS

A. Shale sample

The sample used in this study was collected at a depth
of 2575 m from a borehole in the Draupne Formation.
Draupne shale is a caprock that is a low-permeable, homo-
geneous, and anisotropic black shale with a porosity of
about 12% [5,33]. The total organic content of the sam-
ple core is reported to be 6–8%, and the permeability is

034046-2



TIME-RESOLVED. . . PHYS. REV. APPLIED 20, 034046 (2023)

estimated to be less than 3.2 × 10−22 m2 (3.2 nDarcy) with
a critical pore throat size of 9 nm [4,5]. The very same
sample core has been characterized using SEM, XRD,
mechanical tests, and permeability measurements [2,3,34].
XRD studies have indicated the presence of more than 60%
clay [4]. To prevent damage and drying in contact with
air, the core was kept submerged in Marcol™ oil during
all stages of sample preparation. An electric drill was used
to prepare the 5-mm-diameter cylindrical sample, with its
bedding planes perpendicular to the symmetry axis of the
cylinder. The cylinder end surfaces were polished to obtain
a specimen with a length of 10 mm and right angles for
stable mechanical contact.

B. HADES triaxial rig

The shale core sample was deformed in situ under
triaxial-loading conditions using the HADES rig, cf.
Figure 1, installed at beamline ID19 at the European Syn-
chrotron Radiation Facility (ESRF) [20]. This apparatus
has a low x-ray attenuation for photon energies >60 keV
and can apply stresses both axially (up to 200 MPa) and
radially (up to 100 MPa) at temperatures up to 200 °C,
while the external fluid (“pore”) pressure can be varied
from 0.1 to 100 MPa. The body of the rig is constructed
from a single piece of titanium with a wall thickness
of about 5 mm at the sample location. The sample was
saturated with brine (3.6-wt % NaCl) at the same NaCl
concentration as that of the native pore fluid prior to load-
ing. The pore fluid pressure in the HADES apparatus was
controlled by two hydraulic pumps, one for the pore fluid
inlet and the other for the outlet, which could be used in
either constant-pressure or constant-flow-rate modes with
predefined ramps. The sample was installed between two
stainless-steel pistons, with the axial loading imposed by
the movable upper piston. Two independent pumps con-
trolled the confining pressure and the axial load. A Viton™
fluoropolymer elastomer encased the rock sample, and
the confining pressure was applied on this jacket using
silicone oil.

The chosen coordinate system was with the z axis par-
allel to the cylinder axis, coinciding with the direction of
the axial stress, σax, and with the x-y plane perpendicular
to σax. The differential stress, σzz, was calculated as

σzz = σax − (σconf + σpore) − σfriction. (1)

Here, σax, σconf, and σpore denote the applied axial stress,
confining pressure, and pore pressure, respectively. The
frictional stress, σfriction, is caused by the mechanics of the
HADES setup and is determined from a range of previ-
ous experiments to equal approximately (18.1 ± 0.1) MPa.
A linear variable differential transformer (LVDT) incor-
porated into the HADES rig was used to measure axial
shortening, and thus, the axial strain, εzz, of the sample.

The time-resolved axial strain, εzz, was also obtained from
the 3D x-ray images by measuring the shortening of the
rock core between the two pistons.

C. Time-lapse microcomputed tomography acquisition

Measurements were performed using the “white” x-ray
beam option at ESRF ID19, with a rectangular cross
section (5 × 10 mm2, defined by slits upstream of the
experimental hutch) to image the entire sample inside the
HADES rig. A PCO EDGE 5.5 RS detector was used to
acquire the projections. Due to x-ray adsorption by the
walls of the rig, the equivalent x-ray energy crossing the
sample was close to 70 keV. To monitor sample defor-
mation, the stress was increased stepwise and x-ray CT
data were acquired while the stress was kept constant.
This quasistatic approach was used to reduce the prob-
lem of sample movements during the scan, potentially
blurring the 3D images. After each stress-step increment,
the apparatus was rotated by 180° about a vertical axis,
while acquiring 2500 radiographic x-ray projections with
a total scan time of about 65 s, giving an effective recon-
structed voxel size of (6.5 μm)3. Every 2 min, a new
tomographic scan was started to obtain effectively 4D (i.e.,
time-resolved 3D) images as the sample was mechani-
cally stressed and deformed. In total, 90 full tomograms
were recorded, and the full experiment including stress
and pressure ramps lasted nearly 16 h. The experiment
was performed at ambient temperature (24 °C). The tomo-
grams were reconstructed using the software PyHST2 [35],
involving filtered back-projection coupled with Paganin’s
propagation-based phase-contrast algorithm [34]. The
grayscale value of each voxel in the tomogram was pro-
portional to the x-ray attenuation coefficient, which was a
function of density and atomic number. Bright gray lev-
els in the tomogram corresponded to highly attenuating
high-density regions, dark gray values were lightly attenu-
ating minerals, and intermediate gray levels corresponded
to voxels containing intermediate and/or a subresolution
mixture of high- and low-attenuation minerals.

The experimental loading path is displayed in Fig. 1(a);
see also Table S1 within the Supplemental Material [36].
The experiment was stress controlled and designed to
track damage accumulation and shear localization towards
macroscopic failure. The experiment may naturally be
divided into the following three parts, as visualized in
Fig. 1: stage O, with the initial loading; stage A, in which
σzz was increased up to fracturing; and stage B, in which
σzz was kept constant. An unload-load and a load-unload
loop were incorporated in stage O [Fig. 1(a)] to assess
the elastic properties of the sample; the first loop should,
in principle, provide the bulk modulus and the second
loop the Young’s modulus; however, these measurements
could not be reliably interpreted because, at this early stage
of the experiment, the sample was not yet fully settled
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(a)

(b)

(c)

FIG. 1. Overview of the experiment. (a) Axial stress, σax; confining pressure, σconf; pore pressure, σpore; and differential stress, σzz ,
are plotted as function of time during the experiment. Stage O (consolidation) is shaded in light gray, stage A (axial stress increase) is
shaded in yellow, and stage B (constant stress) in light red. Peak axial stress precedes the brittle failure of the core sample. (b) Axial
strain, εzz , as function of time obtained from CT data (red) and from the LVDT measurement (black). Data points for times <400 min
are not reliable, owing to minor sample shifts. Inset highlights strain evolution around the fracture event, revealing that the sample
expands just after fracturing. Here, axial compression strain is plotted as being positive. Green dashed line indicates the long-term
asymptote of axial strain. (c) Sketch of the HADES cell (reproduced from Ref. [20] with permission from IUCr).

in the rig and shifted a little between subsequent stress
increments.

During stage O, the pore pressure, confining pressure,
and axial stress were increased up to 10, 20, and 22 MPa,
respectively. After reaching these values, the confining
and pore pressures were kept constant, while the differ-
ential stress was stepwise further increased to a maxi-
mum of σzz ∼ 48 MPa (for σax of about 75 MPa) and
the sample deformed with an average axial strain rate of
(2.1 ± 0.1) × 10−6 s−1 [Fig. 1(b)]. This strain rate was cho-
sen to fit the desired stress path with expected peak stress
into the time allotted at the synchrotron. Upon reaching
peak stress, the material was no longer able to support
the applied stress and underwent brittle failure. The axial
stress was subsequently reduced to 36 MPa; this was a
differential stress level that the shale could sustain with-
out further large deformations for the remainder of the
experiment. Because of the rather high axial loading rate,
combined with the extremely low permeability of the
Draupne shale, it should be noted that, even though the

externally controlled confining pressure and liquid pres-
sure were kept constant, the actual pore pressure inside
the rock sample was likely to have increased during the
experiment. Experimental data suggesting a Skempton A
value of around 0.3 [37] are provided in the Supplemen-
tal Material (Text S4) [36]. These considerations imply
that, at failure, the effective confining pressure was prob-
ably lower than the values provided by the pore-pressure
transducers.

D. Digital volume-correlation analysis

DVC was performed using the open-source software
Tomowarp2 [29], which, through interpolation methods,
returned the incremental 3D displacement field, u(r,t),
between subsequent pairs of tomograms. For most of the
DVC calculations, the chosen region of interest was fully
contained within the rock sample to suppress disturbing
features from the jacket (rubber sleeve) and irregulari-
ties on the surface of the sample. An example of DVC
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analysis performed for the full field of view is provided
in the Supplemental Material [36]; the displacement fields
of both the shale sample and the polymer sleeve are
visualized in Fig. S4.

The DVC spatial resolution is necessarily inferior to
the CT’s raw-data resolution, depending on the chosen
node spacing. Technically, both the node spacing and
the correlation window size are known to strongly influ-
ence the magnitude of the strain estimated by the DVC
algorithm [28]. The local correlation between the two
datasets is quantified with a correlation coefficient rang-
ing from 0 (no correlation) to 1 (full correlation) [29]. We
used a node spacing of 20 voxels (130 μm) with a cubic
correlation window of 10 voxels in size length [volume of
(65 μm)3]. These parameters were kept fixed for all the
calculations and were selected following tests to investi-
gate their influence on the resolution; see the Supplemental
Material (Text S3) [36]. An outcome of these tests is that
we consider, consistent with previous reports [31,38], the
obtained displacement and strain fields to be quantitatively
reliable only for comparisons between different regions
and times within the sample, while the absolute strain
values are much more uncertain.

From the series of 3D displacement fields, the incre-
mental second-rank three-dimensional strain-tensor field,
ε(r,t), was calculated, revealing the changes that occurred
within the time interval between the acquisitions of the
pair of tomograms used in the calculation. The tomograms
used for the DVC calculations were chosen at regular inter-
vals of the macroscopic axial strain, specifically about
0.002, which corresponded to an LVDT increment of about
20 μm. We denoted a DVC time point as, for example,
ix(44,45), which signified that the ninth pair of tomograms
used in the DVC calculation were acquired with the first at
a differential stress of 44 MPa and the second at 45 MPa.
The enumerated pairs of tomograms used for the DVC
analysis can be read from Fig. 2 and Table S1 within the
Supplemental Material [36].

III. RESULTS

A. Macroscopic stress and strain

The macroscopic stress-strain behavior in stage A of
the shale sample is shown in Fig. 2. As indicated by
the straight line, we observed essentially linear behav-
ior during loading up to σzz = (39 ± 2) MPa, followed by
an increasing ductility when approaching the peak stress.
After the peak stress was reached, the stress dropped
rapidly, and the curve became nearly horizontal. Because
shales are highly anisotropic, their mechanical properties
will vary with the orientation of the shale bedding planes
relative to the core axis [39,40]. Prior to the linear regime
of the stress-strain plot, i.e., in stage O, we observed an
initial nonlinear response (not shown in Fig. 2), which

i ii iii iv v vi vii viii ix x xi xii xiv xv xviii

xvii

xvi

FIG. 2. Differential compressive stress, σzz , plotted as a func-
tion of axial strain, εzz , during the experiment. Superposed
straight gray line suggests an almost linear stress-strain relation-
ship for axial strain levels <0.01. Vertical dashed red line gives
the approximate yielding point, and green arrow indicates the
peak stress at failure. Roman numerals give the DVC time-step
intervals, with i–xv corresponding to stage A in Fig. 1.

could be ascribed to fine adjustments or shifts of the spec-
imen in the rig and the closing of preexisting cracks and
pores in the sample under increasing stress. The ostensible
interpretation of the stress-strain data in Fig. 2 is that the
shale rock exhibits linear elastic behavior. The maximum
axial strain, εzz, consistent with such pseudoelastic behav-
ior, as judged from the macroscopic stress-strain curve
in Fig. 2, would be about 0.011 ± 0.001. Estimating the
mechanical properties of the sample from the pseudolinear
portion of the stress-strain curve, using a linear fit, sug-
gests a Young’s modulus of E = (3.6 ± 0.2) GPa. While
this estimate correlates well with reported values obtained
for uniaxial compression tests on Draupne shales [40], we
demonstrate in the following analysis that this apparently
elastic behavior arises despite a series of small, perhaps
irreversible, deformation events.

The yield point, defined as where the stress-strain curve
starts to deviate from the linear fit, was at a stress level of
about 70% of the maximum σzz (Fig. 2). Beyond this point,
the common interpretation [15,17,30,41,42] is that perma-
nent and irreversible deformation and cracks develop in
the sample, initially located at soft spots or other defects.
These intermittent deformations are generally thought to
localize and to grow stably as additional stress is added
to reach the overall failure of the sample. Note that, with
the resolution of this µCT experiment, these microscopic
deformations cannot be seen directly, as they are smaller
than the voxel size. The approximate onset of the unstable
crack growth in the sample is indicated by the green arrow
in Fig. 2, occurring within 97% ± 2% of the maximum
differential stress.
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B. Direct µ-CT observations

Selected views of the sample, before and after the devel-
opment of the macroscopic primary fracture across the
sample, are provided in Fig. 3. This large macroscopic
fracture extending laterally throughout the whole sample
developed near the upper piston and was aligned predom-
inantly along a plane with an inclination angle of 38° ± 3°
with respect to the direction of maximum compressive
stress, σzz (i.e., the cylinder axis z). Cross sections of the
reconstructed tomograms reveal the presence of natural
fractures in the shale sample at low axial stress [Figs. 3(a1)
and 3(b1)]. The majority of microcracks and pores in
Draupne shales are at the submicron scale [5], and con-
sequently, below the spatial resolution of these images.
Natural fractures were found at several locations in the
sample. The same location in different scans was chosen
for comparison [Figs. 3(a1)–3(d1)], carefully correcting
for the length of the sample gradually being shortened dur-
ing the experiment. With increasing σzz, natural fractures
initially present at different positions in the sample were
observed to close, in agreement with reported observations
of stress-induced closing of preexisting cracks and pores in
shales and other sedimentary rock systems [40].

Preceding stage B, the sample fractured, and the two
portions of rock were observed to behave as two rigid bod-
ies sliding on top of each other [Figs. 3(c2)–3(d2)]. The
differential stress was then maintained at 8 MPa until the

end of the experiment. Close inspection of Fig. 1(b) also
reveals that the specimen, in fact, expands in the axial
direction (εzz decreases) slightly during the first minutes
after failure, which is a hallmark of (semi)brittle failure
[43]. The sample expansion was also observed in the DVC
analysis (data not shown). During the later parts of stage B,
the (small) strain events present are located mainly along
the fracture plane and at the top and bottom regions of the
sample.

C. Microscopic displacement field

To study the microscopic deformation processes
towards sample failure, the incremental displacement vec-
tor field, u(r, t), was obtained by DVC, and is visualized in
Fig. 4. The 3D displacement field, u(r, t), gives a micro-
scopic view of deformations within the sample. Upon
comparing the time steps from v(21,25) up to x(45,47),
the initially homogenous deformation field develops via a
rotation-rich state into a highly complex state, signifying
sample fracture. It is clear from Fig. 4(a) that nonhomoge-
nous deformations are present at least from ix(44,45), and
a sliding block is seen for xvii(13,8) onwards, similar to
that reported for other rocks like sandstone [43]. Note the
clear shear zone seen across the fracture in Fig. 4(b), with
displacements in opposite directions. The local deforma-
tion field is homogeneous within the blocks, revealing their
rigid nature. The displacement field, u(r, t), both in 3D and

(a1)

(a2)

(b1) (c1) (d1)

(d2)(b2) (c2)

2 mm

x y

z

Induced

fracture

Shale

10 MPa36 MPa4 MPa0 MPa
Jacket

Natural Natural
fracture fracture

Liq.

2 mm

FIG. 3. Selected µCT tomograms of the shale sample (a),(b) before (stage A) and (c),(d) after (stage B) sample failure with the
formation of an induced primary fracture spanning across the sample. Top row shows cross sections perpendicular to the core-sample
axis; all are obtained at the same axial location at 1.6 mm from the bottom of the sample, showing the closing of preexisting natural
fractures upon increasing differential stress, σzz . Natural fractures seen in the sample (here), as indicated by the red arrows in (a1),(b1)
have closed at the higher stress states in (c),(d). Bottom row gives 3D perspective views of the specimen at the same states as in
(a1) – (d1), clearly revealing the induced macroscopic primary fracture after failure.
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for central 2D axial cross sections, for all the time steps,
are shown in Figs. S5 and S6 within the Supplemental
Material [36].

Immediately before failure, a pronounced rotational
strain state was observed, cf. xiii(39,38). Rotational strain
about an axis perpendicular to the applied stress is a
known mechanism associated with linear elastic fracture
mechanics [30,44], but we are not aware of earlier reported
similarly clear microscopic 3D data showing this effect in
rocks. To better appreciate this rotational feature, a mag-
nified view is provided in Fig. 5 and a series of cross
sections are provided in Fig. S9 within the Supplemental
Material [36].

D. Irreversibility in the initial linear phase and strain
localization near failure

The von Mises equivalent strain, εeq, was calculated
from the displacement field, u(r, t), obtained from DVC
(Supplemental Material, Text S1 [36]). The von Mises
strain indicates the presence of deviatoric strain. The time
series provided in Fig. 6 clearly demonstrates nonpersis-
tent strain localizations appearing at disparate positions
across the sample, but these have not been previously
reported from experimental observations over numerous
time steps, as seen here. We observe the progressive devel-
opment of incremental strain localization within the spec-
imen and localization of the strain before the formation of
the macroscopic specimen-spanning fault.

The primary shear band that localized along the fracture
plane was consistent with reported observations of shear
banding and localization in clays and other granular mate-
rials [30,45,46]. Besides this primary shear band, we also
observed local shear strain that was concentrated along
less-pronounced secondary shear bands. These secondary
shear bands are temporary nonpersistent modes of localiza-
tion, that is, localized high-strain regions, which form and
eventually disappear, as observed in the specimen during
the early loading stage of the test.

The first images in the top row of Fig. 6 show the influ-
ence of intermittent deformation events on the von Mises
incremental strain field. This behavior is consistent with
stress-induced stabilization of the specimen and the clos-
ing of preexisting fractures, as previously mentioned. The
evolved structure of the von Mises strain distribution after
point xiv qualitatively matches the major fracture directly
observed in the tomograms, cf. Fig. 3. Figure 6(b) high-
lights the presence of secondary fractures in the sample.
The presence of von Mises strain [Fig. 6(b)] surrounding
the major fracture can be attributed to the slipping of the
top section of the sample over the bottom section after
fracturing.

The incremental volumetric strain field, εV = �V/V, was
calculated from the incremental strain tensor as described
in the Supplemental Material (Text S1 [36]). This field

reveals the magnitude of local dilatancy (positive values;
�V/V > 0) and compaction (negative values) in the sam-
ple. The evolving distribution of the incremental strain
quantified by DVC revealed that high magnitudes of com-
paction, dilation, and von Mises strain were localized
along the fracture (Figs. 6 and 7). In Fig. 7, a series
of selected states of the time evolution of the εV field
in the sample are shown. We observed the presence of
intermittent compaction events throughout the sample that
eventually localized to form the major fracture and a sim-
ilar localization pattern was seen for the local dilation.
These intermittent density changes are understood to be
caused by the presence of weak zones in the sample and
are also likely to be related to the closing of preexisting
fractures or voids, as exemplified in Fig. 3. DVC analy-
sis also identified secondary fractures that were difficult to
discern directly in the tomograms, see, e.g., xv(36,36) in
Fig. 7. These secondary fractures were observed to sta-
bilize and eventually localize along the major fracture.
The significant strain seen near the upper and lower ends
of the sample was caused by direct contact with the pis-
tons. Analysis of the strain evolution in the shale demon-
strates that the deformations were occurring in the sam-
ple throughout the apparently linear-elastic loading stage,
while strain localization was only observed in the last few
time steps before macroscopic failure. Judging from Fig. 7,
strain localization took place around time steps x–xii, i.e.,
slightly preceding or coinciding with the peak stress.

The spatially averaged volumetric strain and von Mises
strain are plotted as a function of time in Fig. 8, thus
providing a link between the microscopic and macro-
scopic behavior of the sample. Point 1 represents the
minimum value for the mean volumetric strain, defined as
the dilation-initiation point, with a stress, σzz, of 18 MPa,
about 40% of the failure stress. This point indicates com-
paction of the sample, as the volumetric strain is negative,
which we interpret as the closing of preexisting microc-
racks and collapse of pores throughout the specimen. This
interpretation is supported by the results of Fig. 3 where
closing of the preexisting natural fractures can be directly
observed in the CT images. After point 1, the mean volu-
metric strain increased rapidly. In the time between points
1 and 2, small deformations dominated by rather local-
ized dilational strains, as observed with the DVC analysis,
took place. These deformations could be due to natu-
ral heterogeneity, whereas sample shifts are excluded, as
they would have been readily observed in the experimen-
tal data. The fact that the loading curve resumes its steep
upward trend, and that no substantial localization happens
until after xi(47,46), emphasize that these are small-strain
(�0.01) events. We interpret these localized strain dila-
tions as small inelastic (destructive) events. While time
constraints during the experiment barred the performance
of unload-reload cycles, such testing has been done on
other samples of the same shale material (cf. Fig. S10
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of xvii(13,8). Bold black arrows are guides to the eye that represent the overall movement in the sample. Color coding represents the
correlation coefficient of the DVC analysis, with the prevailing red representing high correlation, indicating a reliable analysis.

within the Supplemental Material [36]), showing stress-
strain behavior consistent with inelastic deformation. Note
also that, while inelastic deformations would generally be
expected to weaken the sample, in the compression test
reported here, such weakening might be hard to detect; in

other words, the stress-strain curve might still stay close to
linear, as observed, after minor local compaction events.
For stage B, we observe that the partitioning of strain
between dilation and compaction remains almost constant
with time.
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FIG. 5. Axial cross sections showing the state of the sample immediately prior to failure, at σzz = 39 MPa. (a) CT raw-data cross
section. Some ring artefacts from the CT reconstruction can be seen (red arrows), and the nascent fracture is indicated by white arrows.
Rectangle indicates the region of interest used for the DVC analysis. (b) Displacement field obtained from DVC interval xiii(39,38).
Note the rotational nature of the displacement field, as highlighted by the two black arrows pointing to two centers of rotation on the
footwall side of the inclined fault. (c) Corresponding von Mises equivalent strain. Viewing angle is specifically chosen to highlight the
circular strain state in (b).

Fracture coalescence likely produces the increasing dila-
tion observed at point 2. This point occurred at a dif-
ferential stress, σzz, of 28 MPa, which was about 61%
of the failure stress. Once the volumetric strain crossed
zero to positive values, the volumetric strain continued
to rise, perhaps due to the release and redistribution of
the strain energy. It is reasonable to assert that, at this
stage, the microcracks grow rapidly and eventually coa-
lesce into a larger fracture. We observe two time steps
with averaged millistrain values of >0.5, as indicated by
points 3 and 4 in Fig. 8, following major drops in the axial
stress.

IV. DISCUSSION

Motivated by the prospect of CO2 and H2 storage in
abandoned oil and gas reservoirs in the North Sea, the
experiment reported here contains several results that are
of particular interest. Until recently, CO2 has mainly been
stored in saline aquifers, which are large layers of per-
meable sandstone filled with brine. The resident brine is
displaced by CO2 during injection. The extent of these
reservoirs helps maintain the final fluid pore pressure at a
level not too high compared to what it was before injection.
To maximize the injected mass, CO2 is preferably kept in
its supercritical phase. Consequently, for the temperature
expected after compression and given some heating at the
well head, the reservoirs considered should be deeper than

700 m. For depleted (abandoned) oil and gas reservoirs,
the depth is typically more than 2 km below the seafloor,
which roughly corresponds to a pore pressure of >20 MPa
and vertical stress of >40 MPa for the reservoir, consid-
ering an average material density of >2000 kg/m3. H2
storage will be in gaseous form and will rely mostly on
abandoned fields, with smaller volumes needed compared
to CO2. Consequently, there is no particular depth require-
ment, except that several caprock and overburden barriers
should be present to prevent leakage. Since most North Sea
production fields are 2–5 km below the seabed, H2 will be
stored at these depths with the same pressure and stress
values as noted above.

Since we are discussing the overlying shale caprock in
this article, the stress values could be slightly lower (the
Draupne core was obtained from around 1970 m depth).
Additionally, for the experiments reported here, we had
to consider the admissible pressure ranges of the HADES
cell and the precision in maintaining the pressure at differ-
ent levels. Relevance for natural climate solutions was our
primary concern in these tests, and we tried to mimic pres-
sure conditions, while, at the same time, working within
the time limits of the allotted time slot at the synchrotron,
which dictated the maximum permissible peak stress and
the minimum strain rate for reaching peak stress. These
constraints enforced some compromises, as ideally one
would prefer the pore pressure not to increase too quickly
during the stress changes for these low-permeability rocks.
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secondary features with significantly lower strain (blue) are also seen. Note that εeq values of zero are rendered as transparent.

From knowledge of the permeability, the pressure diffu-
sion time can be estimated, assuming an incompressible
pore fluid [47]. In designing such triaxial tests, one can
adopt two paths: either (i) use the net stress principle, i.e.,
that failure occurs in the rock when the stress-pore pres-
sure exceeds the strength limit, and thus, one can lower

the applied pore pressure relative to the in situ value; or
(ii) try to operate as close to in situ conditions as possible.
We chose the second approach, moderated by the above
constraints.

A conceivably critical observation in our study is that
the apparently linear stress-strain curve in fact contains
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FIG. 7. Perspective visualizations of the volumetric strain evolution in stage A. Images are split into pairs to show the spatial
distribution of compaction, εV < 0 (left, blue), and dilation, εV > 0 (right, red). Blue isosurfaces represent incremental compaction εV
in the range (−0.6, −0.005), and red isosurfaces are dilative incremental εV in the range (0.005, 0.6), with ranges chosen to highlight the
dynamics. Gray shaded cylinder outline is an idealized (truncated) representation of the region of interest used for the DVC analysis.

a series of intermittent minor strain events taking place
at random locations within the specimen. As elabo-
rated below, we have reason to believe that these strain
events are irreversible and destructive. Arguably, the
Young’s modulus could thus be somewhat higher than that
prescribed by the straight line in Fig. 2, perhaps by a fac-
tor of 2–5, as suggested by the smaller irregularities of
the curve. It is widely known that shales are highly brit-
tle, and the yielding point indicated in Fig. 2 could be an
unrealistically high stress value. Specifically, the value of
(39 ± 2) MPa should not be interpreted as the maximum
stress the Draupne shale sample can endure elastically.
Furthermore, the apparently random locations of the inter-
mittent events observed in the strain evolution indicated
that the specimen was highly uniform; otherwise, one
might expect the strain localization and subsequent failure
to be confined to the weakest region of the sample.

Supported by the experiments, we argue that, despite
the linear stress-strain curve up to semibrittle failure, irre-
versible damage occurs in the rock, and we cannot qualify
this behavior under initial loading as being linear elas-
tic. This quite intriguing observation can be addressed if
we compare the strains incurred in the sporadic events
shifting location to expectations given the known small-
est elastic moduli of the mineral constituents of grains
and grain cement, as well as clay stacks, as a function
of stress increments over the time lapse for DVC. We

have also seen this linear behavior in other shales, where,
invariably, if unload-reload loops are incorporated into the
triaxial test, the unload slope is steeper than the master load
slope (see also Fig. S10 within the Supplemental Mate-
rial [36]). We note, of course, that this response is very
different from that of a typical metal-bar elongation test,
which exhibits a plastic yield point, then work harden-
ing or softening until peak stress-associated failure. The
observed behavior is indicative of two related phenom-
ena: (1) the presence of a mixture of recoverable (elastic)
and irreversible (plastic, damage) deformation upon load-
ing, where unloading reveals plastic deformation; and (2)
the master loading curve is characterized by “fresh” grain-
bond destruction events that are self-similar in the sense
that new small regions of intact rock get damaged as the
axial stress is increased, and therefore, the same straight
slope is observed.

The highly rotational strain state observed in 3D imme-
diately prior to failure was not previously reported in
microscopic rock studies but has been well described intu-
itively and theoretically [44]. Our study gives detailed
and important insights into the failure of a comparably
minute piece of shale from the Draupne formation, trigger-
ing the questions of representativity and upscaling. This
consequence of limited synchrotron access is likely to be
reduced in the future, as experiments that are feasible in
university laboratories keep evolving at a rapid pace.
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(a)

(b)

FIG. 8. Strain evolution spatially averaged over the entire
sample. (a) Volumetric strain (red circles) and axial stress (blue
squares) plotted as a function of elapsed time. Point 1 marks the
initiation of dilation, point 2 is the initiation of microcracks, and
points 3 and 4 indicate large incremental volumetric-strain-drop
events. (b) von Mises equivalent strain.

V. CONCLUSION

Here, we studied how a shale caprock sample was
brought to failure under reservoir conditions. Specifically,
a Draupne shale sample was investigated through triaxial
testing monitored by synchrotron-based microcomputed
tomography and digital volume-correlation analysis. We
described quantitatively the sample evolution towards fail-
ure. Most importantly, we provided data indicating that
the initial linear stress-strain phase contained irreversible
deformations. The onset of failure occurred by an increase
of dilation and a pronounced high-shear state, as previ-
ously reported for Green River shale [31]. Tracking the
evolution of the 3D incremental displacement field in the
sample (Fig. 4), we observed early nonhomogenous defor-
mations, including intermittent strain clustering at appar-
ently random locations. After fracture, a sliding-block
mechanism was observed. By following the evolution of
the volumetric and von Mises strains, the temporary local-
ization that occurred in the sample prior to the formation of

the macroscopic fault was revealed. The creep observed on
this macroscopic fault indicated that the slow deformations
in the shale could be related to the slip on the surface and
not only to bulk creep. This study also revealed the pres-
ence of the secondary fracture networks that connected to
the system-spanning fault in the sample at different stages
of the experiment; these features are important to under-
stand the failure of shales and have not previously been
reported. The experimental and analysis techniques pre-
sented herein reveal the local mechanics in the Draupne
shales and can further be applied to understand the stability
of these rocks for applications like CO2 sequestration.
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Table S1. Experimental details and steps used for digital volume correlation (DVC) calculations. 

 

 

No.  Stage Time (min) 

(minutes) 

Differential stress (MPa) 

(MPa)  

(used for DVC) 

Axial strain  

(milli strain) 
Initial final Initial final Initial final 

i  A 342 364 0 4 0 1.12 

ii  A 364 390 4 10 1.12 2.64 

iii  A 390 412 10 15 2.64 4.24 

iv  A 412 440 15 21 4.24 5.7 

v  A 440 474 21 25 5.7 7.52 

vi  A 474 506 25 36 7.52 9.97 

vii  A 506 522 36 41 9.97 10.79 

viii  A 522 530 41 44 10.79 12.27 

ix  A 530 537 44 45 12.27 13.4 

x  A 537 544 45 47 13.4 14.36 

xi  A 544 550 47 46 14.36 15.23 

(Peak stress) 

xii  A 550 564 46 39 15.23 16.85 

xiii  A 564 571 39 38 16.85 19.28 

xiv  A 571 578 38 36 19.28 20.48 

xv  A 578 623 36 36 20.48 21.68 

xvi  B 623 657 36 13 21.68 21.23 

xvii  B 657 670 13 8 21.20 21.16 

xviii  B 670 676 8 8 21.16 21.25 
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Text S1. Incremental Strain Calculation 

 

To characterize the evolving incremental strain in the sample, the displacement fields u(r) obtained from 

DVC were used. We calculated the changes in the local volumetric and shear strain with the following 

standard formalism of incremental strain theory [1].  

 

The displacement gradient tensor is defined as /i ju x =  u and can be reformulated as 

 

 
1 1

( ) ( )
2 2

j ji i i
ij ij

j j i j i

u uu u u

x x x x x
 

   
 = = + + − = +

    
u .   (1) 

 

The incremental strain tensor ij represents the symmetric part of u , which thus has six independent 

components: 
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The antisymmetric tensor ij accounts for the rotational part of u and has three independent 

components:  
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0 0
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j i
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.     (3) 

 

The incremental strain tensor  can additionally be decomposed into a deviatoric part e and an isotropic 

volumetric part, as e =  – 1/3·tr()I or, in tensor notation, eij = ij – (11+22+33)ij/3. The infinitesimal 

strain tensor  is real and symmetric and, therefore, has three real eigenvalues or principal strains 1, 2, 

and 3, with corresponding orthogonal eigenvectors. The principal strain directions are those where there 

is no shear strain. The eigenvalues 1, 2 and 3 denote the principal strains and give the elongations in 

the principal directions. The algebraically largest, middle and smallest eigenvalues are called the major, 

intermediate, and minor principal strains, respectively [1]. The volumetric strain V is the relative 

incremental change in volume, i.e., the change in the volume divided by the original volume, defined as 

 

11 22 33 1 2 3( ) / tr( )V f i iV V V      = − = = + + = + +ε ,     (4) 

where Vi and Vf denote the initial and final volumes, respectively.  

To describe the evolution of incremental deviatoric strain, we chose to use the von Mises equivalent 

strain, defined as 

 

 2

2 4
:

3 3
eq Y = =e e ,        (5) 

2 2 2 2 2 2

2 11 22 33 12 23 13

1
( 2 2 2 )

2
Y e e e e e e= + + + + + .      (6) 
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Text S2. Principal Strain Analysis 

  

 
 

FIG. S1. Principal strain analysis. Distribution of the magnitude of the major principal strain and the 

corresponding vector directions obtained from the DVC analysis at different loading steps. The 

maximum principal strain vectors oriented upwards along the z-axis are shown in black and vectors 

pointing downwards are shown in orange. Time steps: (a) Stage A #v(21,25), (b) Stage B #xiv(39,38), 

(c) Stage B #xv(38,36), and (d) Stage B #xvii(13,8). 

 

The principal strain is a useful quantity for extracting the key features from the strain field, readily 

extracted by eigenvalue analysis (see text S1). In Fig. S1, we visualize the projection of the maximum 

principal strain vectors onto the z-axis to reveal the direction of the dominant strain component in the 

sample. At the beginning of the compression test, high strain values were observed near the upper end 

of the specimen, with a majority of the principal strain vectors pointing downwards, caused by the 

pressure exerted by the upper piston on the sample. For time steps closer to the peak stress, the maximum 

principal strain distribution localizes along the fractures. A closer look at the directions of the principal 

strain vectors reveals the relative slipping of the parts for both the main and secondary fractures.  
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Text S3. Effect of Node Spacing on the Calculated Incremental Strain Magnitudes 

 

To study quantitatively the effect of the node spacing on the calculated incremental strain magnitude, 

DVC analysis was also performed for a set of finer node spacings. We selected a range of node spacing 

from 4 voxels to 24 voxels and the correlations windows were also changed so that there was no overlap 

between the adjacent correlation windows, cf. Fig. S2. 

 

 

 
FIG. S2. Influence of the node spacing on the DVC strain for time step #xvii(36,13). (a) The spatial 

distribution of V across the fracture plane. The dilational strains are plotted in red for values (0,0.009) 

and yellow (V > 0.009). The compactional strains are shown in blue for values (0, -0.009) and cyan (V 

< -0.009). (b) The change in the V strain values averaged over the sample as function of node spacing. 

(c) von Mises equivalent strain eq  as function of node spacing. The solid lines in (b) and (c) are guides 

to the eye. 

 

The results indicate that the strains are dependent on the node spacing used for the DVC calculation. 

Based on this study, we conclude that only higher local strains are detectable using small enough node 

spacings. The strain magnitudes are seen to increase rapidly with a decrease in the node spacing. The 

physical interpretation of this behavior is that for larger node spacings, lower strains are expected 

because rapidly varying shorter-ranged strain values tend to cancel when averaged over larger volumes. 

Similar consistent observations have been reported for other sedimentary rocks and for bone related 

studies [2,3]. If the ambiguity in selecting the node spacing renders the absolute values of the strain 

fields imprecise, we have chosen a node spacing of 20 voxels for which slightly larger (25 voxels) or 

smaller (15 voxels) windows would give similar results. 
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Text S4. Skempton A Coefficient 

 

Triaxial experiments on other samples from the same borehole core where the sample for the CT 

triaxial test was taken are shown in Agofack et al. [4]. Mohr cycles at failure are given in Figure S3, 

displaying the shear stress as function of the effective normal stress. Each half-cycle has a diameter 

equal to ax' - conf' and is centered at (ax' +conf')/2 (indicated with dots on the 1st -axis of the figure 

with the sample color). ax'  ax - pore and conf'  conf - pore are effective axial stress and effective 

confining pressure. conf is the confining pressure, ax and pore are the axial stress and pore pressure at 

failure, respectively. The maximum shear stress is ax'  (ax - conf)/2. The dashed line indicates a likely 

failure envelope. The diameter of the cycle represents the maximum of the deviatoric stress for a giving 

effective confining pressure. 

 

 

 

 
FIG. S3. Mohr cycles from triaxial experiments on Draupne shale samples from the same core where 

the sample deformed in the present study was extracted. Adapted from experiments presented in [4]. 

 

During the deviatoric phase (where the confining pressure is kept constant and the axial stress is 

increased), the pore pressure changes. This variation of the pore pressure with the deviatoric stress is 

related to a coefficient called Skempton A, defined by pore  A(ax - conf). From the experiments 

presented above, this coefficient is in the range (0.29, 0.48) [4]. 
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FIG. S4. DVC displacement fields for the full measured field of view, for DVC step #xviii(8,8), during 

which some slip occurred on the main fault. (a) Representative tomogram lateral cross section, where 

the region inside the yellow dotted circle contains the shale sample, the region between yellow and red 

lines the rubber Viton® sleeve, and the region between blue and red lines contains the oil providing the 

confining pressure in the cell. (b)-(f) The displacement fields from DVC calculations. 
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FIG. S5. Perspective visualization of the 3D displacement field u(r,t) for all DVC time steps #i - #xviii 

for the full sample. Note the significant deformation of the sample in #xiii(39,38) just before failure. 

The correlation coefficient indicates the reliability of the DVC result. 
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FIG. S6. Central axial slice of the displacement field u(r,t) for all the DVC steps. 
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FIG. S7. Time evolution of the compaction (blue) and dilation (brown) during stage B, where the 

differential stress σzz was maintained constant. The blue isosurfaces represent incremental compaction 

V in the range (-0.6, -0.005) and the red isosurfaces are dilative incremental V in the range (0.005, 0.6). 

The evolutions of the compaction and the dilation for stage B occur between 675 and 940 minutes 

(Figure 1). 
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FIG. S8. Time evolution of the von Mises strain during stage B. The von Mises strain concentrates 

predominantly along the fracture plane of the sample and is essentially constant and low to the end of 

the experiment. The evolutions of the shear band for stage B occurred in the time intervals (in minutes) 

indicated for each subfigure. Note that eq values of zero are rendered as transparent. 
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FIG. S9. Multi-slice view of the displacement field obtained for DVC time step #xiii(39,38). Parallel 

axial slices with a separation of 0.8 mm as sketched in the bottom figure are presented. Note that the 

rotational strain state extends through the entire sample. 

2 mm
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FIG. S10. Complementary triaxial tests. a) Draupne shale with a single unload-reload loop, showing a 

steeper slope in the axial stress-strain domain. b) Castlegate sandstone at 2 MPa confining stress 

incorporating three unload-reload loops, showing steeper slope in the axial stress-strain domain. Note 

the hysteresis seen in both cases. 
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Despite the abundance of shales in the Earth’s crust and their industrial and

environmental importance, their microscale physical properties are poorly

understood, owing to the presence of many structurally related mineral phases

and a porous network structure spanning several length scales. Here, the use of

coherent X-ray diffraction imaging (CXDI) to study the internal structure of

microscopic shale fragments is demonstrated. Simultaneous wide-angle X-ray

diffraction (WAXD) measurement facilitated the study of the mineralogy of the

shale microparticles. It was possible to identify pyrite nanocrystals as inclusions

in the quartz–clay matrix and the volume of closed unconnected pores was

estimated. The combined CXDI–WAXD analysis enabled the establishment of a

correlation between sample morphology and crystallite shape and size. The

results highlight the potential of the combined CXDI–WAXD approach as an

upcoming imaging modality for 3D nanoscale studies of shales and other

geological formations via serial measurements of microscopic fragments.

1. Introduction

Shales, the most abundant sedimentary rocks in the Earth’s

crust, are typically made up of clay microparticles and silt-size

mineral grains. Characterized by extremely low permeability

in the range of tens of nanodarcys (10�21 m2), shales act as

sealing caprock for oil and gas reservoirs over geological times

(Neuzil, 2019; Vialle et al., 2019). As such, shales are utilized in

carbon capture and storage (CCS) (Bourg, 2015), groundwater

remediation (Ingebritsen et al., 2006) and storage of nuclear

waste (Neuzil, 2013). As pointed out by Bourg (2015), these

technologies which rely on shales can potentially contribute

up to 70% of the global CO2 reduction efforts required to limit

atmospheric CO2 in coming decades (Pacala & Socolow,

2004). The characterization of morphology and the porous

structure of shales is a challenging task because of the inherent

structural heterogeneity and complex mineralogy (Ma,

Fauchille et al., 2017). Although studied for many years, the

structure–property relationship for shales remains elusive

(Bourg, 2015; Dayal, 2017; Leu et al., 2016; Schultz et al., 1980),

which poses serious engineering problems, e.g. for their use as

a source rock or as a low-permeability barrier material.

The physical properties of shales are dependent on the

grain size, mineralogy, porosity and permeability. Knowledge

of the internal structure is essential to the understanding of

fluid transport and storage mechanisms in shales. The

presence of hydrocarbons in the subsurface is a direct conse-

quence of the low permeability of shales over the reservoirs,
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trapping the hydrocarbons there despite the buoyancy forces

tending to make them migrate to shallower layers. The low

permeability of shales is sought after for containment of CO2

(Vialle et al., 2019) or nuclear waste sequestration (Neuzil,

2013). However, many shales have a total porosity above 30%,

comparable to permeable sandstones (Horsrud, 2001). It

follows that pore connectivity and pore-size distribution are

important for the macroscopic permeability properties. The

transport properties must therefore be determined by

considering the pore structure at the smallest scale, in the clay-

rich areas where nanometre-scale pores are present (Chen et

al., 2013; Javadpour, 2009). Investigating shales at the shortest

scale is likely to be an important step towards improving

predictive models but it is expensive to obtain correctly

preserved core samples from shale layers. However, the dril-

ling process produces rock fragments called cuttings, which

need to be evacuated from the well and therefore can provide

valuable information on the various geological layers (Brad-

bury et al., 2007). Recently, the interest in using cuttings from

drilling campaigns for obtaining geological information has

seen a revival (Carugo et al., 2013; Klimova et al., 2019;

Stuckman et al., 2019). Some index tests may be performed at

the drill site, when the cuttings are ‘fresh’, meaning that

desiccation has not had time to occur and thus induce cracks.

These tests may include density and porosity estimations,

together with more advanced tests such as continuous wave

technology measurements (Nes et al., 1998) to estimate the

compressive strength of the geological formations.

Pores in shales can vary over length scales from nanometres

to several micrometres and they are distributed hetero-

geneously (Leu et al., 2016). Pores have been reported to be

present in the vicinity of clay minerals or in contact areas

between crystallites of non-clay minerals such as pyrite crys-

tals. The distribution of pores in the shale matrix is related to

mineral orientation (Leu et al., 2016; Zhao et al., 2019). The

anisotropic pore structure in shales leads to anisotropy in flow

and transport properties (Ma et al., 2018). However, the

complex structure of shale with respect to the size, orientation

and location of the minerals and pores at different length

scales makes their precise characterization a challenging task.

Multiscale imaging techniques are often used to study and

assess shale pore structure (Ma, Fauchille et al., 2017). For

example, transmission electron microscopy provides atomic-

scale spatial resolution but with a limited field of view of

several nanometres, while X-ray micro-computed tomography

provides a large field of view (cm) but with a comparatively

poor resolution (mm) (Ma et al., 2018).

Coherent X-ray diffraction imaging (CXDI) is an imaging

approach based on computationally reconstructing images of

the object from far-field (Fraunhofer) diffraction patterns

obtained with a highly coherent X-ray beam (Chapman &

Nugent, 2010). The key advantage of CXDI is that 3D elec-

tron-density maps of the sample can be obtained with a high

spatial resolution as good as 5 nm (Chapman & Nugent, 2010;

Miao et al., 2015; Sandberg et al., 2013). CXDI does not

require a vacuum environment, as is the case in electron

microscopy, and hence reduces the challenges with the sample

degradation. Over the past decade, the CXDI technique has

matured, and it is currently increasingly applied for solving

challenges related to environmental, biological and materials

sciences. For example, structural aspects of coccolithophores

(Beuvier et al., 2019), polymer microcomposites (Skjønsfjell,

Kleiven et al., 2018; Skjønsfjell, Chushkin et al., 2018), vaterite-

to-calcite phase transitions in microparticles (Cherkas et al.,

2017) and 3D phase distribution in an olivine–iron–sulfur

sample (Jiang et al., 2013) have recently been reported. The

recent advances in CXDI so far remain unexploited in

research on shale or other geological formations. A notable

exception is the structural study of sandstones where

ptychographic CXDI was utilized (De Boever et al., 2015).

In this article, we demonstrate the use of CXDI to study the

internal structure and morphology of shale fragments. To the

best of our knowledge, this study is the first application of

CXDI for imaging shales. The mineralogy of the crystalline

shale microparticles was studied simultaneously using wide-

angle X-ray diffraction (WAXD). The combined CXDI–

WAXD methodology has been demonstrated recently using

single-component materials (Chushkin et al., 2019). We

explore the feasibility of the combined CXDI–WAXD

approach as a powerful 3D imaging modality for the study of

multicomponent samples. The use of CXDI, as discussed in the

following, necessitates that the sample sizes are sufficiently

small for successful phase retrieval. This limitation presents

challenges with respect to the general representativity of the

shale samples, but the reported study demonstrates the

applicability of the methodology for understanding the finer

structures expected to be found in shales, related to clay

content and nanoscale features. We propose the combined

CXDI–WAXD methodology as a promising approach to study

environmentally important geological materials at the smallest

scale.

2. Experimental

2.1. Sample

The sample rock used in this study is Pierre Shale I (PS1),

extracted from an outcrop in Colorado, USA (Cerasi et al.,

2017). The main objective of studying PS1 was to understand

its microstructure as part of our ongoing research into its

potential as an analogue for typical North Sea caprock for

CCS operations (Cerasi et al., 2017). Fragments of PS1 with a

size of 2–5 mm were obtained from a core sample by scratching

the sample surface with a scalpel. The microparticles were

then dispersed on the surface of an X-ray transparent Si3N4

membrane (Silson Ltd, 100 nm thickness) under ambient

conditions for the CXDI measurements. Isolated particles on

the membrane surface were selected using an in-line optical

microscope integrated in the beamline. The selected particles

(three in total) were positioned in the centre of the coherent

beam and measured sequentially.

2.2. CXDI–WAXD measurements

The CXDI–WAXD experiments were performed at the

coherent scattering station of the ID10 beamline ‘ID10CS’ at
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the ESRF – The European Synchrotron in Grenoble, France

(Chushkin et al., 2014). A monochromatic 8.1 keV (� =

1.53 Å) collimated (‘pencil shaped’) X-ray beam from a three-

undulator source was used (Skjønsfjell et al., 2016). The

coherent primary beam from an Si(111) monochromator was

selected to 10 � 10 mm (horizontal � vertical, full width at

half-maximum) by rollerblade slits 50 cm upstream of the

sample. Two-dimensional scattering patterns were collected

using a Maxipix detector (516 � 516 pixels) (Ponchut et al.,

2011) with a 55 � 55 mm pixel size placed 5.25 m downstream

from the sample. Correspondingly, the voxel size in real-space

reconstructions is 26.1 � 26.1 � 26.1 nm. The intense direct

beam was blocked by a beamstop which covered the 24 � 24

central pixels, to prevent damage to the detector. A sketch of

the experimental setup is shown in Fig. 1. The scattering

measurements were carried out at projection angles ! ranging

from ��80 to 80� in steps of 0.25� with respect to the normal

of the membrane surface. At each projection angle, a small-

angle scattering pattern was collected on the 2D detector

using an exposure time of 2.0 s. The WAXD patterns were

acquired simultaneously as outlined in previous work

(Chushkin et al., 2019; Wallander & Wallentin, 2017) using a

Mythen 1K 1D detector. The WAXD detector was placed

�45 mm behind the sample and offset �40 mm from the

direct beam trajectory, allowing the small-angle scattered

X-rays to propagate undisturbed to the Maxipix 2D detector.

The Mythen 1D detector has an active area of 50 mm � 8 mm

divided into 1028 channels. The detector covered an angular

range of 15–61� in 2�. For analyses of the WAXD data, the

background was subtracted and the channel number was

converted to scattering angle 2� using the known Bragg peak

positions of a calibration standard Si powder. The angular

resolution was 0.067 and 0.016� at 15 and 61� 2� angles,

respectively. During the tomographic ! scan, the membrane

shadowed the diffracted beam near orientation angles of ! =

2� � 90�, creating a blind range (‘missing wedge’) of �5� in

the WAXD data. Powder diffraction data of a bulk PS1 sample

were collected at the ID15A beamline at ESRF (wavelength

� = 0.248 Å).

2.3. CXDI reconstruction

In CXDI an isolated microscopic object is illuminated by a

plane wave with a transverse coherence length larger than the

object; this results in a speckled diffraction pattern which is

recorded by the detector. The recorded far-field diffraction

intensity (see Fig. S1 in the supporting information for an

example of the diffraction pattern for the studied samples) is

proportional to the square of the modulus of the Fourier

transform (FT) of the electron density of the scattering object

�(r), i.e. I(q) / |F(q)|2. Here, F(q) = |F(q)|exp[�i’(q)] =

FT[�(r)], and q is the scattering vector. Knowledge of the

phase, ’(q), at the detector plane is necessary for retrieving

the real-space image, but the phase information is lost in

diffraction experiments because only intensities can be

measured. However, for coherent radiation, the phase of the

scattered field can be reconstructed using iterative numerical

algorithms relying on appropriate constraints (Miao et al.,

2015, 1999). In reciprocal space, the calculated scattering

amplitude is constrained to equal the square root of the

measured intensity. In real space, a support defines regions

containing nonzero electron density, outside of which the

density is forced to be zero. The initial loose support is refined

using the shrink-wrap algorithm (Marchesini et al., 2003). This

computational phase-retrieval process can be solved by

several known algorithms; in this article, the hybrid input–

output with error reduction algorithm was used (Chushkin et

al., 2014; Fienup, 1982; Miao et al., 2015). The underlying

fundamental principle that allows the phase-retrieval algo-

rithm to converge is that the phase of a 2D or 3D object is

uniquely coded in coherent diffraction patterns that are

sampled at least twice finer than the Nyquist frequency, known

as the oversampling criterion (Miao et al., 1999, 2015; Sayre,

1991). In practice, it requires that the detector pixel size p is

about three times smaller than the size of speckles in the

diffraction pattern. Consequently, to fulfil the oversampling

condition, the sample size, s, is given by s � D�=3p, where D is

the sample-to-detector distance and � is the X-ray photon

wavelength. Hence, in our experimental setup (D = 5.25 m, �=

1.53 Å and p = 55 mm), samples smaller than �5 mm fulfil the

condition for oversampling by giving speckles in the diffrac-

tion pattern that extend over several detector pixels (repre-

sentative diffraction patterns of the three samples are shown

in Fig. S1).

Convergence of the iterative algorithm was reached after

�1000 iterations, and 20 3D reconstructions were averaged to

reduce noise and smooth random high-frequency variations.

The spatial resolution of the final images was estimated using

the phase-retrieval transfer function (PRTF) (Chapman et al.,

2006) shown in Fig. S2. A PRTF value of 0.5 was used as a

criterion to estimate the spatial resolution. Accordingly, we

found 29.6, 36.3 and 55.2 nm resolutions for samples 1, 2 and 3,

respectively. The variation in the resolution is a direct

consequence of the variation in the size of the samples. The

smaller the sample the weaker the scattered signal (Fig. S1)

and hence the poorer the resolution. In our study, sample 1

was the largest and sample 3 was the smallest. The size of the

sample also had an impact on the low-frequency density

variations (see Fig. 2). In the reconstructed CXDI images,

artefacts in the form of over- or underestimation of the elec-

tron densities are present. These artefacts can at least partially
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be attributed to the fact that the scattered intensities near the

direct beam, corresponding to the lowest spatial frequencies,

were not measured in our CXDI experiment (Skjønsfjell,

Kleiven et al., 2018; Thibault et al., 2006). We estimated that

10, 4 and 1 central speckles were missing for samples 1, 2 and

3, respectively. The reconstructed images were processed by

subtracting background noise and setting all negative density

values to zero. Image processing and analyses were carried out

using Tomviz (Hanwell et al., 2019) and Avizo (2018).

Representative scanning electron microscopy (SEM) images

and corresponding energy-dispersive X-ray spectroscopy

(EDS) spectra are shown in Figs. S3 and S4. SEM shows the

surface morphology and does not allow characterization of the

internal porosity and crystalline phase determination. Hence

correlation between CXDI and the SEM images is difficult

and comparison with SEM images does not provide additional

information. CXDI is a reliable imaging modality and has

been demonstrated to be accurate in numerous studies during

the past two decades (Chapman & Nugent, 2010; Chushkin et

al., 2019).

3. Results and discussion

CXDI allows studying the surface morphology of the samples

in addition to their internal porous structure. The 2D electron-

density maps of samples 1–3 depicted in Fig. 2 show the high-

density regions and closed pores (see the white arrows). The

most distinctive feature in sample 1 is the presence of two

spheroidal inclusions, both with a diameter of �200 nm. The

relative electron density corresponding to these inclusions is

about twice that of the rest of the sample, consistent with the

presence of pyrite (FeS2) as the inclusion mineral. Similarly, in

samples 2 and 3, one can identify high-density regions and

pore spaces. Spheroidal pyrite crystals, as in sample 1, were

not observed in samples 2 and 3 but the presence of pyrite can

be ascertained from the WAXD data discussed later. From

Fig. 2 one can also conclude the presence of lower-density

minerals, notably clay minerals and/or organic content in

sample 1. Conversely, in samples 2 and 3, the electron-density

distribution is rather uniform throughout the entire sample,

consistent with the reported presence of quartz, illite, albite or

orthoclase. (See Movies S1–S3 in the supporting information.)

Three-dimensional isosurface renderings (see also Movies

S1–S3) highlighting the pore structures of all the samples are

depicted in Fig. 3. The closed pore volumes are estimated to be

0.31 (5), 0.43 (4) and 0.39 (7) vol.% in samples 1, 2 and 3,

respectively. By ‘closed pores’ we refer to porous structures

enclosed within the 3D structure and thus not connected to

the external sample surface. The spatial distribution of the

closed pores is non-uniform, as the pores are observed to be

localized to certain regions of the sample and they do not

display a connected pore network (Fig. 3). The characteristic

diameter of the observed closed pores, as estimated from the

3D CXDI data sets, varied from 50 to 200 nm.

In shales the presence of closed pores has been observed in

the vicinity of high-density minerals like pyrite, as seen in

sample 2, or within the clay matrix, as in sample 1 (cf. Fig. 2)

(Ma, Fauchille et al., 2017). The pore structure observed here

can be classified as the inter-mineral pores that appear at the

grain boundaries between mineral phases and/or intra-mineral

pores, which are present in agglomerates of minerals such as

pyrite and dolomite (Ma et al., 2016, 2018). However, it is

difficult to classify the pore structure conclusively owing to

challenges in preparing the small and brittle samples, the

inherent inability of CXDI imaging to distinguish between

different mineral phases of similar density, and insufficient

resolution of the data sets.

In order to estimate the mineralogy of the PS1 sample, a

Rietveld refinement (Rietveld, 1969) of the powder diffraction

pattern from bulk samples was carried out using the GSAS-II

software package (Toby & Von Dreele, 2013). The corre-

sponding refinement plot is given in Fig. S5. As seen from

Fig. S5, several Bragg peaks overlap, giving a considerable

uncertainty in the concentration estimate for the low-
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Figure 2
Electron-density cross sections through samples 1–3, highlighting the high-density regions and closed pores. Numerous larger pores connected to the
particle exterior are easily seen.



concentration minerals. The quantitative phase analyses

revealed that the most dominant mineral present in the sample

is quartz, along with clays and feldspar, which is consistent

with previous reports (Kuila & Prasad, 2013; Schultz et al.,

1980). The clay minerals can be identified as illite, kaolinite,

clinochlore and montmorillonite, while the feldspar group is

represented by albite and orthoclase. Minor amounts of pyrite

and dolomite were also identified.

The simultaneously recorded WAXD measurements

provide valuable insights into the minerals present in the

microparticles studied here. Figs. 4(a)–4(c) show polar

diffraction maps with the diffracted intensity plotted as a

function of the 2� angle (radius) and the sample rotation angle

! (azimuth). Figs. 4(d)–4( f) depict the corresponding 1D

diffraction profiles obtained by averaging over !. Indexing of

the Bragg peaks was carried out using these 1D diffraction

profiles. The presence of the quartz 100 diffraction ring is

apparent in samples 1 and 2, as seen in Figs. 4(a) and 4(b). In

sample 1, a coincidentally in-plane wide orientation (with

respect to the Si3N4 membrane) of the (100) plane of quartz is

observed, whereas in sample 2 the corresponding orientation

is uniform but grainier. Other peaks in the diffraction patterns

can be attributed to the clay or feldspar minerals present in

the shale structure. The 111 peak of pyrite can be indexed in

all three diffractograms, confirming the presence of pyrite in

PS1. Although present in trace amounts, the pyrite contained

in the samples can be distinguished by its characteristic

spheroidal geometry (Er et al., 2016; Scott et al., 2009), as seen

in Figs. 2 and 3. The presence of pyrite in the form of clusters

of small crystallites has been reported in other shale speci-

mens using electron microscopy (Ma, Fauchille et al., 2017;

Rodriguez et al., 2014). Figs. 4(g)–4(i) show the corresponding

3D iso-surface renderings of the three samples (see

Movies S1–S3).

Distinct relations between the sample morphology and the

1D diffraction patterns were observed. Sample 1 is composed

of numerous small crystallites with sizes less than 1 mm and

this is manifested in the 1D diffraction pattern as broad peaks.

The broad 100 quartz peak implies the presence of small

quartz crystallites of size �11 nm (as estimated using the

Scherrer formula, Fig. S7) in both samples 1 and 2. The

absence of the characteristic quartz 100 diffraction peak in

sample 3 can be attributed to either (i) the absence of quartz in

the sample or (ii) the presence of only one or a few quartz

crystallites oriented such that no diffraction peaks were

recorded. In samples 2 and 3, the Bragg peaks corresponding

to other mineral phases are sharper owing to the presence of

larger crystallites. In sample 3, large crystallites with sharp

facets are evident in the CXDI reconstruction [cf. Fig. 4(i)].

The complementary information obtained from the 3D

CXDI images and the corresponding WAXD data could be

utilized to study phase information in multiphase objects, and

crystal shape and orientation information. With the current

experimental setup, only a limited quantitative analysis of the

WAXD data could be carried out as the 1D detector covers

only a small solid angle. Moreover, the step size of 0.25� in the

scanned projection angle ! is large compared with the intrinsic

width of the crystallite Bragg peaks. Future experimental

setups will be improved to facilitate correlation between the

3D CXDI images and shape/orientation information of the

constituent crystallites.

The size of the sample in this combined CXDI–WAXD

approach is dictated by the oversampling condition that must

be satisfied for the phase-retrieval algorithm to converge.

Larger samples will give smaller speckles, covering fewer

detector pixels (see Fig. S1). Oversampling can be improved

by increasing the sample-to-detector distance, but the spatial

resolution of the reconstruction will then degrade owing to the

reduced numerical aperture (finite detector size). The

achievable resolution is thus dependent on the sample-to-

detector distance. The recently finished upgrade of the ESRF

(extremely brilliant source, EBS) (ESRFnews, 2017), together

with new large-array pixelated 2D detectors, is expected to

improve these aspects by providing a higher resolution in

three dimensions (<5 nm), a larger field of view (10–15 mm)

and the possibility of time-resolved studies.

It is instructive to compare CXDI with X-ray phase nano-

computed tomography (nanoCT), which also relies on a highly

coherent X-ray beam and offers higher sensitivity than

conventional X-ray computed tomography (Cloetens et al.,

1999; Mokso et al., 2007). While CXDI as described is based on

reconstructing a real-space image from Fraunhofer diffraction
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Figure 3
3D iso-surface renderings of samples 1–3 with the high-density inclusions (only visible in sample 1) and 3D closed pores shown.



patterns, phase nanoCT relies on propagation-based phase

contrast in the Fresnel regime (Cloetens et al., 1999). For the

latter technique, one or more raw images at different focus-to-

sample distances are analysed to numerically retrieve one

optimal image through the Paganin method (Paganin et al.,

2002). NanoCTenables imaging of larger samples of�100 mm,

albeit with a lower resolution of �50–100 nm, as dictated by

the depth-of-field limitation (Tsai et al., 2016), and arguably

with quantitatively less accurate phase contrast as Paganin’s

approach is based on homogeneous single-component samples

(Häggmark et al., 2017; Hehn et al., 2018). For 3D CXDI, the

depth of field is not a concern, because the resolution is

governed by the maximum scattering angle. For samples with

high angles of scattering, the size of the detector limits the

maximum scattering angle and hence the resolution. More-

over, in CXDI sample vibration does not affect the resolution

as the probe is a plane wave. In contrast to nanoCT, CXDI is

more suited for high-resolution imaging of small (<6 mm)

samples where the sample size is limited by the available

sample-to-detector distance.

Another concern is to what extent the samples are repre-

sentative of the larger core sample or, ultimately, of the entire

geological formation. This question includes the arbitrariness

in the sample preparation and selection. Clearly, sample

preparation by focused-ion-beam milling (Trtik et al., 2013)

should be attempted to achieve well defined sample geome-

tries at selected regions of interest. The upcoming larger field

of view (ESRFNews, 2017) will also reduce the current

ambiguities relating to whether the extracted micrometre-

scale samples are in fact grains that are comparatively hard

with respect to the surrounding matrix, and also whether the

pores observed here as ‘open’ are in fact part of larger ‘closed’

pores that represent a weak zone through the material.

With the mentioned upcoming experimental improvements

relating to the EBS source, we envision a measurement

scheme where a large number of rock fragments (say, 101–104)
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Figure 4
(a)–(c) Polar maps of diffraction data with the diffracted intensity plotted as a function of the 2� angle (radius) and the sample rotation angle ! for
samples 1, 2 and 3, respectively. (d)–( f ) Corresponding 1D diffraction data obtained by integrating over !. (g)–(i) 3D iso-surface renderings of the CXDI
reconstruction for samples 1, 2 and 3, respectively.



are sequentially imaged by CXDI in a fully automated fashion

along with precise corresponding WAXD measurements. With

this approach, the different advantages of CXDI and X-ray

diffraction microscopy (Mürer et al., 2018; Poulsen, 2012) will

work together, giving high-resolution imaging with mineral

specificity besides providing information about crystal orien-

tation and interlayer spacing. With these considerations in

mind, we advocate the combined CXDI–WAXD approach as

a promising imaging modality for the nanoscale study of shales

and other complex geological structures.

4. Conclusions

In this article, we have demonstrated the combined use of

CXDI and WAXD to study the morphology, internal structure

and mineralogy of Pierre Shale I. It was possible to directly

localize pyrite nanocrystals as inclusions in the quartz–clay

matrix. The volume percentage of closed pores was estimated

to be in the range of 0.3–0.4%, which corroborates the

reported porosity data for shales (Ma, Taylor et al., 2017). The

combined CXDI–WAXD analysis enabled us to establish a

correlation between sample morphology and crystallite shape

and size. The methodology proposed here opens possibilities

for quantitative geological and petrophysical analyses on small

samples such as drill cuttings, removing the need for large

cores which are seldom taken from caprock shales.

The experimental and the reconstructed data for samples 1–

3 are available freely through the UNINETT Sigma2 reposi-

tory – https://doi.org/10.11582/2019.00044.
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Zontone, F. & Gibaud, A. (2019). Nat. Commun. 10, 751.
Bourg, I. C. (2015). Environ. Sci. Technol. Lett. 2, 255–259.
Bradbury, K. K., Barton, D. C., Solum, J. G., Draper, S. D. & Evans,

J. P. (2007). Geosphere, 3, 299–318.
Carugo, C., Malossi, A., Balossino, P., Galimberti, R., Gioacchini, L.,

Rivolta, F., Previde Massara, E. & Pingitore, F. (2013). Interna-
tional Petroleum Technology Conference, 26–28 March 2013,
Bejing, China. https://doi.org/10.2523/IPTC-17186-MS.

Cerasi, P., Lund, E., Kleiven, M. L., Stroisz, A., Pradhan, S., Kjøller,
C., Frykman, P. & Fjaer, E. (2017). Energy Proc. 114, 3096–3112.

Chapman, H. N., Barty, A., Marchesini, S., Noy, A., Hau-Riege, S. P.,
Cui, C., Howells, M. R., Rosen, R., He, H., Spence, J. C. H.,
Weierstall, U., Beetz, T., Jacobsen, C. & Shapiro, D. (2006). J. Opt.
Soc. Am. A, 23, 1179.

Chapman, H. N. & Nugent, K. A. (2010). Nat. Photon. 4, 833–839.
Chen, C., Hu, D., Westacott, D. & Loveless, D. (2013). Geochem.

Geophys. Geosyst. 14, 4066–4075.
Cherkas, O., Beuvier, T., Breiby, D. W., Chushkin, Y., Zontone, F. &

Gibaud, A. (2017). Cryst. Growth Des. 17, 4183–4188.
Chushkin, Y., Zontone, F., Cherkas, O. & Gibaud, A. (2019). J. Appl.

Cryst. 52, 571–578.
Chushkin, Y., Zontone, F., Lima, E., De Caro, L., Guardia, P., Manna,

L. & Giannini, C. (2014). J. Synchrotron Rad. 21, 594–599.
Cloetens, P., Ludwig, W., Baruchel, J., Van Dyck, D., Van Landuyt, J.,

Guigay, J. P. & Schlenker, M. (1999). Appl. Phys. Lett. 75,
2912–2914.

Dayal, A. M. (2017). Shale Gas: Exploration and Environmental and
Economic Impacts, ch. 1. New York: Elsevier Inc.

De Boever, W., Diaz, A., Derluyn, H., De Kock, T., Van Stappen, J.,
Dewanckele, J., Bultreys, T., Boone, M., De Schryver, T.,
Skjønsfjell, E. T. B., Holler, M., Breiby, D. W. & Cnudde, V.
(2015). Appl. Clay Sci. 118, 258–264.

Er, C., Li, Y., Zhao, J., Wang, R., Bai, Z. & Han, Q. (2016). J. Nat. Gas
Geosci. 1, 435–444.

ESRFnews (2017). No. 77, December 2017, http://cdn.pagelizard.
co.uk/Datastore/iop/ESRFnews/mags/1712.pdf.

Fienup, J. R. (1982). Appl. Opt. 21, 2758.
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Noël, P. B. & Pfeiffer, F. (2018). APL Bioeng. 2, 016105.
Horsrud, P. (2001). SPE Drilling Completion, 16, 68–73.
Ingebritsen, S. E., Sanford, W. E. & Neuzil, C. E. (2006). Groundwater

in Geologic Processes, 2nd ed. Cambridge University Press.
Javadpour, F. (2009). J. Can. Pet. Technol. 48, 16–21.
Jiang, H., Xu, R., Chen, C. C., Yang, W., Fan, J., Tao, X., Song, C.,

Kohmura, Y., Xiao, T., Wang, Y., Fei, Y., Ishikawa, T., Mao, W. L. &
Miao, J. (2013). Phys. Rev. Lett. 110, 205501.

Klimova, A. A., Azarova, S. V., Yazikov, E. G. & Matveenko, A.
(2019). IOP Conf. Ser. Earth Environ. Sci. 272, 022004.

Kuila, U. & Prasad, M. (2013). Geophys. Prospect. 61, 341–362.
Leu, L., Georgiadis, A., Blunt, M. J., Busch, A., Bertier, P., Schweinar,

K., Liebi, M., Menzel, A. & Ott, H. (2016). Energy Fuels, 30,
10282–10297.

Ma, L., Fauchille, A. L., Dowey, P. J., Pilz, F. F., Courtois, L.,
Taylor, K. G. & Lee, P. D. (2017). Geomechanical and Petro-
physical Properties of Mudrocks, edited by E. H. Rutter, J.
Mecklenburgh & K. Taylor, Vol. 454, pp. 175–199. Geological
Society of London.

Ma, L., Slater, T., Dowey, P. J., Yue, S., Rutter, E. H., Taylor, K. G. &
Lee, P. D. (2018). Sci. Rep. 8, 11683.

Ma, L., Taylor, K. G., Dowey, P. J., Courtois, L., Gholinia, A. & Lee,
P. D. (2017). Int. J. Coal Geol. 180, 100–112.

Ma, L., Taylor, K. G., Lee, P. D., Dobson, K. J., Dowey, P. J. &
Courtois, L. (2016). Mar. Petrol. Geol. 72, 193–205.

Marchesini, S., He, H., Chapman, N., Hau-Riege, P., Noy, A., Howells,
R., Weierstall, U. & Spence, J. C. H. (2003). Phys. Rev. B, 68,
140101.

Miao, J., Charalambous, P., Kirz, J. & Sayre, D. (1999). Nature, 400,
342–344.

Miao, J., Ishikawa, T., Robinson, I. K. & Murnane, M. M. (2015).
Science, 348, 530–535.

Mokso, R., Cloetens, P., Maire, E., Ludwig, W. & Buffière, J. (2007).
Appl. Phys. Lett. 90, 144104.
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Figure S1 Representative far-field diffraction patterns for : (a) sample 1 corresponding to sample 

size of ~5µm, (b) sample 2 with size of ~3µm and (c) sample 3 with a size of ~2µm. Sample 1 has the 

strongest scattering signal and smallest speckle size while in sample 3 the scattered signal is weak and 

the speckle sizes are biggest. 

Figure S2 PRTF evaluated from the iterative phase retrieval process for samples 1-3. The positions 

used to estimate the spatial resolution are shown with dotted lines.  



J. Appl. Cryst. (2020). 53, doi:10.1107/S1600576720013850        Supporting information, sup-2 

Figure S3 SEM image and the corresponding EDS spectrum for a ~4µm shale fragment. 

Figure S4 SEM image and the corresponding EDS spectrum for a ~10µm shale fragment. 
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Figure S5 Rietveld refinement plot (top) and the corresponding phase analyses for a bulk sample of 

PS1. The powder diffraction data was collected at the ESRF ID15A beamline.  
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Figure S6  WAXD datasets for samples 1-3 with the sample rotation angle ω (˚) plotted as function 

of 2θ (˚). 

Figure S7 Crystallite size (L) corresponding to the quartz 100 peak at 2θ≈ 21.19˚. Fitting of the 

peak was done in LIPRAS (Web Page: https://github.com/SneakySnail/LIPRAS) using a pseudo-

Voigt peak profile. Peak position and FWHM obtained from the fitting were used in the Scherrer 

formula to estimate the crystal size.  

Movie S1-S3 3D isosurface view for samples 1-3 respectively with the high-density regions (pyrite 

minerals) shown in yellow within the transparent quartz-clay matrix.
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Shales have a complex mineralogy with structural features spanning several

length scales, making them notoriously difficult to fully understand. Conven-

tional attenuation-based X-ray computed tomography (CT) measures density

differences, which, owing to the heterogeneity and sub-resolution features in

shales, makes reliable interpretation of shale images a challenging task. CT

based on X-ray diffraction (XRD-CT), rather than intensity attenuation, is

becoming a well established technique for non-destructive 3D imaging, and is

especially suited for heterogeneous and hierarchical materials. XRD patterns

contain information about the mineral crystal structure, and crucially also

crystallite orientation. Here, we report on the use of orientational imaging using

XRD-CT to study crystallite-orientation distributions in a sample of Pierre

shale. Diffraction-contrast CT data for a shale sample measured with its

bedding-plane normal aligned parallel to a single tomographic axis perpendi-

cular to the incoming X-ray beam are discussed, and the spatial density and

orientation distribution of clay minerals in the sample are described. Finally, the

scattering properties of highly attenuating inclusions in the shale bulk are

studied, which are identified to contain pyrite and clinochlore. A path forward is

then outlined for systematically improving the structural description of shales.

1. Introduction

The orientation of nano-crystallites affects the macroscopic

physical properties in a wide range of hierarchical materials

such as bones (Stock, 2015), polymers (Baer et al., 1987) and

shales (Leu et al., 2016). X-ray micro-computed tomography

(mCT), based on intensity attenuation of the beam as it

propagates through the specimen, has, owing to technical

advances during the last decade, become a workhorse for

studies of complex natural and manmade material structures,

both at home laboratories and at synchrotrons. However,

despite its successes, mCT has some important limitations.

Using mCT, the structural information provided is usually in

the micrometre range and it is difficult to distinguish materials

of similar electron density, thus limiting the information

obtained about the underlying nature of the material. For

example, with unresolved nanoscale porosity, the effective

attenuation of a volume element in the specimen can take a

wide range of values, making the segmentation and subse-

quent analysis prone to error. While electron microscopies can

give superior structural resolution for certain samples, the field

of view is vanishingly small, with the associated risk of

rendering the analysis of little macroscale relevance. For all

these reasons, it is of high importance to develop new methods

that can be used at different length scales and inherently

contain structural information arising at the nanoscale.
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Wide-angle X-ray diffraction (XRD) is a firmly established

technique for crystallographic studies, giving conclusive

information about the atomic scale arrangements. Owing to

recent technical advances, perhaps most notably fast-readout

area detectors (Vaughan et al., 2020), various scanning XRD

techniques have been developed, including hierarchical

orientational mapping (Paris, 2008), whereby the averaged

orientation properties of molecular structures at the

Ångström length scale are probed over larger length scales

ranging from micrometres to several millimetres. For fine-

grained isotropic materials, X-ray diffraction computed

tomography (XRD-CT) (Harding et al., 1987; Kleuker et al.,

1998; Stock et al., 2008; Mürer et al., 2018; Grünewald et al.,

2020) currently allows 3D non-destructive determination of

material composition, particle size, shape and crystal lattice

parameters of millimetre-sized samples with spatial resolution

typically in the 10�1–102 micrometre range (Birkbak et al.,

2015; Palle et al., 2020). Reconstructed diffractograms can be

combined with Rietveld refinement (Rietveld, 1969; Frølich et

al., 2016) or Williamson–Hall analysis (Williamson & Hall,

1953; Mürer et al., 2021) for accurate determination of mate-

rial volume fractions, and hence be used to obtain accurate

spatially resolved maps of sample composition, crystallite size

and strain. XRD-CT normally requires that the specimen

materials are fine grained and isotropic, ensuring that the

scattering signal from each sample voxel is rotationally

invariant (Feldkamp et al., 2009). Qualitative material-distin-

guishing XRD-CT can still be performed if the materials are

only weakly anisotropic by suppressing the orientation infor-

mation contained in the diffraction patterns during the

tomographic reconstruction (Stock et al., 2008; Mürer et al.,

2018). Moreover, scattering approximately parallel to the

rotation axis is readily seen to be invariant with respect to

sample rotation, allowing moderately complex orientation

arrangements to be reconstructed (Egan et al., 2013; Gürsoy et

al., 2015; Mürer et al., 2018) using e.g. the standard filtered

backprojection (FBP) algorithm. Small-angle X-ray scattering

CT (Schroer et al., 2006; Feldkamp et al., 2009) utilizes similar

working principles as XRD-CT and is used to probe larger

structural features in the tens of nanometres range.

Whereas XRD has been used for sample-averaged texture

measurements for decades, small-angle scattering and X-ray

diffraction tensor tomography (SASTT, XRDTT) have been

recently introduced (Skjønsfjell et al., 2016; Liebi et al., 2015,

2018) as techniques to retrieve the spatially resolved 3D

nanostructure orientation distributions across millimetre-sized

samples. SASTT and XRDTT utilize a similar experimental

setup as XRD-CT, however the sample is rotated about two

orthogonal axes during the experiment to allow sufficient

sampling of the direction-dependent scattering. Orientation

information can also be retrieved with XRDTT by using a

single tomography axis if the measured scattering is predo-

minantly in the direction of the tomography axis. A model

function based on spherical harmonics (Roe & Krigbaum,

1964) can be used to describe the orientational distribution

function for each sample voxel, typically of size (1–100 mm)3,

and this model function is fitted to the measured data using

e.g. a conjugated gradient optimization routine. While tradi-

tional pole figure (texture) analysis aims to describe the

averaged orientation distribution function valid for a

presumably uniform sample (Bunge, 1969; Breiby &

Samuelsen, 2003), tensor tomography can reconstruct 3D

maps of the variations of the texture in heterogeneous non-

uniform samples. SASTT and XRDTT have recently been

demonstrated on bone (Liebi et al., 2015, 2018; Guizar-Sicairos

et al., 2020; Mürer et al., 2021), polymers (Skjønsfjell et al.,

2016) and brain tissue (Gao et al., 2019). While SASTT/

XRDTT have facilitated 3D orientational X-ray imaging, the

experiments are time consuming because many (typically

>106) diffraction patterns have to be collected to adequately

probe the sample. Previous studies report measurement times

of >24 h when the sampled volume is �503 voxels. In addition

to being time consuming, the tensor-tomography experiments

expose the samples to high radiation doses, potentially causing

radiation damage. Therefore, ways of reducing the measure-

ment time and dose in tensor-tomography experiments need

to be further investigated.

Shales are fine-grained sedimentary rocks and exist in a

variety of types with varying chemical composition (Shaw &

Weaver, 1965). Shales contain several clay mineral phases,

mixed with silt-sized particles of other minerals, commonly

quartz and calcite. The oriented clay phases, consisting typi-

cally of flake-shaped grains exhibiting preferred orientations

relative to the bedding planes, give rise to anisotropic scat-

tering in both the small- and wide-angle regimes (Wenk et al.,

2010). Shales show pronounced fissility, i.e. a tendency of

splitting along flat planes parallel to the stratification. Shales

typically split into thin laminae of a few millimetres thickness,

reflecting the parallel orientation of clay mineral flakes.

Sandstones, with their simpler composition and high porosity

(10–40%), often exhibit a rather uniform pore-size distribu-

tion, and are currently considered well understood in terms of

both mechanical properties and fluid permeability (Keelan,

1982). Shales, on the other hand, with numerous mineral

phases present, combined with nanoscale porosity and

pronounced anisotropy, await scientific breakthroughs with

improved imaging methods before a better understanding can

be reached (Ma et al., 2017).

In this article, we demonstrate XRDTT of a sample of

Pierre shale. First, we present the mineral composition and the

observed texture in the diffraction patterns, which can be used

to infer the orientation of clay minerals. Thereafter, we discuss

the 3D orientation of the clay minerals present in the sample

volume and demonstrate the feasibility of using XRDTT for

retrieving the sample nanostructure orientation by using a

tomography setup with a single sample rotation axis. Finally,

we study the scattering from comparably large high-density

mineral grains in the shale sample.

2. Experimental

2.1. Sample

The Pierre shale sample was extracted from blocks obtained

from a Colorado quarry (Cerasi et al., 2017), and further cored
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to make cylindrical plugs from which fragments were detached

and stored in air at room temperature. The sample was glued

onto a pin and mounted on a goniometer head with its

bedding-plane normal essentially co-aligned with the tomo-

graphic rotation axis.

2.2. XRD-CT

2.2.1. CT measurements. The very same Pierre shale sample

was measured using both home-laboratory attenuation-

contrast mCT and synchrotron XRD-CT, see Fig. 1 for sketches

of the setups and coordinate conventions. Studying the same

sample with both modalities allows the diffraction-contrast 3D

tomograms to be co-registered and quantitatively compared

with the higher-resolution mCT 3D tomogram.

XRD-CT measurements were performed at the beamline

ID15A (Vaughan et al., 2020) at the ESRF, Grenoble, France.

A partly coherent beam of photon energy 50.00 keV was used

(� = 0.2480 Å). The beam was collimated into a pencil-shaped

beam of dimensions 50� 50 mm by using compound refractive

lenses and slits. A Dectris Pilatus3 CdTe 2M detector with a

pixel size of 172 mm (Vaughan et al., 2020), placed at a cali-

brated sample–detector distance of 775 mm, was used to

collect the scattered radiation with an exposure time of 30 ms.

For each projection angle � about the vertical tomographic y

axis, the sample was line scanned along x. The scanning

direction was reversed between consecutive line scans to

reduce motor-movement time. A total number of 71 steps in x

and 61 angular steps of �, with � � [0�, 180�], were used, giving

�� = 3.0�. The scan procedure was repeated for 29 steps in y

to measure the full 3D volume, giving a total of 74� 61� 29’

1.6 � 105 recorded diffraction patterns. The total measure-

ment time was �2.0 h, including overhead time for motor

movements. The diffraction patterns were radially and

azimuthally integrated (Ashiotis et al., 2015) into 2048 radial

bins and 64 azimuthal bins to reduce the size of the dataset

before further analysis and 3D reconstruction. Prior to the

reconstructions, the data were filtered to remove outlier

intensities (see Section S11 of the supporting information) and

corrected for attenuation. XRD-CT sinograms were generated

for each Bragg peak by azimuthally averaging the q-integrated

scattering after background subtraction. Attenuation-contrast

CT parallel-beam sinograms were generated with the Radon

transform from the reconstructed tomograms, as the measured

attenuation-contrast CT projection data were obtained in the

cone-beam geometry [Fig. 1(a)], preventing a direct compar-

ison with the XRD-CT sinograms.

2.2.2. XRDTT reconstruction. XRDTT reconstruction was

carried out using the freely available SASTT software devel-

oped by the Coherent X-ray Scattering Group at the Swiss

Light Source, Paul Scherrer Institute (Liebi et al., 2015). The

main features will be summarized in the following. The

orientational distribution function in each sample voxel r0, for

a given momentum transfer q, was modelled as the absolute

square of a spherical harmonic expansion (Liebi et al., 2018):

R̂Rq r0ð Þ ¼
P
l;m

am
l r0ð ÞYm

l � r0ð Þ;� r0ð Þ½ �

�����

�����
2

; ð1Þ

where al
m(r0) are coefficients (here with dimensions of the

square root of intensity) for the spherical harmonics

Ym
l ½�ðr

0Þ;�ðr0Þ� of degree l and order m. This model is

strongly related to pole figures describing anisotropy, and

spherical harmonics are routinely used for texture analysis

(Roe & Krigbaum, 1964). For all XRDTT analysis in this

article, m = 0, i.e. the orientation distributions are assumed to

be uniaxial. �(r0) and �(r0) denote the polar and azimuthal

angles in the spherical harmonics coordinate system at posi-

tion r0. The sample coordinates r0 are related to the laboratory

coordinate system by

r0 ¼ Rexp
n r; ð2Þ

where

Rexp
n ¼

sin � cos� 0

� cos� sin � sin � sin � cos �
cos� cos� � sin � cos� sin �

0
@

1
A: ð3Þ

The angles � and � refers to the sample rotation angles used

during tomography and are indicated in Fig. 1(b). If only a

single tomography axis is used, as for the Pierre shale sample

in this work, � = 0. Notably, the rotation matrix Rexp
n gives the

sample z0 axis parallel to the laboratory frame y axis for � = �
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Figure 1
Schematic setups for (a) home-laboratory cone-beam attenuation-contrast CT and (b) synchrotron parallel-beam XRD-CT. (c) A sample coordinate
system r0 = (x0, y0, z0)T defined such that the z0 axis is parallel to the laboratory frame y axis. The local preferred orientation for each sample voxel is
described by ûstr(r0). (d) An illustration of a uniaxial scattering intensity distribution for a single sample voxel.



= 0�. For each voxel, the parameters a0
0(r0), a2

0(r0), a4
0(r0), a6

0(r0),

�op(r0) and �op(r0) were fitted using a conjugated gradient

method with precalculated analytical expressions for the

gradients.

From the reconstructed al
m(r0) coefficients, we calculated

the uniaxial order parameter, also known as Hermans’

orientation parameter S(r0) (Hermans et al., 1946), which gives

a measure of the local degree of preferred orientation:

Sðr0Þ ¼
3

2
cos2�ðr0Þ
� �

� 1
� �

: ð4Þ

For highly oriented materials, S tends towards one. For

isotropic materials, S is zero.

For the clinochlore 002/kaolinite 002 peaks, the recon-

structed spatial variation of the local-crystallite-orientation

distribution was obtained using XRDTT. To reduce the

amount of streak artefacts in the reconstructions, we applied a

filter to remove outlier intensities in the azimuthal intensity

distributions deviating more than three absolute deviations

from the median. Physically, this filtering approach can be

considered as suppressing the larger crystallites to better

discern the distributions of the quasi-continuous clay matrix.

Other groups have recently demonstrated alternative methods

for dealing with outlier intensities in diffraction patterns

(Vamvakeros et al., 2021).

2.3. Attenuation-contrast CT

Attenuation-contrast mCT of the Pierre shale sample was

performed with a home-laboratory cone-beam CT instrument

of type Nikon XTH 225, equipped with a PerkinElmer

(Waltham, USA) 1620 CN CS detector with 2000 �

2000 pixels. A tungsten reflection target was used

with an acceleration voltage of 180 kV. No beam-

conditioning filter was used, and 1001 equally

angularly spaced projections were obtained with

� � [0�, 360�]. The 3D attenuation-coefficient map

was reconstructed using the Nikon software X-

TEK CT Pro 3D, based on the Feldkamp–Davis–

Kress algorithm (Feldkamp et al., 1984), giving an

isotropic voxel size of 5.0 mm.

3. Results and discussion

3.1. The mineral composition and clay mineral
orientation in Pierre shale

Home-laboratory attenuation-contrast mCT of

the shale sample is presented in Figs. 2(a) and

2(b). The attenuation was approximately uniform

across the whole sample, except for some highly

attenuating regions appearing as bright spots in

the reconstructed tomograms. Owing to unre-

solved nanoscale grains and inclusions in the

heterogeneous sample, giving strong partial

volume effects, these CT data cannot be

segmented in a reproducible and meaningful

manner. This statement is emphasized by the

high-resolution holography cross section

presented in Section S3, clearly demonstrating

that the typical grain size is much smaller than the

chosen XRD-CT voxel size. While it is tempting

to claim that the strongly absorbing regions could

be electron-rich iron-containing inclusions of

pyrite, it is, as we shall demonstrate, perilous to do

so without further analysis.

The measured XRD-CT diffraction patterns

[Figs. 2(c)–2( f)] consist of (i) quasi-continuous

Debye–Scherrer rings originating from the many

randomly oriented small-grained polycrystalline

minerals, and (ii) numerous interspersed high-

intensity Bragg peaks corresponding to larger

and/or better-oriented crystallites within the
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Figure 2
An overview of the Pierre shale sample. (a), (b) Orthogonal attenuation-contrast CT
cross sections. (c) A single diffraction pattern obtained from the sample centre with
insets shown in (d) and (e). There is strong texture in the clinochlore 001 and illite 001
peaks, marked with black and white arrows, respectively, in (d). The white arrow in (e)
points to the overlapping Bragg peaks of quartz {011}, clinochlore 0�223 and illite 022/003.
The grid and the missing data are due to detector panel gaps and the beam stop. ( f ) An
indexed diffractogram revealing the sample composition. The low-q Bragg peaks
marked with red arrows all display pronounced texture. The intense overlapping peaks
of quartz {011}, clinochlore 0�223 and illite 022/003 have been cut in ( f ) for display
purposes. Abbreviations: qu., quartz; cl., clinochlore; ill., illite; mont., montmorillonite;
kaol., kaolinite; alb., albite; ort., orthoclase; dol., dolomite; and pyr., pyrite.



scattering volume (Wilchinsky, 1951). By averaging all the

measured diffraction patterns (�105) for the sample, a

volume-averaged ‘master’ diffractogram was obtained, which

we in a related study (Chattopadhyay et al., 2020) have shown

by Rietveld refinement to be consistent with the presence of

quartz and illite, with smaller amounts of montmorillonite,

kaolinite, clinochlore, albite, orthoclase and pyrite. Indexed

peaks based on the volume-averaged diffractogram are shown

in Fig. 2( f). A total of 141 Bragg peaks in the measured range

q = 0.22–6.1 Å�1 were identified and compared with tabulated

values from the American Mineralogist Crystal Structure

Database (http://rruff.geo.arizona.edu/AMS/amcsd.php).

Notably, as there were numerous Bragg peaks present giving

substantial peak overlap, only clinochlore 001, illite 001,

clinochlore 002/kaolinite 002, kaolinite 020/montmorillonite

020, quartz {011} (overlapping with clinochlore and illite) and

pyrite {200} were used for further analysis, see Fig. 3.

An example of a single-exposure diffraction pattern

obtained with the pencil beam penetrating the sample near its

centre is shown in Figs. 2(c)–2(e), where many sharp Debye–

Scherrer rings can be observed. Most of the rings are essen-

tially isotropic, with the important exception of the low-q rings

originating from the clay phases. The broad clinochlore 001

and illite 001 Bragg peaks exhibit strong texture with domi-

nant scattering in the same direction, understood to originate

from the clay crystallites being aligned with the bedding

planes (Sander, 1934; Wenk et al., 2010).

As a first step towards quantifying the anisotropic intensity

distribution of the clay minerals we used Fourier analysis to

retrieve the integrated intensity and dominant scattering

direction (Bunk et al., 2009), with selected results presented in

Fig. 3. The maps shown are all from the projection with � =

36�, yet for different narrow q regions, thus targeting different

minerals in the sample. This analysis was carried out without

tomographic reconstruction, only quantifying the azimuthal

intensity variations (texture) present in the recorded diffrac-

tion patterns. The background scattering was subtracted, with

the background estimated from averaging the intensity at the

peak shoulders, and the intensity was averaged radially (along

q) across each Bragg peak. The scattering patterns from the

broad clinochlore 001, illite 001, clinochlore 002/kaolinite 002

and kaolinite 020/montmorillonite 020 peaks were found to be
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Figure 3
Orientation, intensity and orientation distribution of selected Bragg diffraction peaks, observed for the projection angle � = 36�. Note the band-like
orientation feature stretching diagonally across the sample. (a1) Dominant scattering direction for the clinochlore 001 Bragg peak, colour coded as
shown in the inset. (a2) Azimuthally integrated intensity of the clinochlore Bragg peak. (a3) Azimuthal intensity variations for two points indicated in
(a2). (b)–( f ) Similarly for the illite 001, clinochlore 002/kaolinite 002, kaolinite 020/montmorillonite 020, quartz {011} (overlapping with clinochlore and
illite) and pyrite {200} Bragg peaks, respectively.



highly directional in all sample regions [Figs. 3(a)–3(d)],

whereas the scattering from pyrite {200} and quartz {011} was

isotropic [Figs. 3(e) and 3( f)]. The azimuthal intensity varia-

tions from selected points are shown in the third column.

Consistently, the preferred orientation of clinochlore 001, illite

001 and clinochlore 002/kaolinite 002 is seen to be orthogonal

to kaolinite 020/montmorillonite 020 [cf. Figs. 3(a1)–3(c1)

versus 3(d1)]. The integrated scattering intensity suggests that

the clay minerals and quartz were distributed rather evenly

across the whole sample volume, as expected from the uniform

appearance of the sample, whereas localized regions of pyrite

were found. Still, from the spiked azimuthal intensity varia-

tions at selected points [e.g. Fig. 3(b3)], it is evident that there

were also contributions from larger clay crystallites (see

below).

Uniquely for the presented � = 36� projection, a band of

variation in the clay signals can be discerned across the

sample. This feature stretching diagonally across the sample

was observed for the broad peak containing clinochlore 001,

illite 001, and clinochlore 002/kaolinite 002 in both preferred

orientation and integrated intensity. These slight variations in

the scattered intensity could originate from density gradients

or be due to large favourably oriented crystallites. The fact

that these bands could only be seen for one projection angle

suggests that the observed band is in fact a plane across the

sample that has a well defined angle with the rotation axis,

thus being blurred for all the other projection angles. While

tensorially reconstructing the plane proved elusive, the

observed plane might be associated with shale fissility.

The clay diffraction signals varied smoothly across the

projections with well defined preferred orientation, however

the signals from quartz [(Fig. 3(e)] and pyrite [Fig. 3( f)] were

qualitatively different. Note that �-quartz (SiO2) is trigonal

(space group P3221) and pyrite (FeS2) is simple cubic (space

group Pa�33). The many and strong scattering contributions are

interpreted to be caused by a combination of heavier

elements, larger crystallites, and the Bragg scattering condi-

tion being better fulfilled. With the resolution of our experi-

ment, the quartz particles appear to be present across the full

sample volume and randomly oriented with abrupt changes in

orientation between adjacent exposures, strongly suggesting

that these mineral grains are disconnected and of sub-voxel

size. The quartz {011} reflections by symmetry have a multi-

plicity of 12, which must be accounted for if we desire a more

quantitative interpretation of the signal. Similar considera-

tions apply to the pyrite {200} signal (multiplicity of six), with

randomly oriented grains found across the whole sample.

Pyrite tended to be localized to certain regions [Fig. 3( f)] and

the intensity distribution suggests a density correlation over

longer distances.

3.2. Retrieving the clay mineral orientation by XRDTT

Numerical XRDTT reconstructions, as described in Section

2.2.1, allowed determining the local orientation of the clay

crystallites from the measured textured scattering. For

XRDTT, multiple tomography axes have previously been used

to provide sufficient sampling of the reciprocal space (Liebi et

al., 2015, 2018; Schaff et al., 2015). However, it remains

debated how much redundancy is needed for faithfully

reconstructing preferred orientation distributions in a given

sample, a topic that was already raised by Liebi et al. (2018).

Intuitively, it appears that for ‘well behaved’ samples with (i) a

global uniaxial orientation and (ii) a broad orientational

distribution function associated with each voxel, a single

tomographic rotation axis co-linear with the unique axis of the

sample is sufficient to reconstruct maps of crystallite preferred

orientation. We provide support for this claim using a piglet

bone/cartilage sample, measured with multiple tomography

axes, by comparing reconstructions based on the full dataset

with a single-axis subset, see Section S7. In essence, when the

beam energy is high (E = 50.00 keV), the Ewald sphere is

nearly flat at the Bragg peaks studied here; for clay, q ’ 0.6–

1.4 Å�1 and 2� ’ 1.4–3.2�. The Bragg angle � is thus an order

of magnitude smaller than the observed width of the assum-

edly uniaxial (m = 0) orientation distributions. Thus, when

scanning the sample 180� around the tomography axis, the

uniaxial orientation distributions (‘pole figures’) of all the low-

q diffraction peaks will be measured to good accuracy.

Reconstructed XRDTT cross sections of the clay sample

are shown in Fig. 4, exactly matching the mCT cross sections in

Fig. 2. In Fig. 4, cross-sectional maps of the overlapping clin-

ochlore 002/kaolinite 002 peak are displayed showing (i) the

local isotropic scattering intensity a0(r0), (ii) the uniaxial

(polar) angle �op(r0) of the preferred orientation axis with

respect to the z0 axis [Fig. 1(c)], and (iii) the Hermans’ para-

meter S(r0) describing the degree of orientation. As seen in the

reconstructed a0(r0), the density of clay minerals was

approximately uniform, see Figs. 4(a) and 4(d). Despite local

variations, the clay mineral orientation was found to be

directed mainly in one direction, as expected for a relatively

small shale sample [Figs. 4(b) and 4(e)]; however the degree of

preferred orientation, described by the Hermans’ S parameter,

varies [Figs. 4(c) and 4( f)]. Similar XRDTT reconstructions

were made for the broad low-q peak which includes clino-

chlore 001; however the reconstructed preferred orientation

directions differed from the clinochlore 002 case (Fig. 4),

presumably due to the large amount of Bragg peak overlap,

see Section S8. The mean preferred orientation direction of

the [001] clay axis was found to be given by the angles �op, mean

= 80.1� and �op, mean = 6.4� by averaging the scattering direc-

tions for all voxels in the sample. The reconstructions were

robust; different initial values for the XRDTT reconstructions

provided similar results. Choosing the sample z0 axis to

(approximately) coincide with the predominant clay mineral

orientation, as governed by equation (3), appears advanta-

geous for numerical reconstruction, as the resulting �op(r0) is

close to zero, and then �op(r0) and �op(r0) are far from gimbal

lock.

As a plausibility test of the XRDTT results, the forward-

simulated scattering from the reconstructed model was

calculated and found to be similar to the measured scattering,

as shown in Fig. 5. Additionally, to support the finding of the

dominant clay orientations in the sample, we simulated the
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forward scattering from a numerical phantom of the same size

and shape as the measured sample, but with all voxels assigned

the same orientation. Setting �op = 90.0� and �op = 10.0�

reproduced the gross features of the measured projection

data, cf. Fig. 5. By comparing the � = 0� and � = 180�

projections, the dominant scattering directions are seen to be

symmetrically flipped about the vertical axis for clinochlore

001 (coinciding with illite 001). This observation implies that

the reciprocal lattice vector for clinochlore 002/kaolinite 002

was oriented approximately perpendicular to the incoming

beam direction for these projections, and thus directly gives an

estimate of the tilt of the bedding-plane normal with respect to

the tomography axis.

3.3. Identifying clastic inclusions by combining XRD-CT and
attenuation-contrast CT

When we introduced the attenuation-contrast CT cross

section in Fig. 2(a), we emphasized the fundamental ambi-

guities associated with the mineral identification and

segmentation. We shall now demonstrate how this problem

can be resolved by combining the two datasets. Fig. 6(a) shows

the same attenuation-contrast CT cross section as in Fig. 2(a),

with three strongly attenuating inclusions highlighted. Addi-

tional cross-sectional views of these three inclusions are

provided in Section S2. In the XRD-CT sinograms, several

discontinuous traces are present, see Fig. 6(d) and Section S10.

These discontinuities are caused by the crystallites rotating in

and out of the diffraction condition, and imply that tomograms

cannot be straightforwardly reconstructed by adapting

methods from conventional CT. Attempting to use e.g. FBP

(after filtering and averaging) gave substantial streak artefacts,

precluding reliable reconstruction and interpretation, see also

Figs. S11.1 and S11.2 of the supporting information.

Instead of automated XRDTT analysis, we thus relied on

studying the spatial distributions of the minerals in the sample

by direct comparison of the XRD-CT sinograms with

attenuation-contrast CT sinograms. From the close corre-

spondence between the co-registered sino-

grams we were able to map specific minerals

in the sample, without being affected by

streak artefacts in the tomograms. Sinograms

derived from diffraction patterns of clino-

chlore 001, illite 001, clinochlore 002/kaolinite

002 (overlapping with clinochlore and illite),

and pyrite {200} are shown in Fig. 6(d). For

pyrite {200}, the sinogram curves corre-

sponding to particles marked (1) and (2) have

approximately constant intensity for all

projection angles �, implying that for every

rotation step of the sample, approximately the

same number of crystallites must satisfy the

Bragg condition. By studying the raw

diffraction patterns, we could indeed confirm

that these pyrite particles consist of several

randomly oriented crystalline grains, see Figs.

S4.3 and S4.4. The full diffractograms for the

regions (1) and (2) could be reconstructed as
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IUCrJ (2021). 8, 747–756 Fredrik K. Mürer et al. � Mapping of minerals in shale using tomography 753

Figure 5
Comparison of the measured directional clay scattering with forward projections of the XRDTT reconstruction and the simple phantom. (a) Measured
scattering of clinochlore 002 and kaolinite 002 for 0, 90 and 180�. (b) Forward-projected scattering from XRDTT reconstruction. (c) Forward-projected
scattering from the phantom, where all voxels have been assigned the same direction. (d) Azimuthal intensity distributions for points marked with (+).

Figure 4
Reconstructed XRDTT orthogonal cross sections of the overlapping clinochlore 002/
kaolinite 002 Bragg peaks. (a), (d) Isotropic scattering a0. (b), (e) Directionality of scattering
relative to the tomography axis. (c), ( f ) The reconstructed Hermans’ parameter S, cf.
equation (4).



shown in Fig. S12, consistently showing presence of the pyrite

Bragg peaks. Region (3) in Fig. 6 matched curves in the clin-

ochlore 002/kaolinite 002 sinograms [Fig. 6(d)], firmly

rejecting the idea that these strongly attenuating features are

all electron-rich minerals. There were features, exemplified by

(4) and (5) in Fig. 6(a), with a strong XRD-CT signal corre-

sponding to clinochlore, that did not give a distinct signal in

the attenuation-contrast CT. In addition to the comparison

between the attenuation-contrast CT and XRD-CT sinograms

made to identify the mineralogy in the selected regions in Fig.

6(a), the correlation between the attenuation-contrast CT

sinograms and the XRD-CT sinograms was calculated, see

Section S13. This procedure gave similar information as XRD-

CT reconstruction (see Sections S11 and S12), however

avoiding streak artefacts originating from the CT reconstruc-

tion, and is thus suggested as an alternative method for

mineral localization in under-sampled measurements.

Other strategies exist to retrieve the spatial and orienta-

tional distributions of crystallites that are large compared with

the voxel size. Notably, 3DXRD (Poulsen, 2004) allows

accurate crystalline mapping, also including orientation,

provided that diffraction spots originating from individual

grains can be uniquely separated, and the diffraction signal

predominantly originates from larger grains, contrary to the

case observed in the present work.

Our motivation for this work has been to study the spatial

distributions and orientation of minerals in shales to better

understand their physicochemical properties. We have inves-

tigated if we could obtain the clay

mineral orientation by applying

XRDTT, similar to what has

previously been carried out on bone by

us (Mürer et al., 2021) and others

(Liebi et al., 2015, 2018; Grünewald et

al., 2020); however, here we used a

single tomography axis, thus signifi-

cantly reducing the experimental

complexity and the reconstruction

computing time. In tensor tomography,

when the solution is found by optimi-

zation of a large amount (�106) of

parameters, the use of multiple tomo-

graphy axes can be beneficial in adding

more sampling points to prevent the

optimization from stagnating in local

minima. Similar orientation patterns

(Fig. 4) were found with different

initial conditions of the angular opti-

mization, supporting both the validity

of the orientational maps and the

experimental procedure. We refer

again to the study of the bone and

cartilage, reported in Section S7, for a

detailed comparison of reconstructions

with one or two tomographic axes.

Shales contain pores and mineral

grains on length scales from nano-

metres to centimetres (Ma et al., 2017), and in this experiment

we were limited by (i) the 50 mm voxel size, defined by the size

of the beam in XRD-CT, and (ii) the limited resolution in q

due to the placement of the detector far from the sample. We

have previously demonstrated that even small fragments

(�4 mm diameter) of Pierre shale can consist of several

mineral phases (Chattopadhyay et al., 2020). However, the

large field of view used in this experiment enabled us to non-

destructively map out larger (�50–100 mm) mineral features

within a millimetre-sized volume, a feat that to our knowledge

would have been impossible with other chemistry-sensitive

techniques used to characterize shale, such as electron back-

scatter diffraction (Prior et al., 1999). XRD-CT and XRDTT

are clearly promising pathways towards a much richer

understanding of the micro- and nano-scale features in shales,

deserving of the efforts of implementing a fully automated

systematic analysis.

4. Conclusions

We have utilized XRDTT to study scattering from clay

minerals and high-density inclusions in Pierre shale. Orienta-

tion maps of the clay minerals have been obtained, demon-

strating that texture information from clay minerals can be

extracted in XRDTT by using a single tomography axis as in

conventional CT. The abundant clay minerals in shales were

demonstrated to exhibit strong global preferred orientation as

expected, and with XRDTT also minor variations could be
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Figure 6
Identification of clastic mineral composition by comparing attenuation- and XRD-contrast
sinograms. (a) An attenuation-contrast cross section of the sample. Three inclusions are marked
with red rectangles and have been magnified. A sinogram (Radon transform) of the entire cross
section in (a). (c) A sinogram made by including only the bright regions indicated by the red
rectangles in (a). (d) XRD-CT sinograms based on clinochlore 001, illite 001, clinochlore 002/
kaolinite 002, quartz {011} (overlapping with clinochlore and illite), and pyrite {200}. All sinograms
are displayed with different intensity scales. The white dashed line is a guide to the eye.



mapped in 3D. We have demonstrated that a systematic use of

sinograms based on combining the attenuation-contrast and

diffraction-contrast data allows identification of the miner-

alogy of selected regions. Inclusions were identified to contain

multi-grained pyrite or clinochlore crystallites.
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S1. Pierre shale 

Figure S1 shows pieces of Pierre shale and the studied sample mounted onto a polymer pin which was 

attached to the goniometer head. The sample was cut to the shape of a cylinder, with approximate 

diameter 3.5 mm and height 1.3 mm. 

 

Figure S1 Sample preparation. (a) Pierre shale outcrop. (b) Photograph of the shale sample 

mounted onto a pin, which was attached to the goniometer head. 

  



 

 

IUCrJ (2021). 8,  https://doi.org/10.1107/S205225252100587X        Supporting information, sup-2 

S2. Attenuation-contrast cross-sections 

Orthogonal views are provided of the high-density inclusions, shown in Figs. 2 and 6 in the main 

article, see Fig S2. 

 

Figure S2 Attenuation-contrast CT cross-sections. a) The cross-section displayed in the article. b-j) 

Orthogonal cross-sections of the high-density particles marked with rectangles. The scalebars in the 

insets are 25 µm. Different intensity scaling has been used for the cross-section in (a) and the various 

insets to enhance the contrast. 
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S3. High-resolution synchrotron phase-contrast imaging of Pierre shale 

To study the local variations in grain sizes in the sample we did phase-contrast local tomography at 

the beamline ID16 at the ESRF, Grenoble. A cross-section obtained from the exact same Pierre shale 

sample as measured with XRD-CT and presented in the main article is shown in Fig. S3. The 

reconstructed voxel size is 60 nm, allowing identification of single grains, however the field-of-view 

with this method is limited to only cover a small region within the sample centre.  

 
Figure S3 Cross-section of Pierre shale, imaged with high-resolution synchrotron phase-contrast CT. 

Local tomography propagation phase-contrast CT, measured at ID16, ESRF with a reconstructed 

voxel size of 60 nm. The exact same sample as measured in the manuscript, but with a smaller field of 

view. The approximate sizes of larger grains have been indicated.  
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S4. Oriented scattering from minerals 

Figures S4.1 and S4.2 show the directional scattering for the shale sample from 6 different Bragg 
peaks with the sample orientation for  = 0 and  = 180º, respectively, complementary to Fig. 3 in 
the main article where  = 36º is shown. Each pixel (x,y) corresponds to a single measured diffraction 
pattern.  

 

Figure S4.1 Dominant scattering direction and integrated scattered intensity obtained for a single 

projection with  = 0º.  
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Figure S4.2 Dominant scattering direction and integrated scattered intensity obtained for a single 

projection with  = 180º.  
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Figure S4.3 Scattering from the pyrite-containing region marked (1) in Figure 6a. (a) Sinogram of 

pyrite {200}. (b) Unfiltered sinogram of pyrite {111}. (c) Diffraction pattern corresponding to the 

white (+) in (a). (d-e) Magnified regions from (c). The black and white arrows point to the pyrite 

{111} and {200} Bragg peaks, respectively. (f) Azimuthal intensity variation of pyrite {111} and 

{200}. (g) Azimuthal integrated intensity of the diffraction pattern in (c). Steps in x and  are 50 µm 

and 3.0°, respectively.  
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Figure S4.4 Scattering from the pyrite-containing region marked (2) in Figure 6a. (a) Sinogram of 

pyrite {200}. (b) Unfiltered sinogram of pyrite {111}. (c) Diffraction pattern corresponding to the 

white (+) in (a). (d-e) Magnified regions from (c). The black and white arrows point to the pyrite 

{111} and {200} Bragg peaks, respectively. (f) Azimuthal intensity variation of pyrite {111} and 

{200}. (g) Azimuthal integrated intensity of the diffraction pattern in (c). Steps in x and  are 50 µm 

and 3.0°, respectively.  
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S5. Sample attenuation corrections 

Beam attenuation artefacts were observed in the reconstructed tomograms in both the isotropic XRD-

CT reconstruction and in the orientational XRDTT reconstruction. As no attenuation measurements 

were done during the experiment, we devised a simple attenuation correction based on the 

reconstructed cross-sections. The attenuation correction was applied for the reconstruction of all 

sinograms, except where the diffraction patterns had been filtered before integration.  An uncorrected 

reconstructed cross-section of the illite 001 scattering is shown in Figure S5a. From the line plot in 

Figure S5c, it is seen that for the uncorrected tomogram (having the attenuation coefficient µ = 0), 

lower intensities occur close to the sample centre, where the beam is most attenuated upon traversing 

the sample.  

The sample attenuation correction of the sample was done by:  

(i) Performing an initial reconstruction to make a sample mask. 
(ii) Assigning an effective attenuation coefficient µ, constant for the whole sample volume.  
(iii) Forward projection of the simulated transmission sinogram. 
(iv) Correcting the sinogram by the simulated transmission sinogram. 

The attenuation correction was applied for both isotropic XRD-CT and for XRDTT. Examples are 

shown in Figure 4.2. The absorption correction in isotropic XRD-CT was applied separately for each 

q. An attenuation coefficient of µ = 0.005 vox-1 was found to mitigate the absorption artefacts, cf. Fig. 

S5(b) and (c).  
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Figure S5 Absorption corrections for the Pierre shale sample. (a) Reconstructed isotropic tomogram 

of illite 001 using no absorption correction. Higher intensity regions can be observed close to the 

sample edges. (b) Reconstructed tomogram of illite using an absorption correction of µ = 0.005 vox-1. 

c) Line plot through cross sections in (a) and (b). Higher constructed intensities can be observed close 

to the sample edges in the uncorrected reconstruction. (d). Forward simulated azimuthally integrated 

intensity projection (α = 0), using an absorption coefficient of µ = 0.005 vox-1. The maximum 

absorption in the projection is estimated to be approximately 20%. 
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S6. XRDTT reconstruction 

XRDTT reconstruction was done by following the approach described by (Liebi et al., 2018) and by 

using the small-angle scattering tensor tomography (SASTT) package developed by the coherent X-

Ray Scattering Group at the Paul Scherrer Institute, Villigen, Switzerland. An additional rotation 

matrix was used to align the sample z’-axis with the laboratory y-axis, see Fig. 1 and Eqs. 2 and 3.  

Parameters used for XRDTT reconstruction of the clinochlore 001 and clinochlore 002 peaks are 

found in Table S4. The parameter names refer to entries in the SASTT MATLAB package.  

Table S6 Initial parameters used for XRDTT reconstruction of clinochlore 001 and clinochlore 002 

Bragg peaks. Cf. (Liebi et al., 2018) for a full description. 

STEP Parameter Clinochlore 002/kaolinite 002 

Symmetric 
intensity regularization 

 not applicable 

  regularization_angle not applicable 
  itmax 20 
SH angles regularization not applicable 
  regularization_angle not applicable 
  itmax 50 
  a1_init 1 
  a2_init -20 
  a3_init 10000 
  l [0 2 4 6] 
  m [0 0 0 0] 
 theta_init pi/4 
 phi_init pi/4 

SH coefficients regularization 

 
 
1 

  regularization_angle  not applicable 
 kernel3D window3(3,3,3,@hamming) 
  itmax 20 
  l [0 2 4 6] 
  m [0 0 0 0] 
  a [0.001  -0.0001 0.001 0.0001] 

Combination of 
all parameters itmax 

 
 
50 

  regularization  not applicable 
  regularization_angle  not applicable 
  regularization_angle_coeff 2.00 
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S7. XRDTT of hydroxyapatite crystallites in bone using a single tomography axis 

To further strengthen our assumption of using a single tomography axis for tensor tomography to 

determine the clay mineral orientation in shale, we demonstrate the approach on a sample of bone, 

measured using two tomography axes. The primary constituent of bone is the mineralized collagen 

fibre matrix, where the mineralized phase consists of hydroxyapatite (HA) crystallites (Stock, 2015), 

located within and outside the collagen fibre bundles. The textured wide-angle X-ray scattering from 

bone originates primarily from the electron density periodicity within the HA crystallites, and the 

preferred orientation of the crystallites with respect to the trabecula gives information about the 

collagen fibre orientation, which is closely tied to the mechanical properties of bone (Wenk & 

Heidelbach, 1999; Stock, 2015). 

We have in a previous study used XRDTT to determine the 3D c-axis orientation of bone mineral 

hydroxyapatite crystallites of the same sample (Mürer et al., 2021). Measurements of the bone and 

cartilage sample were done by a tensorial tomography measurement scheme utilizing two sample 

rotation axes (Liebi et al., 2018). α denotes the fast-axis tomography rotation and β the tilt axis. β = 0º 

corresponds to single-axis tomography, as was used for the shale sample. For β = 0º, 61 projections 

were recorded with Δα = 3.0º, thus giving α ϵ [0º, 180º]. For β ϵ [5º, 40º], i.e. the additional sample 

tilts for tensor tomography, Δα = 180º /(60º cos(β)) was used with α ϵ [0º, 360º]. The factor cos(β) 

accounts for the distribution of equally spaced sampling points on a sphere (Liebi et al., 2018). To 

collect each projection, the sample was raster scanned in (x,y) with 65 × 67 steps. The scan in (x,y) 

was repeated for 259 different projections, giving a total number of 65 × 67 × 259  1.1106 recorded 

diffraction patterns. The exposure time for each diffraction pattern was 50 ms. The total measurement 

time for the bone-cartilage sample was approximately 26 hours, including overhead time for sample 

translation and rotation. 

The femorotibial bone-cartilage joint sample was cut from a hindlimb femoral condyle of a 60-day-

old piglet. No animal was euthanized specifically for this study, and the hindlimb originated from a 

previous study approved by the Norwegian Animal Research Authority. The whole hindlimb was 

formalin fixed, stored in a 70 wt.% ethanol/water solution, and the extracted section surrounding the 

bone-cartilage interface at the medial condyle of dimensions ~2.7 × 2.1 × 2.1 mm3  was mounted 

inside a 3 mm polyimide tube, ensuring that he sample stayed immersed in ethanol-water solution, 

and thus hydrated, both before and during the experiment. 

 



 

 

IUCrJ (2021). 8,  https://doi.org/10.1107/S205225252100587X        Supporting information, sup-12 

 
Figure S7.1 Sample preparation of bone and cartilage sample for XRDTT. (a) Sample holder used to 

keep the sample hydrated during the experiments. (1) Steel rod; (2) Sample mounted on rubber plug; 

(3) Polyimide (“Kapton”) tube; (4) Epoxy droplet. (b) Distal end of a femur (hind-limb) of a young 

pig. The location where the studied sample was extracted from is marked by a white arrow. 

 

An overview of the bone-cartilage sample is presented in Fig. S7.1. As shown in the PPC-CT 

tomograms in Fig. S7.2a and S7.2b, the highly scattering and attenuating bone minerals in the sample 

appear as high intensity (bright) regions. A diffraction pattern obtained with the X-ray beam going 

through the center of the sample is shown in Fig. S7.2c, with the corresponding azimuthally averaged 

diffractogram provided in Fig. S7.2d. All observed Bragg peaks in Fig. S7.2d originate from HA 

(Hughes et al., 1989). The HA002 and HA004 peaks displayed texture, apparent as azimuthal 

intensity variations in Fig. S7.2e, consistent with a preferred orientation of the HA c-axis(Wenk & 

Heidelbach, 1999). Texture could not be seen in the other Debye-Scherrer rings, because of the many  

overlapping Bragg peaks, consistent with previous reports from bone (Meneghini et al., 2003). There 

was no HA scattering originating from the cartilage, with the notable exception of the mineralized 

cartilage zone close to the bone-cartilage interface. Fig. S7.2f shows the dominant scattering direction 

of the HA002 peak obtained for a randomly chosen projection with (α, β) = (60º, 0º), with each pixel 

(x,y) in Fig. S7.2f corresponding to a single measured diffraction pattern, all revealing HA002 

scattering in approximately the same direction perpendicular to the bone-cartilage interface. The 

irregularities at the bottom and right edge are due to artefacts introduced by cutting the brittle bone 

with a surgical blade, as confirmed by comparison with the PPC-CT tomograms. 
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Figure S7.2 Scattering from the bone-cartilage sample. (a) 3D PPC-CT tomogram, with the proximal 

direction indicated. (b) PPC-CT cross section corresponding to the plane indicated in (a). (c) 

Representative diffraction pattern (on linear intensity scale) from the bone region of the sample. The 

black and white arrow heads indicate the HA002 and the overlapping HA121/211/112/300 Bragg 

peaks, respectively. The dotted line indicates the dominant scattering direction for the HA002 peak. 

(d) Azimuthal average of the diffraction pattern in (c). (e) Azimuthal intensity variations of the 

HA002 scattering, revealing a preferred orientation of the HA crystallites, obtained by integrating the 

measured intensity over q ϵ [1.77 Å-1, 1.88 Å-1] and subtracting the background scattering. (f) The 

dominating HA002 scattering direction. Each pixel corresponds to a single measured diffraction 

pattern. The location of the obtained diffraction pattern in (c) is indicated by a red cross.  
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Based on the anisotropy of the HA002 Bragg peak we used XRDTT to reconstruct the HA crystallite 

c-axis orientation in the bone-cartilage sample. The XRDTT reconstructions were based on (i) all 259 

measured projections, and (ii) only the 61 projections obtained with β = 0, corresponding to the 

measurement scheme in conventional attenuation-contrast CT (Kak, Avinash C., Slaney, 1987) and 

single-axis XRD-CT (Harding et al., 1987; Stock et al., 2008; Kleuker et al., 1998). 2D cross-sections 

of the reconstructed tomograms are shown in Fig. S7.3a and S.7b, demonstrating a close resemblance 

between the two reconstructions. A quantitative comparison of the reconstructed preferred orientation 

reconstructed using all tomography axes and only a single tomography axis was done by calculating 

the angular difference in orientation γ(r') reconstructed from the two datasets, defined as γ(ܚᇱ) = arccos ቀܝෝୌ୅଴଴ଶ௡ୀଶହଽ (ᇱܚ) ⋅ ෝୌ୅଴଴ଶ௡ୀ଺ଵܝ  ቁ,                                                                           (S7.1)(ᇱܚ)

where ܝෝ(ܚᇱ) are unity vectors indicating the HA crystallite c-axis preferred orientation direction in 

each sample voxel. To compare the reconstructed reciprocal maps, determined by the reconstructed 

al
m(r'), we compared the reconstructed Hermans’ parameter S(r') (cf. Eq. 4 in the main article) 

obtained from the different reconstructions by Δܵ(ܚᇱ) = ܵୌ୅଴଴ଶ௡ୀଶହଽ(ܚᇱ) − ܵୌ୅଴଴ଶ௡ୀ଺ଵ  (S7.2)                                                                                     (ᇱܚ)

From the maps of γ(r') and ΔS(r') we observed the difference of the XRDTT tomograms 

reconstructed from all tomography axes and one tomography axes to be mainly restricted to the 

sample edges and close to gaps between the trabecula in the sample, cf. Fig. S7.3c and S7.3d. The 

analysis demonstrates that at least for the present dataset, the local HA c-axis orientation can be 

reliably reconstructed using a single tomography axis. 
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Figure S7.3 Comparison of HA orientation in bone for reconstructions based on 259 or 61 

projections. (a) Cross section reconstructed using all 259 projections obtained with two tomography 

axes. (b) Cross-section reconstructed using only the 61 projections obtained for β = 0. The color 

coding in (a) and (b) indicates the reconstructed Hermans’ parameter S, cf. Eq. 4.  (c) Angle between 

reconstructed preferred orientation directions in (a) and (b), cf. Eq. S7.1. (d) The difference in 

Hermans’ parameter between (a) and (b), cf. Eq. S7.2. 
  



 

 

IUCrJ (2021). 8,  https://doi.org/10.1107/S205225252100587X        Supporting information, sup-16 

S8. XRDTT reconstructions of clinochlore 001 

By using the same strategy as for reconstruction of the clinochlore 002/kaolinite 002 Bragg peak as 

shown in Fig. 4 in the main article, XRDTT maps were generated using the broad clinochlore 001 

peak, shown in Fig. S8. Similar orientation features were found as for the clinochlore 002/kaolinite 

002 peak, although differing slightly due to Bragg peak overlap. 

 

Figure S8 XRDTT reconstructions of clinochlore 001. 
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S9. Representative orientation distributions for clay minerals 

Figure S9 shows the scattering resulting scattering intensity distributions reconstructed for two 

selected voxels of the sample. The scattering intensities are calculated by using Eq. 1.  

 
Figure S9 XRDTT cross-section and examples of reconstructed scattering intensity. a) a0 cross-
section. b) Scattering distribution map from point marked “b)” in a). The reconstructed spherical 
coefficients and preferred orientation angles are a0

0 = 1.37, a2
0 = 0.39, a4

0 = 0.02, a6
0 = -0.03, op = 

19.0° and op = 64.4°.  c) Scattering distribution map from point marked “c)” in a). The reconstructed 
spherical coefficients and preferred orientation angles are a0

0 = 1.43, a2
0 = 0.40, a4

0 = -0.09, a6
0 = -

0.03, op = 5.1°.  op = 115.9°.  d) Polar intensity distribution corresponding to b). 
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S10. Sinograms for multiple Bragg peaks  

In the sample averaged diffraction patterns, we could identify 114 Bragg peaks between q  (0, 6.2) 

Å-1. The generated sinograms for the cross-section corresponding to the cross-section in Fig. 6 are 

shown in Fig. S10.1-S10.4 for prominent peaks (cf. Fig. 2) for q  (0, 3.0) Å-1. Peaks with  

 

Figure S10.1 Parallel-beam XRD-CT sinograms for Bragg peaks in shale corresponding to a single 

cross-section. The different panels correspond to different q. Background has been subtracted by 

averaging the scattering intensity at the peak shoulders. 
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Figure S10.2 Parallel-beam XRD-CT sinograms for Bragg peaks in shale corresponding to a single 

cross-section. The different panels correspond to different q. Background has been subtracted by 

averaging the scattering intensity at the peak shoulders. 
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Figure S10.3 Parallel-beam XRD-CT sinograms for Bragg peaks in shale corresponding to a single 

cross-section. The different panels correspond to different q. Background has been subtracted by 

averaging the scattering intensity at the peak shoulders. 
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S11. Filtered backprojection reconstructed XRD-CT data 

Isotropic XRD-CT reconstruction was done on sinograms I(x,y,,q) separately for the integrated 

datasets of the shale sample without background subtraction, cf. 2.2. The unfiltered diffraction 

patterns were 1D median filtered in the azimuthal direction (in ϕ) before azimuthal averaging. XRD-

CT reconstruction (Birkbak et al., 2015) was done separately for each q (2048 radial bins). The 

reconstruction was done using the filtered backprojection (FBP) (Kak, Avinash C., Slaney, 1987) 

algorithm as implemented in the ASTRA toolbox (van Aarle et al., 2016) in combination with 

custom-made macros. The reconstructed voxel size in XRD-CT was (50 µm)3. Several choices of 

filtering is available for reconstruction in isotropic XRD-CT. Figure S7 shows the comparison 

between median filtering the projections in φ before creating sinograms, or filtering the diffraction 

patterns in polar coordinates with an alpha-trimmed-mean filter with varying filter strength, before 

binning into radial bins, as previously demonstrated by (Vamvakeros et al., 2015).  
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Figure S11.1 Different filtering strategies before XRD-CT reconstruction. “med. filt” denotes 

filtering of the azimuthal intensity distributions after radial and azimuthal integration, while “DP filt. 

1”, “DP filt. 2” and “DP filt. 3”, are filtering of the diffraction patterns with different filter strengths 

(1-3) before radial and azimuthal integration. 
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Figure S11.2 Different filtering strategies before XRD-CT reconstruction. “med. filt” denotes 

filtering of the azimuthal intensity distributions after radial and azimuthal integration, while “DP filt. 

1”, “DP filt. 2” and “DP filt. 3”, are filtering of the diffraction patterns with different filter strengths 

(1-3) before radial and azimuthal integration. 
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S12. Reconstructed diffractograms 

Figure S12 shows reconstructed diffractogram from the particles marked (1), (2) and (3) in the main 

article.  

 

Figure S12 XRD-CT revealing the full diffractograms at localized sample points. (a-c) Overlay of 

attenuation-contrast cross-section in Fig 6a with (a) illite 002, (b) clinochlore 002/kaolinite 002 and 

(c) pyrite 200. (c) Reconstructed diffractograms for points (1), (2) and (3) indicated in (c), based on 

median filtered sinograms.  
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S13. XRD-CT and attenuation-contrast CT correlation analysis 

A quantitative comparison of the attenuation-contrast CT and XRD-CT of Pierre shale was made by 

calculating the correlation between the attenuation-contrast sinograms and the XRD-CT sinograms for 

each q. This analysis gives similar information as for XRD-CT reconstruction, where local mineral 

content can be assigned to the different voxels, however without using XRD-CT reconstruction (see 

S12), which could lead to artefacts for large crystallites or oriented minerals. The correlation 

coefficient r(q) is calculated by from the attenuation-contrast and XRD-CT sinograms by (ݍ)ݎ = ∑ ∑ ,ݔ)ୟ୲୲.େ୘ܫ) (ߙ − ,ݔ)ଡ଼ୖୈିେ୘ܫୟ̅୲୲.େ୘)൫ܫ ,ߙ (ݍ − ∑൯ఈ௫ඥ(ݍ)ଡ଼̅ୖୈିେ୘ܫ ∑ ,ݔ)ୟ୲୲.େ୘ܫ) (ߙ − ୟ̅୲୲.େ୘)ଶఈ௫ܫ   ඥ∑ ∑ ,ݔ)ଡ଼ୖୈିେ୘ܫ) ,ߙ (ݍ − ଶఈ௫((ݍ)ଡ଼̅ୖୈିେ୘ܫ , (S12.1) 

where ܫୟ̅୲୲.େ୘ =  1௫ܰ ఈܰ ෍ ෍ ,ݔ)ୟ୲୲.େ୘ܫ ఈ௫(ߙ                                                   (S12.2) 

and  ܫଡ଼̅ୖୈିେ୘(ݍ) =  1௫ܰ ఈܰ ෍ ෍ ,ݔ)ଡ଼ୖୈିେ୘ܫ ,ߙ ఈ௫(ݍ .                                         (S12.3) 

The analysis gave high correlation between the attenuation-contrast sinogram curves for particles 

marked (1) and (2) for q corresponding to pyrite. Low correlation between the clinochlore-containing 

regions was observed, due to the lower signal to noise ratio of these sinograms. 
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Figure S13 Correlation analysis between attenuation-contrast CT and XRD-CT of Pierre shale. (a) Measured 
cross-section. Particles are indicated with (1), (2) and (3). (b) Corresponding parallel beam sinogram (Radon 
transform) of points marked with (X) in (a). (c1-c3) Sinogram correlation between attenuation-contrast CT and 
XRD-CT. The red vertical lines indicate q corresponding to pyrite Bragg peaks. 
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