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ABSTRACT  

Time-resolved near edge X-ray absorption fine structure (TR-NEXAFS) spectroscopy is a 

powerful technique for studying photochemical reaction dynamics with femtosecond time 

resolution. From the theoretical perspective, a unique challenge manifests in simulations of these 

experiments: to avoid ambiguity in the evaluation of the TR-NEXAFS spectrum from 

nonadiabatic dynamics simulations, core and valence-excited states must be evaluated on equal 

footing and those valence states must also define the potential energy surfaces used in the 

nonadiabatic dynamics simulation. In this work, we demonstrate that hole-hole Tamm–Dancoff 

approximated density functional theory (hh-TDA) is capable of directly simulating TR-NEXAFS 

spectroscopies. We apply hh-TDA to the excited-state dynamics of acrolein. We identify two 

pre-edge features in the oxygen K-edge TR-NEXAFS spectrum associated with the S2 (ππ*) and 

S1 (nπ*) excited states. Due to the low computational complexity and our GPU-accelerated 

implementation of hh-TDA, this method is promising for the simulation of pre-edge features in 

TR-NEXAFS spectra of large molecules and molecules in the condensed phase. 
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INTRODUCTION 

 Time-resolved spectroscopies are indispensable tools for the experimental 

characterization of the ultrafast dynamics of organic molecules.1 In the context of 

photochemistry, the most common of these techniques are pump-probe measurements where a 

pump pulse excites an electronic transition among valence electronic states and an optical probe 

pulse interrogates changes in vibrational or valence electronic levels. The development of X-ray 

free electron lasers enabled ultrafast time-resolved X-ray absorption and high-energy 

photoelectron spectroscopies with femtosecond time resolution.2 These spectroscopies probe 

core-excited or ionized states and are complementary to the more traditional spectroscopies that 

use lower-energy probes.3-4 By targeting core excitations, these spectroscopies offer element 

specificity and provide a means to probe the local chemical environment of those atoms.5 This is 

especially powerful in organic molecules that may contain relatively few heteroatoms, which can 

be directly examined.6-10 

From the theoretical perspective, there is a need to be able to predict time-resolved X-ray 

observables in order to aid in the assignment of these spectra as well as to make predictions that 

can be directly tested by time-resolved X-ray spectroscopies.11-19 This is challenging for a variety 

of reasons — in this work, we will focus our discussion on the challenges associated with the 

simulation of organic molecules and photochemical processes initiated by pump pulses in the 

UV/visible region. First, the nonadiabatic dynamics of the molecules initiated by valence 

excitation must be simulated. While not at all unique to time-resolved X-ray spectroscopies, 

simulation of excited-state dynamics remains a formidable problem and necessitates electronic 

structure methods that are capable of accurately describing multiple electronic states across large 

regions of configurational space. These methods must be able to describe degeneracies between 
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electronic states (conical intersections) as well as bond breaking reactions.20-22 Finally these 

methods must be highly efficient, so that the time-evolution of the nuclear wavepacket can be 

sampled sufficiently to resolve the observables of interest. The unique challenge of resonant X-

ray probes is that, in addition to valence excitations, core excitations must also be described.23-24 

In this context, a subtle, but important issue that is often overlooked is that if the core-

excited states and the valence-excited states are described by different electronic structure 

methods, the evaluation of the X-ray absorption spectrum may become ambiguous.25 The 

character of the valence states used in the dynamics simulation may differ from the character of 

those states obtained during the determination of the core-excited states as a result of such 

inconsistent treatment of the electronic structure. As long as transition matrix elements between 

the core-excited states and the valence states used in the dynamics simulation can be evaluated, 

the spectrum can be uniquely defined. The most straightforward way to guarantee that these 

matrix elements are available and well-behaved is to evaluate the core- and valence-excited 

states with the same method (i.e. ensuring that their wavefunctions are eigenfunctions of the 

same Hamiltonian). This ideal solution places additional demands on the electronic structure 

method, which must accurately reproduce not only the valence-excited state but also core-excited 

states. 

 Coupled-cluster theory provides some of the most accurate methods commonly applied to 

core-excited states.26-33 When single and double excitations are included – as in equation-of-

motion coupled-cluster singles and doubles (EOM-CCSD)34 – K-edge transitions dominated by 

single-electron excitation character are within 1-2 eV of experimental values for organic 

molecules.27-28 When approximate triple excitations are included, core excitation energies can be 

predicted with 0.1 eV accuracy provided corrections for relativistic effects are included.35-37 
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However, coupled-cluster methods are not ideally suited to applications in nonadiabatic 

dynamics due to their high computational expense, dependence on a single determinant reference 

state, and problems describing conical intersections between any pair of states.38-40 Of the more 

traditional multireference methods, restricted active space (RAS) methods41-43 are well suited to 

predictions of time-resolved X-ray observables.44-48 With RAS orbital spaces, a complete active 

space (CAS) can be applied to the valence electronic states and nonadiabatic dynamics. Core 

excitations can be included with additional RAS orbital spaces that allow for single excitations 

from the core to virtual orbitals. In the context of restricted active space second-order 

perturbation theory (RASPT2),41 both core and valence excitations can be treated with 

quantitative accuracy; however, one is still limited by the computational cost of this approach.45-

49 Less computationally demanding single-reference methods, such as time-dependent density 

functional theory (TD-DFT), do not provide a satisfactory description of the nonadiabatic 

dynamics among the valence electronic states.50 Semi-empirical methods, that are often applied 

in a multireference framework to study photochemical processes,51-55 typically do not explicitly 

include core electrons. Therefore, standard formulations of semiempirical methods are not 

applicable to the prediction of time-resolved X-ray observables.  

 Recently, we have developed a highly optimized graphical processing unit (GPU) 

accelerated implementation56-57 of hole-hole Tamm–Dancoff approximated density functional 

theory (hh-TDA).58-60 This method starts from a (N+2)-electron reference state and constructs 

ground and excited-state electronic wavefunctions by applying a pair of annihilation operators to 

this reference. In that way, the hh-TDA method is capable of describing excited electronic states 

involving transitions to the lowest unoccupied molecular orbital (LUMO). The advantage of this 

method is that, unlike TD-DFT, the ground and excited states are treated equivalently. As a 
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result, conical intersections between all pairs of states have the proper topology. Further, 

dynamic electron correlation is included through the exchange-correlation potential, rather than a 

wavefunction-based expansion; this provides quantitatively accurate excitation energies without 

significantly increasing the computational expense of the method. In practice, we find that the 

cost of our hh-TDA implementation scales as O(N2) with system size and is applicable to 

molecular systems with more than 2000 atoms. Of particular interest is the fact that hh-TDA 

performs well for low-lying valence states of both ππ* and nπ* character.61 A feature of hh-TDA 

that has yet to be explored is its ability to describe the lowest few core-excited states – in 

particular, the states relevant to the pre-edge features that appear in time-resolved near edge X-

ray absorption fine structure (TR-NEXAFS) spectroscopy.35 In this context, the relevant core-

excited states are dominated by single excitations to the LUMO and thus are captured by hh-

TDA. Since the active orbital space in hh-TDA natively includes both core and valence orbitals, 

core-excited states are evaluated on equal footing with the valence-excited states and, therefore, 

a TR-NEXAFS spectrum can be computed from a nonadiabatic dynamics simulation using hh-

TDA potential energy surfaces without ambiguity. 

 In this work, we test the ability of hh-TDA to describe the X-ray absorption of several 

small molecules at the carbon, nitrogen and oxygen K-edges. In particular, we emphasize 

predictions of pre-edge features relevant to TR-NEXAFS spectroscopy due to excited-state 

absorption from low-lying electronic states. We consider the TR-NEXAFS spectrum of acrolein 

at the oxygen K-edge in more detail. Acrolein is the simplest unsaturated aldehyde and provides 

a prototypical example of photodynamics involving both ππ* and nπ* excited states.62 After 

benchmarking the performance of hh-TDA for the core and valence states of acrolein, we 

perform an ab initio multiple spawning (AIMS) simulation to model the photodynamics initiated 
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by excitation of the ππ* transition. Subsequently, we predict the resulting TR-NEXAFS 

spectrum using hh-TDA. 

THEORETICAL METHODS 

The hh-TDA58-59 computations in this work were performed using the GPU-accelerated 

quantum chemistry package TeraChem.63-66 These computations use the ωPBEh exchange 

correlation functional67 with a range separation parameter of 0.3 bohr-1 and a 0.3 fraction of full-

range Hartree–Fock (exact) exchange; these computations use the 6-31G** basis set. The AIMS 

simulation68 of acrolein was initialized with 30 trajectory basis functions on the S2 state; during 

the course of the simulation an additional 805 trajectory basis functions were spawned. The 

initial positions and momenta of these functions were obtained by sampling a Wigner 

distribution at 0K of the ground state harmonic vibrational wavefunction of acrolein computed at 

the hh-TDA/6-31G** level of theory (employing the modified ωPBEh functional described 

above).  All AIMS trajectory basis functions were propagated in time for 1 ps using 0.5 fs time 

steps or until the norm of the population of that basis function fell below 0.01. Upon reaching the 

ground electronic state, trajectory basis functions were propagated on the Kohn-Sham ωPBEh 

potential surface. 

The simulated TR-NEXAFS spectrum of acrolein was produced within a fully incoherent 

approximation by computing both the core- and valence-excited states with hh-TDA at the 

centroid of each trajectory basis function every 10 fs; more than 41000 single point calculations 

of the core-excited states were included in the simulated TR-NEXAFS spectrum. The 

contributions from each of these points are weighted by the norm of the corresponding AIMS 

wavefunction coefficient and the oscillator strength with the relevant valence electronic state. 
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The resulting time-resolved spectrum was convolved with Gaussian functions having full-width 

at half max of 0.25 eV in energy (to smooth the data) and 50 fs in time (to simulate the 

instrument response function). Note that a spectrum computed in this way includes only 

contributions from initially photoexcited molecules, or equivalently, assumes an excitation 

fraction of 1. This is sufficient to characterize the time-dependence of the pre-edge features in 

the TR-NEXAFS spectrum that are of interest in this case. 

The accuracy of hh-TDA was compared to coupled-cluster methods (CCSD and CC3) for 

the carbon K-edges of acrolein and malonaldehyde, the nitrogen K-edges of 2,3-diazabutadiene 

and azobenzene, and the oxygen K-edges of acrolein, malonaldehyde and uracil. The geometry 

of each of the molecules utilized in this analysis can be found in the Supporting Information. 

Half of the geometries are equilibrium geometries (in the case of acrolein and malonaldehyde) 

and the remaining structures are near-equilibrium structures sampled from a Wigner distribution 

of the ground state harmonic vibrational wavefunction at the equilibrium geometry. The 

geometries (and vibrational wavefunctions) were obtained from optimizations with DFT using 

the functionals chosen for subsequent hh-TDA computations. The CC3 computations69-70 were 

performed using the eT electronic structure program.71 Equation of motion (EOM) transition 

properties between valence and core-excited states were computed using core-valence separation 

(CVS) approximation,23, 29, 72 with a local development branch of the code. An aug-cc-pCVTZ 

basis for the atom associated with the K-edge of interest and an aug-cc-pVTZ basis was used for 

the remaining atoms; we denote this basis as aug-cc-p(C)VTZ. CCSD computations were 

performed in a similar manner using TeraChem.73 In the case of CCSD computations on 

azobenzene, the aug-cc-pCVDZ basis set was used for all atoms. 

RESULTS & DISCUSSION 
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Comparison of hh-TDA to CC3 

 In the hh-TDA method, all core and valence molecular orbitals are treated on equal 

footing since they appear as doubly occupied orbitals in the (N+2)-electron reference state. 

Annihilation of core electrons leads to singly and doubly excited configurations in the hh-TDA 

expansion that describe core excitations. The primary limitation of this approach is the restrictive 

nature of the unoccupied space – that is, only excitations to the LUMO are allowed. We have 

shown previously that hh-TDA is capable of accurately describing the lowest few electronic 

excited states in a variety of photoactive molecules.56  Since core excitations to the LUMO are 

also included in the hh-TDA expansion, low-lying core-excited states can also be described. The 

remaining question is how accurate this description will be. 

 To begin, we should place some expectations on what hh-TDA is capable of describing in 

the context of core excitations. Due to the severe limitations on the unoccupied space in the hh-

TDA method, it is unreasonable to expect an accurate prediction of the X-ray absorption 

spectrum over a large range of wavelengths. It is only the first few contributions to this spectrum 

that will be accessible. At best, it is only one core-excited state per core orbital at a given K-edge 

can be treated reasonably (i.e. all the single excitations from the core orbitals to the LUMO). At 

higher energies, core excitations involving higher-lying virtual orbitals as well as doubly-excited 

states involving one valence and one core excitation appear; the excitations involving the 

LUMO+n virtual orbital (with n>0) simply do not appear in hh-TDA. While doubly excited 

states do appear, they are restricted to those including a doubly-occupied LUMO. As a result, we 

suggest that only single core excitations involving the LUMO be considered. While this has 

limited utility in the context of modelling X-ray absorption spectroscopy in general, it can still be 

quite powerful in the context of time-resolved X-ray absorption. This is because the transient 
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pre-edge features characteristic of valence-excited states can often be accurately described 

through the inclusion of only the lowest few core-excited states. It is common that the most 

intense pre-edge features result from transitions between a valence-excited state and a core 

excitation to the LUMO.35 Therefore, in this work, we will focus on the ability of hh-TDA to 

predict these pre-edge features as well as the direct prediction of TR-NEXAFS observables. 

 In Figures 1 – 6, we compare the X-ray absorption spectrum at the oxygen K-edge 

(Figures 1 and 2), nitrogen K-edge (Figures 3 and 4) and carbon K-edge (Figures 5 and 6) 

predicted by CC3 and hh-TDA for several small organic molecules. In each case, we consider 

absorption from the ground state as well as excited-state absorption from the first two valence-

excited states. Since what is most important in this comparison is the relative position of the pre-

edge features, we apply a rigid shift to all hh-TDA core excitation energies to align the spectrum 

with the first core excitation from the ground state. For each molecule, an exchange-correlation 

functional that performs well in the description of the valence states is chosen. In our previous 

work, we have explored the effect of the choice of exchange-correlation functional in the context 

of hh-TDA.56-57 

The X-ray absorption at the oxygen K-edge of malonaldehyde and uracil is shown in 

Figures 1 and 2, respectively. The hh-TDA computations on malonaldehyde use the ωB97 

functional, while the computations on uracil use the ωPBE functional with a range separation 

parameter of 0.2 au. Both of these functionals have been previously validated for their ability to 

describe the valence states of these molecules.56 In the case of malonaldehyde hh-TDA performs 

quite well in its description of the absorption from all three of the electronic states considered. 

Malonaldehyde, at its S0 minimum, has two inequivalent oxygen atoms from which to excite. 

There is generally good agreement between CC3 and hh-TDA in the relative intensities and 
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splittings of these two resulting peaks. However, the splittings predicted by hh-TDA are not quite 

as large as those described by CC3. Further, the oscillator strengths associated with absorption 

from the ground state are somewhat underestimated relative to CC3. In all, the predictions made 

with hh-TDA are quite reasonable and capture the pre-edge features of the X-ray absorption 

spectrum. The structure of the X-ray absorption spectrum of uracil is much simpler than that of 

malonaldehyde. The pre-edge is dominated by a single peak resulting from excited-state 

absorption from the S1 nπ* state. This feature is reproduced by hh-TDA and there is good 

agreement between CC3 and hh-TDA in both the location and oscillator strength of that peak. 

Again, the oscillator strength of the ground state absorption is significantly underestimated (here 

by roughly a factor of 2). In contrast, the oscillator strength of the excited-state absorption from 

the S2 ππ* state is somewhat overestimated by hh-TDA – although it remains significantly 

weaker than absorption from the S1 state. There is also good agreement between CC3 and hh-

TDA in the location of the absorption peaks from the S2 state. For both malonaldehyde and 

uracil, hh-TDA is capable of reproducing the pre-edge features predicted by CC3 in the X-ray 

absorption spectrum at the oxygen K-edge. 

 In Figures 3 and 4, the X-ray absorption at the nitrogen K-edge of 2,3-diazabutadiene and 

azobenzene is shown. For 2,3-diazabutadiene, the ωPBEh functional with a modified range 

separation parameter of 0.55 au was used. For azobenzene, the BHLYP functional is used and 

the molecular orbitals are determined from an N-electron ensemble Hartree–Fock computation 

with the electrons evenly distributed in N/2+1 orbitals.57, 61 The performance of hh-TDA is 

similar for these molecules as it was at the oxygen K-edge of malonaldehyde and uracil. For 2,3-

diazabutadiene, the primary contribution in the pre-edge region is due to excited-state absorption 

from the S1 nπ* state. Less prominent features due to excited-state absorption from the S2 ππ* 



 

12 

state are seen at slightly lower as well as slightly higher energies than the peak originating from 

S1. There is good agreement between CC3 and hh-TDA in the location and intensity of the 

lowest energy peaks originating from S1, while the location of the S2 peaks are blue-shifted by 

roughly 1 eV by hh-TDA relative to CC3. There is disagreement between CC3 and hh-TDA 

regarding the higher energy peaks due to excited-state absorption from S2. CC3 predicts several 

peaks with very low intensity between 394 eV and 397 eV; hh-TDA predicts a single much more 

intense peak at about 397 eV. This peak involves a final state characterized by a doubly excited 

configuration, (N 1s®p*)(n®p*). We note, however, that in experiment, it is likely that the two 

lowest energy peaks would provide the best signatures for the S1 and S2 states, since they are 

further separated from any ground state absorption. For azobenzene, we compare hh-TDA to 

CCSD due to the expense associated with a CC3 computation of the larger molecule. Unlike 2,3-

diazabutadiene, CCSD predicts that the pre-edge X-ray absorption at the nitrogen K-edge of 

azobenzene contains only a single significant contribution: a strong excited-state absorption 

feature from the S1 nπ* state (two nearly degenerate core-excited states contribute to this 

feature). Both CCSD and hh-TDA predict that absorption from the S2 ππ* state is quite weak. As 

was the case at the oxygen K-edge, hh-TDA seems to underestimate the oscillator strength of 

ground state absorption by as much as a factor of 2. Again, it appears that hh-TDA provides a 

suitably accurate description of the pre-edge X-ray absorption features of both 2,3-

diazabutadiene and azobenzene. 

 Finally, we consider X-ray absorption at the carbon K-edge of acrolein and 

malonaldehyde. For acrolein, a modified ωPBEh functional with a range separation parameter of 

0.3 au and a 0.3 fraction of full-range exact exchange is applied in the hh-TDA computations. 

For malonaldehyde, the ωB97 functional is again used. Each of these molecules contains three 
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carbon atoms and, therefore, three excitations from carbon 1s core orbitals to the LUMO. We 

find hh-TDA to be much less suitable for the prediction of spectra at the carbon K-edge than it 

was for X-ray absorption at both the nitrogen and oxygen K-edges. For acrolein, the pre-edge 

region of the spectrum is qualitatively different as described by CC3 and hh-TDA. CC3 predicts 

a weak, single peak at 278 eV due to two nearly degenerate core-excited states. With hh-TDA, 

these states are split by more than 1 eV and the oscillator strength with S2 is increased. More 

damaging is the prominent pre-edge feature predicted by hh-TDA to appear at 283 eV resulting 

from excited-state absorption from S1 that is not present when the absorption is treated with CC3. 

As a result, hh-TDA does not adequately describe the pre-edge region at the carbon K-edge of 

acrolein. The performance of hh-TDA is better for malonaldehyde simply because no spurious 

contributions to the spectrum appear. There is reasonable agreement between CC3 and hh-TDA 

that excited-state absorption from S2 results in a feature at roughly 280 eV. Similarly, both 

methods agree that a second, less intense feature appears at roughly 281 eV due to excited state 

absorption from S1. However, in this case, the ground state absorption spectrum is significantly 

different as predicted by CC3 and hh-TDA; hh-TDA predicts three core excited states to be 

within 0.4 eV of each other – this gives rise to the single absorption peak at 287.5 eV. In 

contrast, CC3 predicts two nearly degenerate states at 287 eV and a single state with lower 

energy at 285 eV – this lower energy state also has a much lower oscillator strength with the 

ground state. On the basis of these results, we cannot recommend hh-TDA for use in simulating 

X-ray absorption at the carbon K-edge. 

 To understand the failings of hh-TDA at the carbon K-edge, we have considered the case 

of acrolein in more detail. These results can be found in the Supporting Information. We find that 

with hh-TDA the splittings between core-excited states are largely governed by the orbital 
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energies. The double anion ωPBEh reference splits each of the carbon 1s orbital energies by 

roughly 1 eV and this directly manifests in the hh-TDA excitation energies. In contrast, EOM-

CCSD using those same orbitals will behave almost identically (in terms of splittings) to a 

canonical EOM-CCSD computation using the Hartree–Fock orbitals of a neutral molecule. This 

can be seen in the diagonal matrix elements of the hh-TDA Hamiltonian and EOM-CCSD 

similarity transformed Hamiltonian (i.e. the three matrix elements describing a (C 1s®p*) 

excitation). The splittings obtained from consideration of these diagonal matrix elements are 

qualitatively similar to the final excitation energies – that is even at the level of the matrix 

elements, EOM-CCSD predicts two nearly degenerate core excitations and a third that is higher 

in energy by about 1.7 eV as opposed to 1.4 eV from the full EOM-CCSD computation. For hh-

TDA, the three low-lying states are separated by 0.7 and 1.1 eV, respectively; in the full hh-TDA 

computation, the analogous splittings are 1.4 and 0.8 eV. This is primarily a demonstration that 

coupled-cluster methods are less sensitive to the choice of molecular orbitals than a method like 

hh-TDA with limited variational flexibility.  

Another issue with hh-TDA is the restriction of the virtual space to the LUMO; again we 

will consider the specific case of the carbon K-edge of acrolein. We have explored the effect of 

this limitation by recognizing that hh-TDA based on a Hartree-Fock reference is exactly 

equivalent to a complete active space configuration interaction (CASCI) computation using 

Hartree-Fock orbitals and an active space with 30 electrons in 16 orbitals (in the case of 

acrolein). From the CASCI perspective, we can expand the active space to include an additional 

virtual orbital (i.e. 30 electrons in 17 orbitals). We find that this extension does not significantly 

improve the excitation energies, but does increase the oscillator strengths. We have noted a 

systematic underestimation of the oscillator strengths for all core excitations from the ground 
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state relative to the oscillator strengths predicted by CCSD and CC3. We attribute this 

underestimation to the lack of flexibility in the virtual space. By comparing the natural transition 

orbitals obtained from CCSD and hh-TDA, we see that the particle orbitals obtained from CCSD 

tend to localize somewhat around the hole state. In contrast, hh-TDA lacks the variational 

flexibility for such localization and the particle orbitals are all indistinguishable from (but not 

identical to) the LUMO. 

 From the comparison between hh-TDA and CC3, there are a few general conclusions that 

can be drawn. First, the oscillator strength associated with absorption from the ground state is 

systematically underestimated by hh-TDA. In contrast, both the relative energy and oscillator 

strength of excited-state absorption from states with nπ* character is accurately captured. The 

relative energy of excited-state absorption peaks from states with ππ* character are also well 

described, but the oscillator strengths are somewhat overestimated. Also in the context of excited 

state absorption from states with ππ* character, the lowest energy peak(s) associated with core to 

LUMO single excitations are well described, however, higher energy peaks – still in the pre-edge 

region of the spectrum – are either absent or poorly described. The X-ray absorption spectra at 

the nitrogen and oxygen K-edges are predicted accurately by hh-TDA; the carbon K-edge is not 

as well described. As a general rule, hh-TDA can probably be applied in most cases where a 

small number (i.e. one or two) heteroatoms contribute to the X-ray absorption spectrum at a 

given edge. In cases where larger numbers of atoms contribute (i.e. at the carbon K-edge), 

inaccuracies begin to manifest as a result of the limited virtual space and lack of orbital 

relaxation in hh-TDA. 

Photodynamics and TR-NEXAFS of Acrolein 
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 To demonstrate the use of hh-TDA for in-silico TRXAS experiments, we consider the 

photodynamics of s-trans acrolein initiated by a UV pump resonant with the ππ* transition to its 

S2 state. The S1 state of acrolein is a low-lying nπ* excited state. This nπ* state can be pumped 

directly and has an excited-state lifetime on the order of 2 ps (on the basis of cavity ringdown 

measurements).74 However, when the ππ* transition of acrolein is pumped, time-resolved 

photoelectron spectroscopy (TRPES) shows a bi-exponential decay with a fast component on the 

order of 100 fs and a slow component of 900 fs.75 The fast component is assigned to the 

deactivation of the S2 state and the slow component is assigned to the recovery of the ground 

state from a minimum on the S1 state. This molecule is a good candidate for TR-NEXAFS 

because a distinctive pre-edge feature associated with the S1 minimum (which has nπ* character) 

should be observable. 

 As with all DFT methods, the accuracy of hh-TDA is inextricably linked to the selection 

of exchange-correlation functional. As a result, calibration against experiment and accurate ab 

initio methods is essential. We benchmark the performance of hh-TDA using the ωPBEh 

functional67 for its ability to describe the lowest two valence states of acrolein in Table 1.  We 

have found that ωPBEh provides accurate results and allows for some degree of “tuning” 

through the range separation parameter and fraction of full-range Hartree–Fock exchange that is 

included. For acrolein, hh-TDA with ωPBEh is in excellent agreement with wavefunction-based 

ab initio methods and experiment in the prediction of the excitation energy to the S1 and S2 states 

at the Franck–Condon point. It is also in quantitative agreement with experiment in the energy of 

the S1 minimum relative to the Franck–Condon point. We compare the relative energies of the 

minimum energy conical intersections (MECIs) to SA-CASSCF and find reasonable agreement 

in the energetics of these intersections between hh-TDA and SA-CASSCF. We find hh-TDA to 
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perform well relative to high-level CC3/aug-cc-p(C)VTZ performed at the hh-TDA optimized 

geometries; the vertical excitation energies and the adiabatic excitation to the S1 minimum show 

good agreement between hh-TDA and CC3. The relative energies of the conical intersections 

appear to be somewhat underestimated by hh-TDA relative to CC3, this might lead hh-TDA to 

predict additional trapping of the wavepacket in this minimum. However, the CC3 computations 

are performed at the hh-TDA MECIs and the energies are obtained by averaging the upper and 

lower states, the underestimation of this barrier may be an artifact of this averaging. This 

comparison indicates that hh-TDA is suitable to describe the regions of the potential energy 

surfaces relevant to the photodynamics of s-trans acrolein. 

 The lifetimes of the singlet excited states of s-trans acrolein following excitation to the S2 

electronic state obtained from our AIMS simulation are presented in Figure 7. We characterize 

the observed population dynamics using delayed (bi-)exponential functions. 

   (1.1) 

Here, the t0 parameter represents the onset time of the decay; physically, the onset time 

characterizes the delay between photoexcitation and the time at which the nuclear wavepacket 

begins to reach a conical intersection. The τ parameters quantify the rates of population transfer 

that occurs once the wavepacket has reached an intersection. We find that the decay of the S2 

state is well described by a delayed exponential (where c = 1). The associated lifetime of about 

100 fs is within the experimental error bars of the fast decay components associated with TRPES 

experiments.75 The recovery of the ground state, however, exhibits bi-exponential behavior. In 

this case, there is a fast component of 90 fs and a slow component of 1.1 ps (in addition to the 

onset time of about 50 fs). The fast component accounts for about 70% of the population 

P(t) =
1 t < t0

ce(t+t0 )/τ1 + (1− c)e(t+t0 )/τ 2 t ≥ t0

⎧
⎨
⎪

⎩⎪
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transfer. This indicates that the wavepacket decays rapidly from S2 to S1 through a conical 

intersection; subsequently, the wavepacket splits and 70% directly decays to the ground state 

through a nearby intersection between S0 and S1. The remaining 30% of the wavepacket is 

trapped in the minimum on S1 and eventually decays back to S0 with a time constant of 1.1 ps. In 

both cases, the decay to the ground state is through the same region of the intersection seam 

characterized by a 90° twist of the CH2 group. This slow component of the decay also seems to 

agree reasonably well with TRPES measurements that predict a slow decay component of 

900±100 fs.75 Although this apparent agreement inspires some confidence that hh-TDA 

accurately predicts the excited-state lifetimes, to make a more definitive comparison with this 

experiment, the TRPES observable would need to be computed directly. 

 In Figure 8, we show the oxygen K-edge absorption spectra of the S0, S1, and S2 states at 

the Franck–Condon point. Experimentally, the oxygen 1s to π* excitation is found at 531 eV. On 

the basis of hh-TDA and CC3 computations, we predict a prominent pre-edge feature to appear 

at 527 eV associated with the excited state of nπ* character. Based on the involvement of the S1 

minimum observed in the AIMS simulation, this pre-edge feature should be visible for longer 

than 1 ps. A less prominent feature associated with excited-state absorption from the ππ* S2 state 

should appear at 524 eV. This feature, however, should be short lived due to the relatively short 

(100 fs) lifetime of the S2 state. We find generally good agreement between hh-TDA and CC3 in 

their treatment of the K-edge absorption spectra. This is because a single core-excited state (the 

1s to π* excitation) is responsible for the pre-edge features. The largest discrepancy (relevant to 

the TR-NEXAFS observable) between CC3 and hh-TDA is in the location of the second peak 

resulting from absorption from the S2 state; CC3 predicts that this peak will be less intense and 

occur at 528 eV as opposed to hh-TDA which predicts more intense absorption occurring at 
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529.5 eV. In either case, it is the first peak (at 524 eV) that we expect to provide better signature 

of the S2 state experimentally due to the lack of background in that region. The hh-TDA 

excitation energies at the oxygen K-edge are qualitatively correct, but red-shifted by 10 eV 

relative to experiment; errors of this size for core excitations are common for methods based on 

DFT.32 In contrast, CC3 produces results that are quantitatively accurate (within 0.25 eV of 

experiment).  

The simulated TR-NEXAFS spectrum at the oxygen K-edge of acrolein is presented in 

Figure 9. The dominant feature of this spectrum is the recovery of ground state absorption. This 

occurs at and above the oxygen K-edge. Here, it begins at roughly 530 eV and extends to higher 

energies. The pre-edge features that were predicted (see Figure 8) are all visible in the simulated 

TR-NEXAFS spectrum. The most prominent pre-edge feature (at 527 eV results from the 

population trapped in the S1 minimum. In this minimum, the electronic wavefunction has nπ* 

character with the nonbonding orbital localized on the oxygen atom before the probe pulse 

arrives; as a result, this state has a significant transition dipole moment (and, therefore, oscillator 

strength) with the lowest core-excited state at the oxygen K-edge. This pre-edge feature should 

be clearly identifiable in a TR-NEXAFS spectrum of acrolein and provide an unambiguous 

means of validating our simulation against experiment. The two pre-edge features associated 

with absorption from S2 are also visible; however, the higher energy absorption at 529 eV is 

somewhat obscured by absorption from the ground state. On the basis of the CC3 computations, 

we expect that the feature at 529 eV is blue shifted by hh-TDA and that it will appear at 528 eV 

in experiment. Although less pronounced in the spectrum and relatively short-lived, the pre-edge 

feature at 524 eV visible at short time delays can be attributed to the wavepacket on the S2 state 

leaving the Franck–Condon region. As the time resolution and sensitivity of TR-NEXAFS 
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spectroscopy improves (in concert with advancements in the development of X-ray free electron 

lasers), it may become possible to identify these weaker transient features of TR-NEXAFS 

spectra (our simulation predicts the pre-edge feature associated with the S1 minimum to be 5 

times more intense than the feature associated with the S2 state). We have extracted lineouts from 

the spectrum at 524 and 527 eV and fit a sequential kinetics model to find a time constant of 20 

fs for the decay of the signal at 524 eV; we find time constants of 70 and 440 fs for the rise and 

decay of the signal at 527 eV, respectively. This analysis is shown in Figure 10. The prediction 

of these time constants can be directly tested by experiment. 

CONCLUSIONS 

 Excited-state nonadiabatic dynamics simulations are powerful tools for understanding 

photochemical processes in atomistic detail. As with any simulation, however, validation against 

experimental observations is essential. Therefore, it is important to be able not only to perform 

nonadiabatic dynamics simulations, but also to provide experimentally testable observables 

along with the atomistic details of the dynamics. This way, the predictions made by simulations 

can be directly compared to the experiment. Here, we have demonstrated that the hh-TDA 

method is capable of generating accurate potential energy surfaces on-the-fly for use in trajectory 

based nonadiabatic dynamics simulations (e.g. AIMS) and also allows the TR-NEXAFS 

spectrum associated with the dynamics to be directly evaluated. This method has the further 

advantage that the TR-NEXAFS spectrum can be produced without the ambiguities that arise 

when different electronic structure methods are used to treat the valence states and the core-

excited states.  
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The hh-TDA method appears to be suitable for simulating pre-edge features in TR-

NEXAFS spectra of organic molecules at the nitrogen and oxygen K-edge as long as hh-TDA 

provides a suitably accurate description of the valence states. The restricted orbital space 

employed in hh-TDA limits the applicability of the method to molecules where only excitations 

to the LUMO dominate the nonadiabatic dynamics among valence states. The pre-edge features 

of a TR-NEXAFS spectrum of such molecules are dominated by excited state absorption features 

characterized as excitations from the 1s orbitals to the empty π or n orbitals. Therefore, despite 

the restricted orbital space of hh-TDA, it remains possible to describe the core-excited states 

relevant to the pre-edge features of TR-NEXAFS spectra. Therefore, we expect that the nitrogen 

and oxygen K-edge TR-NEXAFS spectra will be reasonably modeled by hh-TDA in most cases 

where hh-TDA also provides an accurate description of the valence states. 

Owing to our GPU accelerated implementation of hh-TDA, this method can be routinely 

applied in nonadiabatic dynamics simulations. We consider the acrolein molecules a prototypical 

example to demonstrate hh-TDA used in AIMS simulations and predict the TR-NEXAFS 

spectrum. We were able to identify distinct features in the spectrum characterizing transitions 

between the lowest three valence states. Since no such experimental TR-NEXAFS spectrum 

exists in the literature at this point, this marks a true prediction, which may be challenged by 

future experiments. In addition to simulations of single molecules in the gas phase, our 

implementation of hh-TDA exhibits apparent quadratic computational complexity (O(N2) 

scaling), therefore it is applicable to photochemical processes involving larger molecules in the 

condensed phase, while still providing access to TR-NEXAFS observables. We believe this will 

be useful in the context of soft X-ray absorption experiments at the nitrogen and oxygen K-edge 
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of organic molecules in the liquid phase enabled by the next generation of X-ray free electron 

lasers.3, 76 
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Table 1. Energies of the S1 and S2 states of acrolein relative to the S0 state at the Franck–Condon 
geometry in electronvolts. 

  hh-TDAa Experiment CC3d SA-CASSCFe SAC-CIf CASPT2g 

S2 FC 6.91 6.42b 6.65 7.55 6.92 6.94 
S1 FC 3.85 3.77b 3.70  3.83 3.63 
S2/S1 MECI 4.97 n/a 4.16 5.38 n/c n/c 
S1 Min 3.23 3.21c 3.30 2.96 n/c n/c 
S1/S0 MECI 3.91 n/a 3.54 3.94 n/c n/c 
a hh-TDA/6-31G** using the ωPBEh functional with a range separation parameter of 0.3 a.u. 
and 30% full-range Hartree–Fock exchange. This work. b Reference 77. c References 78 and 79. d 
CC3 computations use an aug-cc-p(C)VTZ basis set and are evaluated at hh-TDA optimized 
geometries; energies at the conical intersections are taken as the average of the upper and lower 
states. e State-averaged complete active space self-consistent field averaged over 3 states, using 
an active space with 6 electrons in 5 orbitals and a 6-31G* basis set, Reference 75. f Symmetry 
adapted cluster configuration interaction, Reference 25. g Complete active space second-order 
perturbation theory, Reference 80. 
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Figure 1. Comparison of X-ray absorption at the oxygen K-edge of malonaldehyde computed 
with (a) CC3/aug-cc-p(C)VTZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened with a 
Gaussian lineshape with full-width half maximum of 0.6 eV. The core-excitation energies are 
computed at the S0 minimum geometry of malonaldehyde (in green). In blue and red, 
respectively, the excited-state absorption from the S1 and S2 states is shown. The hh-TDA 
excitation energies are shifted so that the first core excitation from the S0 state between hh-TDA 
and CCSD is brought into agreement. 
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Figure 2. Comparison of X-ray absorption at the oxygen K-edge of uracil computed with (a) 
CC3/aug-cc-p(C)VTZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened with a Gaussian 
lineshape with full-width half maximum of 0.6 eV. The core-excitation energies are computed at 
the S0 minimum geometry of uracil (in green). In blue and red, respectively, the excited-state 
absorption from the S1 and S2 states is shown. The hh-TDA excitation energies are shifted so that 
the first core excitation from the S0 state between hh-TDA and CCSD is brought into agreement. 
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Figure 3. Comparison of X-ray absorption at the nitrogen K-edge of 2,3-diazabutadiene 
computed with (a) CC3/aug-cc-p(C)VTZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened 
with a Gaussian lineshape with full-width half maximum of 0.6 eV. The core-excitation energies 
are computed at the S0 minimum geometry of 2,3-diazabutadiene (in green). In blue and red, 
respectively, the excited-state absorption from the S1 and S2 states is shown. The hh-TDA 
excitation energies are shifted so that the first core excitation from the S0 state between hh-TDA 
and CCSD is brought into agreement. 
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Figure 4. Comparison of X-ray absorption at the nitrogen K-edge of azobenzene computed with 
(a) CCSD/aug-cc-pCVDZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened with a Gaussian 
lineshape with full-width half maximum of 0.6 eV. The core-excitation energies are computed at 
the S0 minimum geometry of azobenzene (in green). In blue and red, respectively, the excited-
state absorption from the S1 and S2 states is shown. The hh-TDA excitation energies are shifted 
so that the first core excitation from the S0 state between hh-TDA and CCSD is brought into 
agreement. 
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Figure 5. Comparison of X-ray absorption at the carbon K-edge of acrolein computed with (a) 
CC3/aug-cc-p(C)VTZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened with a Gaussian 
lineshape with full-width half maximum of 0.6 eV. The core-excitation energies are computed at 
the S0 minimum geometry of acrolein (in green). In blue and red, respectively, the excited-state 
absorption from the S1 and S2 states is shown. The hh-TDA excitation energies are shifted so that 
the first core excitation from the S0 state between hh-TDA and CCSD is brought into agreement. 
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Figure 6. Comparison of X-ray absorption at the carbon K-edge of malonaldehyde computed 
with (a) CC3/aug-cc-p(C)VTZ and (b) hh-TDA/cc-pCVDZ. Spectra are broadened with a 
Gaussian lineshape with full-width half maximum of 0.6 eV. The core-excitation energies are 
computed at the S0 minimum geometry of malonaldehyde (in green). In blue and red, 
respectively, the excited-state absorption from the S1 and S2 states is shown. The hh-TDA 
excitation energies are shifted so that the first core excitation from the S0 state between hh-TDA 
and CCSD is brought into agreement. 
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Figure 7. Population of the adiabatic singlet electronic states of acrolein following 
photoexcitation to the S2 state. The S2 state exhibits delayed exponential decay with an onset 
time constant: t0 = 42 fs and decay constant: τ1 = 52 fs. The recovery of the ground state is 
characterized by a delayed bi-exponential with an onset time constant: t0 = 54 fs and decay 
constants of τ1 = 90 fs for the fast component and τ2 = 1.1 ps for the slow component. 
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Figure 8. Comparison of X-ray absorption at the oxygen K-edge of acrolein computed with hh-
TDA (upper panel), CC3 (middle panel) and the experimental spectrum81 is shown in the lower 
panel. Spectra are broadened with a Gaussian lineshape with full-width half maximum of 0.6 eV. 
The ground state absorption at the S0 minimum is shown in green. Shown in red and blue is the 
excited-state absorption from the S1 and S2 states, respectively (also computed at the S0 
minimum). All hh-TDA and CC3 excitation energies were shifted by 10.04 eV and -0.26 eV, 
respectively, to bring them into agreement with experiment. 
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Figure 9. Simulated oxygen K-edge TR-NEXAFS of acrolein for 1 ps following photoexcitation 
to the S2 state. The signal is convoluted in time with a Gaussian with full-width at half-max of 50 
fs to simulate the instrument response function. A uniform spectral shift of 10.04 eV was applied 
to all hh-TDA excitation energies. Here, red signifies regions with the highest absorption and 
blue is the lowest absorption. 
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Figure 10. A sequential kinetics model of the dynamics of acrolein fit to lineouts from the 
simulated oxygen K-edge TR-NEXAFS of acrolein. The Gaussian convolution in time (full-
width at half-max of 50 fs) and the spectral shift of 10.04 eV follows from the simulated TR-
NEXAFS spectrum. The decay of the signal at 524 eV has a time constant of 20 fs. The rise of 
the signal at 527 eV has a time constant of 70 fs and the decay of that signal has a time constant 
of 440 fs. 
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