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a b s t r a c t 

A sequential combustor architecture consists of two longitudinally staged combustion zones featuring a 

propagation-stabilized flame in the first stage and an autoignition-stabilized flame in the second (reheat) 

stage. This layout allows for increased fuel flexibility compared to single-stage systems and enables clean 

and efficient combustion of carbon-free fuels such as hydrogen. Interactions between the autoignition- 

stabilized flame and the acoustic field created by the unsteady ignition front and the surrounding bound- 

aries can result in self-sustained (thermoacoustic) flame oscillations in the reheat stage of the sequential 

burner, causing performance losses and structural damage. In this paper, an intrinsic flame-acoustic feed- 

back mechanism causing self-sustained thermoacoustic oscillations in a reheat combustor is studied. The 

intrinsic thermoacoustic feedback is established when an acoustic wave generated by the unsteady igni- 

tion front travels upstream and introduces local temperature, pressure and velocity perturbations in the 

unburnt mixture. These modulate the ignition chemistry and the front kinematics and thus, in turn, act 

as a new source of perturbation for the ignition front that generates heat release rate oscillations and 

upstream-traveling acoustic disturbances, closing the feedback loop. Compressible reactive Euler equa- 

tion computations of autoignition fronts in a simple one-dimensional reheat combustor configuration 

with fully non-reflecting boundaries are first performed to demonstrate and characterize the intrinsic 

thermoacoustic oscillations associated with autoignition fronts. These computations show that the au- 

toignition front exhibits distinct harmonic thermoacoustic oscillations which tend to become unstable at 

some conditions. Next, frequencies and growth rates of the intrinsic thermoacoustic oscillations in the 

linear regime are predicted using a hybrid approach with flame response transfer functions taken from 

a forced Euler calculation and using a linearized Euler equation framework to describe the combustor 

acoustic field. The predictions of the intrinsic thermoacoustic eigenvalue from the linearized Euler equa- 

tion framework show good agreement with the linear behaviour of these oscillations observed in the 

Euler computations. The findings of the present work are useful both from a fundamental standpoint for 

prediction of intrinsic thermoacoustic instabilities and from an industrial perspective for prevention of 

thermoacoustic instabilities in staged combustion systems. 

© 2023 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Increasingly stringent regulations on greenhouse gas emissions 

rom gas turbines used for power generation is motivating a grad- 

al transition to carbon-free fuels such as hydrogen. When highly- 

eactive hydrogen is burnt in a combustor designed to operate 

n natural gas, the flame position shifts closer to the combus- 

or inlet resulting in a risk of flashback. An attractive alternative 
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s to separate the combustion process into two stages where, in 

he first stage, an ultra-lean hydrogen–air mixture is burnt with 

 propagation-stabilized flame. Thereafter, the rest of the fuel is 

dded to the burnt product mixture exiting from the first stage 

nd, due to the high temperature associated with this vitiated- 

xidant mixture, it spontaneously ignites in the second (reheat) 

tage resulting in the formation of an autoignition front [1] . Thus, 

arying the fuel splits between the first and second stage in a 

ongitudinally-staged combustion system allows for clean, efficient 

nd fuel-flexible power generation [1,2] . In such a staged combus- 

ion system, unsteady interactions between the autoignition front 

nd the acoustic field associated with the unsteady flame and 
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he surrounding boundaries can cause self-sustained oscillations in 

ll flow quantities [3] . This unsteady flow-flame-acoustic coupling 

henomena, also known as thermoacoustic/combustion instability, 

an result in structural damage, loss in performance and can be 

ery detrimental to the efficient operation of the system [4] . 

Combustion instabilities have been conventionally thought of as 

 feedback loop involving the combined dynamics of the flame, 

ow and the resonant acoustic modes of the combustion cham- 

er. Unsteady heat release rate oscillations associated with the 

ame front generate acoustic waves [5] , which travel upstream 

nd downstream and are reflected by the chamber boundaries 

nd in turn perturb the flame, thus closing the feedback loop. In 

his well-established framework, feedback is not expected to oc- 

ur if the boundaries of the combustor are perfectly non-reflecting. 

ore recently, the seminal works of Hoeijmakers et al. [6] , Em- 

ert et al. [7] and Bomberg et al. [8] proposed an intrinsic feed- 

ack mechanism through which self-sustained thermoacoustic os- 

illations may be established even in the absence of acoustic re- 

ection from boundaries (also, see the comprehensive review by 

ilva [9] ), which is discussed next. In these works, propagation- 

tabilized flames were considered. 

Propagating flames are usually stabilized at low values of mean 

ow Mach numbers, owing to typically low flame speeds associ- 

ted with reactant mixtures used for gas turbine combustion. The 

agnitudes of the relative pressure ( p ′ /p 0 ), temperature ( T ′ /T 0 )

nd velocity ( u ′ /u 0 ) fluctuations induced by an acoustic wave can 

e related to each other as [10] 

p ′ 
p 0 

= 

γ

γ − 1 

T ′ 
T 0 

= γ M 0 
u 

′ 
u 0 

, (1) 

here M 0 is the mean flow Mach number, and γ is the ratio 

f specific heats. At low Mach numbers typical of propagation- 

tabilized flames, the normalized pressure and temperature oscil- 

ations are, hence, much smaller than the normalized velocity os- 

illations. Thus, the propagation-stabilized flame does not directly 

espond to acoustic waves, but primarily to velocity oscillations in- 

uced by the acoustic wave upstream of the flame front. These ve- 

ocity oscillations can induce a flame response, for example, by cre- 

ting equivalence ratio fluctuations at the fuel injector [11] or by 

reating a vortical wave at the swirler upstream of the flame [12] . 

he unsteady heat release rate oscillations ( ˙ Q 

′ ) created by the 

elocity oscillations generate upstream-traveling acoustic waves, 

hich in turn cause perturbations upstream of the flame front and 

loses the feedback loop. Thus, feedback between the flame dy- 

amics and the velocity perturbations induced by the upstream- 

raveling acoustic disturbances can result in intrinsic thermoacous- 

ic (ITA) instability even in the absence of acoustic wave reflection 

rom the boundaries. Intrinsic thermoacoustic modes associated 

ith propagation-stabilized flames have been observed both in 

xperiments [6,8] , flow computations [13,14] and analytical mod- 

ls [7,15,16] . 

Intrinsic thermoacoustic feedback is expected to be highly rele- 

ant for autoignition fronts, too, because of the following reasons. 

utoignition fronts reside at locations in the combustor where the 

gnition time of the reactant mixture is equal to the residence 

ime. Unlike the case of a propagating flame where the advection–

iffusion–reaction balance governs the flame position to leading 

rder, the balance between the advective and the chemical time 

cales governs the location of an autoignition front. Typical ig- 

ition times of vitiated hydrogen–air mixtures at reheat condi- 

ions are usually very small, i.e., of the order of a few millisec- 

nds or less. At these conditions, mean flow velocities of the or- 

er of a few hundred m / s are required to maintain the ignition 

ront at desirable locations inside the combustor, which corre- 

pond to non-negligible values of Mach numbers ( 0 . 25 − 0 . 3 ). At

uch finite values of Mach numbers, the normalized pressure and 
2 
emperature fluctuations have comparable magnitudes to the nor- 

alized velocity oscillations [ Eq. (1) ]. The pressure and tempera- 

ure oscillations induced by the upstream-traveling acoustic waves 

odulate the chemical kinetic processes associated with sponta- 

eous ignition, which modulates the ignition time of the reactant 

ixture, and therefore the ignition front position, over one cycle 

f acoustic forcing. The fluctuations in the ignition front position 

reate significant oscillations in the global and local heat release 

ate [17,18] , which in turn induces upstream-traveling acoustic dis- 

urbances [19] , thereby closing the feedback loop. This mechanism 

f combustion instability was first investigated in the context of se- 

uential combustors by Ni et al. [20] who proposed and validated, 

ith engine measurements, a simple numerical model to predict 

he frequencies and growth rates of thermoacoustic oscillations in 

n idealized combustor configuration. 

Figure 1 (a) plots the variation of the ignition time ( τ ) of a re-

ctant mixture with temperature ( T ). A constant-pressure reactor 

alculation in Cantera [21] with static variations in temperature is 

sed to generate Fig. 1 (a). As expected, an increase in temperature 

ccelerates the ignition chemistry and results in a decrease in ig- 

ition time. A parameter ( ψ) can now be defined to quantify the 

ensitivity of the ignition time to small changes in temperature as 

(T 0 ) = 

(∂ τ/∂ T ) T 0 
τ0 /T 0 

, (2) 

here a small change in temperature δT centered around a tem- 

erature T 0 results in a small change in ignition time δτ centered 

round an ignition time τ0 . The quantity ψ , which is plotted in 

ig. 1 (b), measures the relative change in ignition time induced by 

 change in temperature. In the band of temperatures between 950 

o 10 0 0 K, small changes in reactant temperatures (created by an 

coustic wave, say) result in much larger changes in the mixture 

gnition time, which leads to significant oscillations in the igni- 

ion front position and heat release rate, potentially driving intrin- 

ic thermoacoustic oscillations. Therefore, intrinsic thermoacoustic 

eedback can be quite important for autoignition fronts, given that 

mall changes in temperature and pressure can significantly change 

he ignition front position and heat release rate by perturbing the 

gnition chemistry. 

For combustors containing propagating flames, Mukherjee and 

hrira [15] showed that ITA modes are infinitely damped in the 

imit of low flame response gain and become less stable as the 

ain is increased. Additionally, Hoeijmakers et al. [6] and Em- 

ert et al. [7] derived a simple criterion to show that for a 

ne-dimensional propagating flame, unstable ITA modes can result 

hen the flame response gain is higher than a certain critical value 

see Eq. (11) ). While a simple criterion for ITA instability does not 

urrently exist for autoignition fronts, it can be deduced by extrap- 

lation that the high sensitivity of the ignition time to tempera- 

ure fluctuations can result in significant flame response gains for 

utoignition fronts, thus, favouring intrinsic thermoacoustic insta- 

ility. The inset in Fig. 1 (b) plots the frequency and growth rate 

f the ITA oscillations obtained from reactive Euler equation com- 

utations of autoignition fronts at different inlet temperatures. The 

utoignition front tends to be progressively less stable (growth rate 

ncreases), in an intrinsic thermoacoustic sense, as the inlet tem- 

erature approaches the maximum of the ψ vs T curve. 

To study intrinsic thermoacoustic oscillations associated with 

n autoignition front, we consider a simplified one-dimensional 

1D) combustor ( Fig. 2 ) with a perfectly premixed reactant mix- 

ure entering the inlet at a sufficiently high temperature, resulting 

n autoignition at a downstream location X ig 0 . The boundaries are 

ully non-reflecting, and acoustic ( f 1 , g 2 ) and entropy (h 1 ) forcing

re applied at the inlet ( f 1 , h 1 ) and the exit (g 2 ) to study flame

ynamics. 
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Fig. 1. (a) Variation of the ignition time of a vitiated hydrogen–air mixture with temperature. The equivalence ratio of the reactant mixture is 0.12, and the pressure is 

1 atm. (b) Sensitivity of the ignition time to small changes in temperature. The inset in (b) shows the frequency and growth rate of the ITA oscillations associated with the 

autoignition front at different inlet temperatures. 

Fig. 2. Schematic of the one-dimensional configuration used throughout this article. 

The various waves propagating in the domain are shown. The green box shows the 

waves nomenclature adopted in the NSCBC formulation. Waves coloured in black 

are acoustic, while the ones coloured in red are entropic. (For interpretation of the 

references to colour in this figure legend, the reader is referred to the web version 

of this article.) 
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The acoustic–flow–flame interactions causing the ITA feedback 

n autoignition fronts is schematically depicted in Fig. 3 , which 

epresents the signal flow graph of an active flame placed in an 

nechoic environment (as in Fig. 2 ). This graph is inspired by sim- 

lar ones constructed for propagation-stabilized flames by Emmert 

t al. [7] and Bomberg et al. [8] . It is to be noted that the en-

ropy wave imposed at the inlet is assumed to be zero. This does 

ot change the dynamics of the ITA feedback, and is done purely 

o make the signal flow graph more presentable. Each of the blocks 

n Fig. 3 represent a frequency dependent transfer function relating 

he output to the input. The outgoing waves are generated, partly, 

y the transmission and reflection of the imposed acoustic and en- 

ropy waves due to the change in acoustic impedance associated 

ith the ignition front (blocks T i and R i - also see Eq. (13) for the

efinition of these blocks). For example, the g 1 wave is created by 

he reflection of the wave f 1 via the transfer function R 1 and trans- 

ission of the wave g 2 via the transfer function T 1 . In addition 

o this mechanism, the waves f 1 and g 1 introduce temperature, 

ressure and velocity perturbations in the unburnt reactant mix- 

ure, modulating the ignition chemistry and the front kinematics 

hereby creating harmonic heat release rate ( ˙ Q 

′ ) and flame posi- 

ion ( X ′ 
ig 

) fluctuations via the flame response functions F and G . 

inally, these heat release rate and position fluctuations associated 
3 
ith an autoignition front also generate outgoing acoustic and en- 

ropy waves f 2 , g 1 and h 2 via the transfer function S f 2 , S g1 and S h 2 . 

hus, we have the intrinsic thermoacoustic feedback loop shown 

n dashed lines in Fig. 3 , consisting of the g 1 wave modifying the 

ow and creating a flame response via G and the unsteady flame 

enerating a g 1 wave via S g1 . 

Gruber et al. [22] and Gopalakrishnan et al. [23] performed 

avier–Stokes and Euler computations of the initial ignition pro- 

ess of hydrogen autoignition fronts in a one-dimensional con- 

guration similar to Fig. 2 . They observed that the ignition front 

xhibits significant harmonic oscillations in its position and heat 

elease rate before attaining steady state (see Fig. 8 ). This, they 

ypothesized, was due to an intrinsic interaction mechanism be- 

ween the flame dynamics and the upstream-traveling acoustic 

isturbances. While these works provide initial evidence of the 

ccurrence of ITA oscillations in autoignition fronts, a detailed 

haracterization of these oscillations using flow computations is 

ssential. 

Detailed flow computations give useful insight into the intrinsic 

hermoacoustic oscillations in reheat combustion systems. From an 

ndustrial standpoint, however, an efficient framework capable of 

redicting the linear stability of the ITA oscillations in simple re- 

eat combustor configurations would be very useful. A linear sta- 

ility analysis for thermoacoustic systems requires two essential 

lements. The first one is a model for the flame response, in terms 

f the unsteady heat release rate, to acoustic and convective per- 

urbations. The vital component of such a model is the frequency- 

ependent flame transfer function (FTF), which relates the global 

eat release rate to the acoustic perturbations [24,25] . The sec- 

nd required element is a model for the combustor acoustic field. 

his is simply a set of (possibly simplified) equations which govern 

he generation and propagation of acoustic and entropic perturba- 

ions in a flow domain. For an inviscid 1D flow at non-zero Mach 

umbers, the linearized Euler equations model the generation and 

ropagation of small disturbances [26] . When applied to react- 

ng flows in the limit of zero Mach number where entropy wave 

ropagation is neglected, these equations reduce to a single wave 

quation in terms of the acoustic pressure perturbations, or the 

elmholtz equation in frequency domain [10,27] . As an additional 

implification, the acoustic field of many combustor configurations 

ave been modeled by a low-order network approach consist- 

ng of a collection of interconnected elements which model area 
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Fig. 3. Signal flow graph of an active flame in an acoustic environment without reflection from the boundaries. Each block represents a frequency-dependent transfer 

function relating the output to the input. The intrinsic thermoacoustic feedback loop is represented by the dashed lines composed of: the upstream-traveling ( g 1 ) wave 

modifying the flow, the flame response to the g 1 wave – G , and the unsteady flame response generating a g 1 wave – S g1 . 
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hanges, boundary conditions and active flame elements [14,28–

0] . A transfer matrix relating the pressure and velocity pertur- 

ations upstream and downstream of each sub-element is formu- 

ated, and the full system matrix is obtained from assembling all 

ub-elements. Thus, the flame response model in conjunction with 

he model for the acoustic field of the combustor yields the ther- 

oacoustic eigenvalue(s) of the full system, giving quantitative in- 

ight into the frequencies and growth rates of the thermoacoustic 

odes. 

In the context of thermoacoustic modeling of reheat combus- 

ors, Zellhuber et al. [31] , Gant et al. [17] and Gopalakrishnan 

t al. [18] have proposed simplified models for computing the re- 

ponse of an autoignition-stabilized flame to acoustic and entropy 

erturbations. All these works treat the flow as a collection of in- 

ependently evolving fluid particles and the global flame response 

s constructed by stitching together the individual particle evolu- 

ion. An important aspect to consider when modeling the response 

f an autoignition front to acoustic perturbations is the continu- 

us modulation of the chemical state of the reactant mixture by 

he acoustic wave during its downstream advection [18] . Simple 

odels based on the balance of flow residence time and mix- 

ure ignition time are insufficient for acoustically perturbed au- 

oignition fronts, and the continuous modulation of the ignition 

hemistry by the acoustic temperature and pressure fluctuations 

eeds to be accounted for. Gant et al. [32] and Gopalakrishnan 

t al. [23] proposed simplified frameworks based on the Rankine–

ugoniot jump conditions and the linearized Euler equations, re- 

pectively, to model the acoustic field associated with an unsteady 

utoignition front. While simplified models for the flame response 

nd the acoustic field have been proposed, an effort to use them 

nd predict the linear stability of intrinsic thermoacoustic oscil- 

ations associated with an autoignition front and compare these 

redictions with more detailed approaches has not yet been per- 

ormed. This the main focus of this article. 

The primary objectives of the present work are the following: 

1. To perform unsteady reactive Euler equation computations to 

establish the occurrence and characterize the linear dynamics 

of the intrinsic thermoacoustic oscillations associated with au- 

toignition fronts in a one-dimensional setting as depicted in 

Fig. 2 . This is discussed in Section 2 . 

2. To predict the linear stability of the ITA oscillations using a hy- 

brid approach where the flame response functions, extracted 

from forced Euler equation computations, are used within a lin- 

earized Euler equation framework [23] . The predictions from 

this hybrid approach are compared to the linear thermoacous- 

tic eigenvalue obtained from the flow computations performed 
to meet Objective 1. These results are presented in Section 3 . d

4 
In the present work, all flow computations are performed 

ithin an Euler equation framework. This is mainly motivated by 

he prior results of Gopalakrishnan et al. [23] , who compared Eu- 

er and Navier–Stokes [22] computations of intrinsic thermoacous- 

ic oscillations observed during the initial ignition process of an 

utoignitive mixture. These comparisons revealed identical igni- 

ion front behaviour and identical frequencies and growth rates 

f the ITA oscillations, suggesting that diffusive effects (viscosity, 

eat conduction and species diffusion) play a relatively minor role 

n the dynamics of the ITA feedback associated with the autoigni- 

ion front, at least in the present one-dimensional setting. How- 

ver, diffusive effects contribute to the dispersion and dissipation 

f entropy waves which are convected from the first-stage of the 

equential burner downstream to the autoignition front [17,33,34] , 

nd therefore must be taken into account in realistic combustor 

ystems. 

. Intrinsic thermoacoustic oscillations from forced Euler 

omputations of autoignition fronts 

In this section, the occurrence of intrinsic thermoacoustic oscil- 

ations associated with autoignition fronts is demonstrated by way 

f reactive Euler equation computations. Section 2.1 presents 

he framework used to perform these computations and 

ection 2.2 discusses the results. The geometrical configuration 

hat is considered is a simplified 1D combustor model introduced 

n Section 1 and schematically depicted in Fig. 2 . 

.1. Computational framework 

The equations governing the flow of an inviscid reactive fluid in 

ne spatial dimension ( x ) can be written in compact form as [35] 

∂ U 

∂t 
+ A 

∂ U 

∂x 
= S , (3) 

here U is the vector containing the primitive variables density, 

elocity, pressure and species mass fractions: [ ρ, u, p, Y i ] 
T , the sec-

nd term represents all the terms involving the spatial derivatives, 

nd S is the vector of the source terms: [0 , 0 , S p , S Y i ] 
T . The matrix

 in the non-linear convective term is a function of U . In writing 

he above equations, body forces were neglected. 

Non-reflecting boundary conditions (NRBC’s) are imposed for 

he flow computations since we wish to study intrinsic thermoa- 

oustic oscillations. The basic principle behind the formulation of 

he NRBC’s is that the waves traveling from the interior of the 

omputational domain towards the boundaries should leave the 

omain unaltered and unreflected. Furthermore, we model a fully 

remixed reactant mixture entering the inlet of the computational 

omain at all time instants, which implies fixed values of species 
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Table 1 

Values of the characteristic variables, wave amplitudes and source terms 

in Eq. (4) . The wave indices correspond to the classical NSCBC nomencla- 

ture [36,37] , where indices 3 and 4 represent the advection of transverse ve- 

locity components which are absent in the present one-dimensional configura- 

tion. S p and S Y i denote the source terms of the energy and the i th species mass 

balance equations, respectively [35,38] . 

Index ( j) dW j L j S j 

1 d p − ρcd u (u − c) 
(

∂ p 
∂x 

− ρc ∂u 
∂x 

)
S p 

2 c 2 d ρ − d p u 
(
c 2 ∂ρ

∂x 
− ∂ p 

∂x 

)
−S p 

5 d p + ρcd u (u + c) 
(

∂ p 
∂x 

+ ρc ∂u 
∂x 

)
S p 

Y i dY i u ∂Y i 
∂x 

S Y i 
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c

m

ass fractions at the inlet. In practice, upstream-traveling acous- 

ic disturbances cause velocity oscillations at the fuel injector lo- 

ation [11] resulting in equivalence ratio fluctuations convecting 

ownstream. For example, a positive velocity oscillation at a ‘stiff’ 

uel injector results in a leaner mixture and vice-versa. While this 

echanism of creation of equivalence ratio fluctuations by the 

pstream-traveling acoustic wave also contributes to the ITA feed- 

ack, this is not taken into account in this work. We only focus on 

he modulation of the ignition chemistry and the front kinematics 

y the upstream-traveling acoustic waves as the primary mecha- 

ism for ITA feedback. 

NRBC’s are imposed by making use of the Navier–Stokes charac- 

eristic boundary condition (NSCBC) formulation [36,37] . The Euler 

q. (3) at the boundary points are first transformed in terms of 

he characteristic variables by applying a similarity transformation 

o the matrix A . After this transformation, Eq. (3) reduces to a set 

f 1D advection equations at the boundary points: 

∂W j 

∂t 
+ L j = S j , (4) 

here W j represents the characteristic variables, which are sim- 

ly the acoustic and convective waves traveling with the speeds 

 − c, u + c and u , where c is the local speed of sound, and u is the

ocal flow velocity at the boundary point. The spatial derivatives 

re contained within L j , which denotes the characteristic wave 

mplitudes, and S j are the source terms at the characteristic level. 

hus, the NSCBC approach transforms the governing equations at 

he boundary points in terms of advection equations governing the 

ropagation of characteristic waves at the boundaries. 

The characteristic wave amplitudes L j ’s are composed of the 

pstream-traveling acoustic wave (L 1 ) , the downstream-traveling 

coustic wave (L 5 ) , the downstream traveling entropy wave (L 2 ) , 

nd the downstream traveling convected wave (L Y i 
) , which con- 

eys information about the i th species mass fraction. The direction 

f propagation of the acoustic and entropy waves are depicted in 

ig. 2 for a subsonic flow in the positive x-direction. At any bound- 

ry point (for example, the inlet), some waves (L 5 , L 2 , L Y i 
) enter

he computational domain from the exterior, while the others (L 1 ) 

eave the computational domain. The expressions for the charac- 

eristic variables, wave amplitudes and source terms in Eq. (4) are 

iven in Table 1 . 

Thus, the implementation of the boundary conditions amounts 

o solving Eq. (4) where, the amplitudes of the waves ( L j ’s) en-

ering the domain need to be specified, while the amplitudes of 

he waves leaving the domain are computed using the interior 

ata. Fully non-reflecting boundary conditions are realized when 

he time rate of change of the characteristic variables entering the 

omputational domain are zero [37] , that is, 

∂W j = 0 ⇒ L j = S j , (5) 

∂t 

5 
or any wave L j entering the computational domain. 

The wave amplitudes imposed at the boundaries is written 

ext, following [39,40] . At the inlet boundary 

L 5 = S p + 

{
−2 ρc 

∂u t 

∂t 
+ Kρc(u − u 01 t − u t − u −) 

}
, 

L 2 = −S p + 

{
−c 2 

∂ρt 

∂t 
+ Kc 2 (ρ − ρ01 t − ρt − ρ− − ρL 5 ) 

}
, 

 Y i = S Y i , (6) 

nd at the outlet boundary 

 1 = S p + 

{
−2 

∂ p t 

∂t 
+ K(p − p 02 t − p t − p + ) 

}
, (7) 

here the terms within the curly braces are used to impose the 

coustic/entropy forcing. In Eqs. (6) and (7) , p t , u t and ρt repre- 

ent the target values of pressure, velocity and density oscillations 

nduced by the imposed disturbances L 1 , L 5 and L 2 , respectively, 

nd p 02 t , u 01 t and ρ01 t are the target mean values of the exit pres-

ure, inlet velocity and inlet density, respectively. K is a parameter 

epresentative of an inverse time constant given by σ c(1 − M 

2 ) /l, 

here l is the axial length of the combustor equal to 0.3 m, M

s the local Mach number, and the constant σ is set to 0.5. The 

agnitude of σ depends on how fast any deviation of the inlet 

alue from the target is to be corrected [40] . It is important to 

ote that p t , u t and ρt only represent the fluctuating quantities as- 

ociated with the incoming waves and not the fluctuating values 

f the primitive variables themselves at the boundary points. The 

ressure fluctuations at the exit boundary, for example, will be the 

um of p t and the pressure fluctuation (p + ) induced by the down- 

tream traveling acoustic wave L 5 . 

In Eqs. (6) and (7) , the flow perturbations induced by the acous- 

ic waves traveling from the interior of the computational domain 

owards the boundaries are determined from a simple time inte- 

ration of the corresponding characteristic wave amplitudes [40] , 

or example, 

p + = −1 

2 

∫ t 
0 L 5 (l, t ) dt . (8) 

The Euler Eq. (3) at the interior points, together with the 

oundary conditions [ Eqs. (4) , (6) and (7) ] are solved numerically 

sing a fourth-order accurate finite-difference scheme for spatial 

iscretization and a second-order accurate multi-level time step- 

ing scheme for time marching [41] . The combustor domain is 

iscretized on a uniform grid of 15 0 0 0 points corresponding to 

 spatial resolution of 20 μm, which was found to be sufficient 

o resolve all the chemical and convective length scales associated 

ith this flow. A constant time step of 4 ns was used to march 

he equations in time. In addition, a detailed chemical mechanism 

or hydrogen–air combustion, consisting of 9 species and 21 re- 

ctions [42] is used for computing the source terms in the en- 

rgy and the species mass balance equations. The adequacy of 

he numerical scheme, the grid and time step size in computing 

his flow was already established in [23] by way of comparison 

f the unforced Euler computations with a well established DNS 

olver [43] . Nevertheless, results comparing the forced Euler com- 

utations with corresponding Navier–Stokes results obtained from 

 well-established DNS solver are given in the supplementary ma- 

erial. 

.2. Results: Characterization of ITA oscillations by forced Euler 

omputations 

The characterization of the linear intrinsic thermoacoustic 

odes of the autoignition front can be obtained by computing the 
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Table 2 

Parameters characterizing the mean autoignition front solution, which is taken 

as the initial condition and then perturbed for the Gaussian-Evolution and 

forced response computations. 

Mean flow parameters 

p 02 t (Pa) u 01 t (m/s) ρ01 t (kg/m 

3 ) M 0 

101,325 200 0.3016 0.29 

Species mass fractions 

Y H 2 Y O 2 Y H 2 O Y N 2 
0.0081 0.1832 0.0518 0.7569 

Fig. 4. Evolution of the inlet pressure fluctuations and the ignition front position 

(inset) for the Gaussian-Evolution computation. 
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mpulse response of the system, i.e., the response of the flow and 

he flame to an impulse applied at t = 0 . Of course, in a flow com-

utation, an ideal impulse forcing cannot be imposed (since the 

agnitude of an ideal impulse tends to infinity, and the thick- 

ess tends to zero). The Gaussian function with a unit area and 

 small thickness is, nevertheless, a good approximation. We first 

resent results wherein an autoignition front stabilized in the one- 

imensional combustor with perfectly non-reflecting boundaries 

s perturbed by a Gaussian pressure pulse (referred to hereafter 

s Gaussian-Evolution computation). Unforced computations of the 

nitial ignition process of an unburnt reactant mixture are first per- 

ormed to obtain a stabilized autoignition front [23] . This provides 

he initial state ( Table 2 ), which is thereafter perturbed by an im-

ulse. A Gaussian pressure pulse which takes the form 

1 

η
√ 

2 π
exp 

(
− (x − x g ) 

2 

2 η2 

)
(9) 

s superimposed to the initial state at t = 0 and evolved in time. In

ddition, no forcing is imposed at the boundaries. In Eq. (9) , η is 

he thickness of the Gaussian pulse, and x g is the axial location of 

he pulse, which is taken to be at the center of the computational 

omain ( x g /l = 0 . 5 ) whereas the ignition front is located further

pstream at x/l = 0 . 08 . 

Figure 4 illustrates the response of the autoignition front to the 

aussian pressure pulse in terms of the inlet pressure and flame 

osition. With fully non-reflective boundary conditions, it is some- 

hat counter-intuitive to observe an oscillatory response of the in- 

et pressure. One would rather expect that the pulse reaches the 

oundaries and simply gets flushed out of the domain. However, 

he harmonic response of the ignition front is no longer surpris- 

ng if we take into account intrinsic thermoacoustic feedback. The 

aussian pulse travels upstream and creates a flow perturbation in 

he reactant mixture causing perturbations in heat release rate and 

ame position, which in turn generates an upstream-propagating 

coustic wave and thus, the ITA mode of the system is excited. The 

scillations depicted in Fig. 4 occur in all flow variables and ex- 

ibit a distinct frequency of 2500 Hz with a temporal growth rate 

f −75 s −1 . 
6 
We characterize the ITA oscillations from harmonically forced 

ow computations next. The steady autoignition front, with mean 

ow parameters listed in Table 2 , is forced by acoustic and en- 

ropy waves at the boundaries. Three linearly independent forc- 

ng configurations are realized using the forced NSCBC formulation 

 Section 2.1 ): (i) acoustic forcing at the inlet with the wave L 5 ,

ii) entropy forcing at the inlet with the wave L 2 , and (iii) acoustic 

orcing at the exit with the wave L 1 . The amplitude of the im- 

osed disturbances are maintained to be small ( 0 . 1 − 0 . 5% of the

ean values) to ensure linear flame dynamics. 

Figure 5 shows the response of the autoignition front, in terms 

f the integrated heat release rate fluctuations, when forced by 

n entropy wave at the inlet with a frequency of 600 Hz. An in- 

eresting aspect to note in the flame response is the high fre- 

uency component superimposed on the response at the forcing 

requency at the initial few time instants. A Fourier decomposi- 

ion of the data reveals that this high-frequency oscillation oc- 

urs at 2500 Hz, which is the frequency of the ITA mode obtained 

rom the Gaussian-Evolution computation. In addition, the growth 

ate associated with these superimposed high-frequency oscilla- 

ions can be computed by band-pass filtering the heat release rate 

esponse in Fig. 5 close to 2500 Hz, and using a Hilbert transform 

o determine the signal envelope [44] . This process yields a growth 

ate of −74 . 5 s −1 , which agrees well with the value obtained for

he growth rate of the ITA mode from the Gaussian-Evolution com- 

utation. Analogy can be drawn between the behaviour of the igni- 

ion front in Fig. 5 to the forced vibration of a spring-mass-damper 

ystem having a specific natural frequency and damping rate. The 

nitial condition associated with the system excites oscillations at 

he system’s natural frequency (in the case of an autoignition front, 

he frequency of the ITA mode), which, for a viscous damper with 

ositive damping (damped ITA mode), manifests as harmonically 

ecaying oscillations superimposed on the response at the forcing 

requency [45] . 

The heat release rate response of the autoignition front to 

coustic forcing at the inlet via an L 5 wave at three distinct fre- 

uencies is plotted in Fig. 6 . The velocity fluctuations imposed by 

he L 5 wave take the form −u t sin (ωt) , where ω is the angu- 

ar frequency of the forcing and u t is maintained at 0.5% of the 

ean velocity for all frequencies. Although the amplitudes of the 

mposed disturbances are the same across the different frequen- 

ies, large flame response amplitudes are observed when the forc- 

ng frequency is equal to the frequency of the ITA mode, signify- 

ng an internal resonance occurring in the system due to the ITA 

eedback. 

Further evidence, and characterization, of the ITA oscillations 

ssociated with the autoignition front can be obtained by comput- 
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Fig. 6. Integrated heat release rate fluctuations associated with the autoignition 

front when forced by acoustic waves at the inlet with a constant amplitude of 

u ′ /u 0 = 0 . 5% . The flame response exhibits large amplitudes at 2500 Hz. 
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Fig. 7. Representative elements of the scattering matrix of the autoignition front. A 

distinct peak in gain is visible at 2500 Hz signifying a resonance originating from 

the ITA mode. 

Table 3 

Least stable pole s/ 2 π , where s = i ω, of each element of the scattering matrix 

associated with the autoignition front. 

S 11 S 12 S 13 

−74 . 1 ± 2508 . 1i −72 . 7 ± 2507 . 5i −72 . 1 ± 2508 . 2i 

S 21 S 22 S 23 

−73 . 1 ± 2509 . 7i −72 . 9 ± 2508 . 1i −73 . 2 ± 2508 . 2i 

S 31 S 32 S 33 

−73 . 5 ± 2507 . 3i −72 . 7 ± 2506 . 1i −70 . 2 ± 2508 . 2i 
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ng its scattering matrix. The scattering matrix is a useful concept 

hat has been extensively used in the past for studying intrinsic 

hermoacoustic oscillations in combustors with propagation- 

tabilized flames [6–8] . The scattering matrix relates the outgoing 

haracteristic waves to the incoming characteristic waves in fre- 

uency domain and thus, unlike the transfer matrix, offers an 

nherently causal representation of the flame–acoustic coupling. 

urthermore, the eigenvalues of the ITA modes of the system can 

e obtained from the poles of the scattering matrix [6,8] . For the 

resent one-dimensional flow configuration depicted in Fig. 2 , the 

cattering matrix can be written as 

 

 

 

 

f 2 

g 1 

h 2 

⎤ 

⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎣ 

S 11 S 12 S 13 

S 21 S 22 S 23 

S 31 S 32 S 33 

⎤ 

⎥ ⎥ ⎦ 

⎡ 

⎢ ⎢ ⎣ 

f 1 

g 2 

h 1 

⎤ 

⎥ ⎥ ⎦ 

, (10) 

here the expressions for the various characteristic waves are 

erived by performing a characteristic variable transformation 

f the linearized Euler equations [46] . The expressions for the 

haracteristic waves are 

g = ( ̃  p − ρ0 c 0 ̃  u ) / 2 , 

f = ( ̃  p + ρ0 c 0 ̃  u ) / 2 , 

 = c 2 0 ̃
 ρ − ˜ p . (11) 

he quantities with the tilde in Eq. (11) denote the Fourier- 

ecomposed complex-valued quantities representing the ampli- 

ude and phase of the corresponding fluctuations in time domain. 

he waves f 1 , g 1 and h 1 are measured at the inlet boundary 

x = 0) , while the waves f 2 , g 2 and h 2 are measured at the exit

oundary (x = l) . At a given frequency, all the elements of the 

cattering matrix can be obtained from the three independent 

orced Euler calculations. 

Figure 7 plots the gain and phase of two representative el- 

ments of the scattering matrix obtained from the forced Euler 

omputations of the autoignition front. A distinct peak in the gain 

s visible at a frequency of 2500 Hz implying significant amplifi- 

ation of the incoming waves, which also points towards a res- 

nance with the ITA mode in the system at that frequency. The 

ther elements of the scattering matrix exhibit qualitatively sim- 

lar behaviour, and are shown in the supplementary material. For 

requency-domain variables we stipulate z(t) ∼ e i ωt . The real part 

f ω is, hence, the angular frequency and the negative imaginary 

art the growth rate. The associated Laplace variable is s = i ω, 

o that the real part of s corresponds to the growth rate, and 

he imaginary part to the angular frequency. System identification 

ools commonly work with s instead of ω; therefore, in this article, 

e interchangeably use both notations. 

Figure 8 plots the poles of each element of the scattering ma- 

rix. The poles of each frequency-dependent term ( S i j ) were deter- 
7 
ined using a system identification tool (Vectorfit [47] ). The com- 

lex variable s = i(ω r + i ω i ) is plotted. Therefore, the real axis rep-

esents the growth rate and the imaginary axis represents the fre- 

uency of the relevant mode of the system. The dashed blue and 

ed lines denote the frequency and growth rate of the ITA mode 

btained from the Gaussian-Evolution computation. While each el- 

ment of the scattering matrix has a set of poles all distributed 

n the stable left half-plane, a set of common poles of all the ele- 

ents of S i j are clustered very close to the imaginary axis around 

75 ± 2500i . These least stable poles are listed in Table 3 and in-

eed show that all the elements of the scattering matrix have a 

ommon denominator, whose zeros lie close to −75 ± 2500i . This 

bservation prompts us to factor out the common denominator 

 (s ) from all the elements of the scattering matrix, analogous to 

hat was done for propagation-stabilized flames in [7,8] , and the 

ynamics of the ITA feedback is governed by the zeros of this fre- 

uency dependent function. At frequencies where D (s ) = 0 , small- 

mplitude forcing applied to the system results in significantly am- 

lified system responses. 

We conclude this section by highlighting that intrinsic ther- 

oacoustic oscillations are generally present in reheat combustion 

ystems with autoignition fronts. The ITA feedback, for an intrin- 

ically stable system, manifests as damped harmonic oscillations 

n the forced flame computations. Furthermore, the linear dynam- 

cs of the ITA feedback, in terms of the frequency and the growth 

ate, were obtained from the flow computations using various ap- 

roaches showing excellent overall agreement. 

. Prediction of ITA oscillations associated with the 

utoignition front 

In this section, we propose a methodology for predicting the 

inear dynamics of an ITA mode associated with the autoignition 

ront in the one-dimensional configuration ( Fig. 2 ). This is achieved 

ith a frequency-dependent flame response model extracted from 

he forced Euler computations, in combination with a linearized 
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Fig. 8. Poles of each element of the scattering matrix plotted in the complex s plane. The dashed horizontal and vertical lines denote the frequency and growth rate of the 

ITA oscillations obtained from the Gaussian-Evolution computation. 
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uler equation (LEE) framework. This section is organized as fol- 

ows. An analytical expression governing the eigenvalues of the 

TA feedback for an autoignition front is derived in Section 3.1 . 

n Section 3.2 , the sound field generated by an unsteady autoigni- 

ion front in the one-dimensional setting is computed using the 

EE framework and compared with the forced Euler computations. 

ection 3.3 discusses the results pertaining to the prediction of ITA 

odes associated with the autoignition front. 

.1. The dispersion relation for ITA modes associated with 

utoignition fronts 

In simplified one-dimensional configurations, such as Fig. 2 , it 

s common to compute the acoustic field by treating the reac- 

ion front as a spatial discontinuity which causes a jump in the 

ean flow quantities, and formulating a set of jump conditions 

inking the flow perturbations upstream and downstream of the 

ront [10] . This approach is especially effective when the spatial 

xtent of the flame is much smaller than the wavelength of the 

elevant acoustic modes under consideration. Both propagation and 

utoignition fronts harmonically change their position in response 

o acoustic disturbances. The importance of considering the flame 

otion when computing the combustor acoustic field was demon- 

trated by Chen et al. [19] . The effect of flame front motion is ex-

ected to also be important for autoignition fronts, since, in addi- 

ion to acoustic velocity oscillations kinematically causing ignition 

ront fluctuations, the pressure and temperature disturbances in- 

uced by an acoustic wave modulate the ignition chemistry caus- 

ng oscillations in ignition time, which lead to oscillations in the 

ame position. A propagating flame is usually anchored by a me- 

hanical flame holder or a recirculation zone, which impedes the 

ame movement under velocity fluctuations to some extent. Fur- 

hermore, due to the high sensitivity of the ignition time to tem- 

erature fluctuations and due to the direct effect of the ignition 

elay time on the front location, the movement of the flame can 

e expected to be much larger for autoignition fronts for a given 

coustic perturbation magnitude. 

The Rankine–Hugoniot jump conditions applied to a moving 

iscontinuity [19,48] can be written in compact form in the fre- 

uency domain as 

 

⎡ 

⎢ ⎢ ⎣ 

f 2 

g 1 

h 2 

⎤ 

⎥ ⎥ ⎦ 

= N 

⎡ 

⎢ ⎢ ⎣ 

f 1 

g 2 

h 1 

⎤ 

⎥ ⎥ ⎦ 

+ K ̃

 ˙ Q + J ̃  X ig , (12) 
8 
here M , N are 3x3 matrices, and K , J are 3x1 vectors; their el-

ments are given in the supplementary material. Eq. (12) can be 

ewritten by multiplying both sides by M 

−1 giving 
 

 

 

 

f 2 /p 0 

g 1 /p 0 

h 2 /p 0 

⎤ 

⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎣ 

T 2 R 3 T 3 

R 1 T 1 R 2 

T 4 R 4 T 5 

⎤ 

⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
transmission and reflection 

⎡ 

⎢ ⎢ ⎣ 

f 1 /p 0 

g 2 /p 0 

h 1 /p 0 

⎤ 

⎥ ⎥ ⎦ 

+ 

⎡ 

⎢ ⎢ ⎣ 

S 3 

S 1 

S 5 

⎤ 

⎥ ⎥ ⎦ 

˜ ˙ Q 

˙ Q 0 

+ 

⎡ 

⎢ ⎢ ⎣ 

S 4 

S 2 

S 6 

⎤ 

⎥ ⎥ ⎦ 

˜ X ig 

X ig0 

︸ ︷︷ ︸ 
generation by the ignition front 

,

(13) 

here the R i and T i denote frequency-dependent functions that 

overn the reflection and transmission of the incoming character- 

stics to the outgoing characteristics by the ignition front. These 

erms are present even in the hypothetical case when the flame 

oes not actively respond to the imposed disturbances ( ˙ Q 

′ = X ′ 
ig 

= 

) . The frequency response functions S i govern the outgoing char- 

cteristics generated by the integrated heat release rate and igni- 

ion front position fluctuations, that is, the sound/entropy gener- 

ted by an unsteady ignition front. While integrated heat release 

ate fluctuations ( ˙ Q 

′ ) act as a monopole source of sound [5] , fluc- 

uations in ignition front position ( X ′ 
ig 

) act as an (axially oriented) 

coustic dipole. This is illustrated schematically in Fig. 9 , where the 

uctuating heat release rate profiles due to a pure ignition front 

otion ( ˙ Q 

′ = 0) are plotted. The net effect of ignition length fluc- 

uations is to create oscillations in the heat release rate, which ap- 
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ear as two distinct sources placed close to each other and os- 

illating with a phase difference of 180 ◦, similar to an acoustic 

ipole [26] . 

Although the form of Eq. (13) has been derived keeping in mind 

he Rankine–Hugoniot jump conditions, it is, as such, more general 

nd applies to ignition fronts with finite thickness. This is because 

q. (13) , in essence, simply states that the outgoing characteristics 

re a linear combination of transmission and reflection of the in- 

oming waves and the generation by the unsteady ignition front. 

f course, care should be taken when applying Eq. (13) to com- 

ustor domains with complicated geometries. In such cases, addi- 

ional terms due to, for example, acoustic reflection by solid walls 

an appear. 

It is important to realize that Eq. (13) represents an open loop 

ystem: 
˜ ˙ Q and 

˜ X ig are treated as autonomous inputs, while in real- 

ty, they are dependent on the acoustic and entropy perturbations. 

ndeed, for autoignition fronts, 
˜ ˙ Q and 

˜ X ig intricately depend on 

ow the various perturbations associated with an incident acous- 

ic or entropy wave modify the ignition chemistry and the front 

inematics and, therefore, depend on the flow perturbations in a 

on-trivial manner. Closed-loop dynamics of the ITA feedback can 

e obtained from Eq. (13) when the heat release rate and ignition 

ront fluctuations associated with the autoignition front are re- 

ated back to the acoustic and entropy perturbations via the flame 

ransfer functions. For propagation-stabilized flames, it is common 

o write the integrated heat release rate fluctuations in terms of 

he velocity oscillations at some reference location upstream of 

he flame [49] . This makes sense because propagating flames sta- 

ilized at low Mach numbers mainly respond to velocity oscilla- 

ions induced by an acoustic wave. For autoignition fronts, on the 

ther hand, it is more appropriate to relate the flame response to 

he individual waves rather than to fluctuations in primitive vari- 

bles. This is because prior works [17,18] have shown that acous- 

ic and entropy waves modify the ignition chemistry differently 

nd produce qualitatively different frequency responses in terms of 

he ignition length and global heat release rate fluctuations. Also, 

riting the heat release rate response in terms of velocity fluc- 

uations does not take into account the influence of temperature 

isturbances induced by the entropy wave on the flame dynam- 

cs [17,50] . The flame response written in terms of the characteris- 

ic waves is, thus, written for the integrated heat release rate 

˜ ˙ Q 

˙ Q 0 

= F 1 (s ) 
f 1 
p 0 

+ F 2 (s ) 
g 1 
p 0 

+ F 3 (s ) 
h 1 

p 0 
, (14)

nd for the ignition length as 

˜ X ig 

X ig0 

= G 1 (s ) 
f 1 
p 0 

+ G 2 (s ) 
g 1 
p 0 

+ G 3 (s ) 
h 1 

p 0 
. (15)

In writing Eqs. (14) and (15) , it is assumed that the autoignition 

ront only responds to the fluctuations created by the characteristic 

aves upstream of the ignition front – f 1 , g 1 and h 1 . This is rea-

onable as it is these waves that modulate the autoignition chem- 

stry and also introduce velocity oscillations upstream of the igni- 

ion front, creating fluctuations in the front position and the inte- 

rated heat release rate. In Eqs. (14) and (15) , F i (s ) and G i (s ) repre-

ent the frequency-dependent flame transfer functions relating the 

eat release rate and ignition length fluctuations, respectively, to 

he characteristic waves. These transfer functions can be computed 

rom three linearly independent forced Euler equation computa- 

ions and are shown in the supplementary material. Figure 10 only 

lots the flame transfer functions relevant to the ITA feedback, i.e., 

 2 and G 2 . A system identification tool [47] is then used to identify

 rational model, thus allowing to evaluate the transfer functions 

or complex values of ω (growing and decaying disturbances). The 

ame response transfer functions to an upstream-traveling acoustic 
9 
g 1 ) wave exhibit a distinct frequency-dependent character in gain 

nd a time-delay-like behaviour in phase. A more detailed discus- 

ion on the frequency-dependent behavior of the transfer functions 

s given in prior works [17,18] . 

Eq. (13) is now modified to give insight into the dynamics of 

he ITA feedback by substituting Eqs. (14) and (15) for the flame re- 

ponse. The second row in Eq. (13) , after this modification, reads 

g 1 
p 0 

= (R 1 + S 1 F 1 + S 2 G 1 ) 
f 1 
p 0 

+ (R 2 + S 1 F 3 + S 2 G 3 ) 
h 1 

p 0 

+ T 1 
g 2 
p 0 

+ (S 1 F 2 + S 2 G 2 ) 
g 1 
p 0 

. (16) 

Eq. (16) reveals that the term g 1 /p 0 is present in both the LHS

response) and the RHS (excitation) suggesting that a closed-loop 

eedback is established through the g 1 wave. Further simplification 

f Eq. (16) and comparison with the second row of the scattering 

atrix (10) yields 

g 1 
p 0 

= 

(
R 1 + S 1 F 1 + S 2 G 1 

1 − S 1 F 2 − S 2 G 2 

)
︸ ︷︷ ︸ 

S 21 

f 1 
p 0 

+ 

(
T 1 

1 − S 1 F 2 − S 2 G 2 

)
︸ ︷︷ ︸ 

S 22 

g 2 
p 0 

+ 

(
R 2 + S 1 F 3 + S 2 G 3 

1 − S 1 F 2 − S 2 G 2 

)
︸ ︷︷ ︸ 

S 23 

h 1 

p 0 
. (17) 

he first and third rows of the Equation set (13) can also be ex- 

anded by substituting Eqs. (14) , (15) and (17) into them. The steps 

nvolved in this procedure are omitted and we only present the fi- 

al expression. The first row of Eq. (13) reads 

f 2 
p 0 

= 

(
(S 3 F 1 + S 4 G 1 + T 2 ) + (S 3 F 2 + S 4 G 2 ) S 21 

)
︸ ︷︷ ︸ 

S 11 

f 1 
p 0 

+ 

(
R 3 + (S 3 F 2 + S 4 G 2 ) S 22 

)
︸ ︷︷ ︸ 

S 12 

g 2 
p 0 

+ 

(
(S 3 F 3 + S 4 G 3 + T 3 ) + (S 3 F 2 + S 4 G 2 ) S 23 

)
︸ ︷︷ ︸ 

S 13 

h 1 

p 0 
. (18) 
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Fig. 11. Intrinsic thermoacoustic feedback loop in terms of the flame response and 

sound generation transfer functions. 
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he third row of Eq. (13) reads 

h 2 

p 0 
= 

(
(S 5 F 1 + S 6 G 1 + T 4 ) + (S 5 F 2 + S 6 G 2 ) S 21 

)
︸ ︷︷ ︸ 

S 31 

f 1 
p 0 

+ 

(
R 4 + (S 5 F 2 + S 6 G 2 ) S 22 

)
︸ ︷︷ ︸ 

S 32 

g 2 
p 0 

+ 

(
(S 5 F 3 + S 6 G 3 + T 5 ) + (S 5 F 2 + S 6 G 2 ) S 23 

)
︸ ︷︷ ︸ 

S 33 

h 1 

p 0 
. (19) 

Eqs. (18) , (17) and (19) analytically express each row, and there- 

ore each element, of the scattering matrix in terms of the fre- 

uency response functions governing the flame dynamics ( F i and 

 i ), the sound and entropy generation by the unsteady ignition 

ront ( S i ), and the reflection and transmission of acoustic and en- 

ropy waves by the ignition front ( R i and T i ). A crucial aspect to

otice in Eqs. (18) , (17) and (19) is that all the terms of the scatter-

ng matrix have a common denominator, given by the expression 

 (s ) = 1 − S 1 F 2 − S 2 G 2 . When D (s ) is close to zero, S 21 , S 22 and S 23 

each high magnitudes resulting in significant amplification of the 

 1 wave. Furthermore, we also observe from Eqs. (18) and (19) that 

oth f 2 and h 2 are linear combinations of terms involving S 21 , S 22 

nd S 23 . Therefore, when D (s ) is close to zero, significant amplifi-

ation of f 2 and h 2 are also expected due to the large magnitudes 

f the elements S 21 , S 22 and S 23 . This suggests that the frequency-

ependent function D (s ) = 1 − S 1 F 2 − S 2 G 2 can be factored out of

he denominators of all the individual elements of the scattering 

atrix; consequently, the zeros of D (s ) govern the oscillation fre- 

uencies and growth rates of the intrinsic thermoacoustic modes. 

t can be noted that D (s ) only involves the frequency-dependent 

unctions governing the thermal response of the ignition front to 

 g 1 wave ( F 2 and G 2 ) and the generation of a g 1 wave by the

nsteady ignition front ( S 1 and S 2 ). This is to be expected as the

TA feedback mechanism, as depicted in Fig. 3 , only involves the 

 1 wave and the associated thermal and acoustic responses that 

t consequently produces. The ITA feedback loop is schematically 

hown in terms of the relevant flame response and sound genera- 

ion transfer functions in Fig. 11 . 

To summarize, the prediction of the linear stability of the ITA 

scillations associated with an autoignition front reduces to finding 

he complex valued quantity s satisfying 

 (s ) = 0 , where D (s ) = 1 − S 1 F 2 − S 2 G 2 . (20) 
10 
he real and imaginary parts of the solutions s correspond to 

he growth rate and angular frequency of the ignition front’s ITA 

odes. 

Next, we aim to predict the frequencies and growth rates of 

he ITA oscillations by solving Eq. (20) , where F 2 and G 2 are taken

rom the forced Euler computations and S 1 and S 2 are determined 

rom a suitable model for the combustor acoustics. Methodologies 

o compute the sound generation transfer functions using simpli- 

ed approaches are discussed in Section 3.2 . 

.2. Open-loop sound generation computation: Comparison between 

implified models and forced Euler computations 

In this section, two simplified approaches to compute the 

coustic field associated with an unsteady autoignition front in the 

ne-dimensional configuration are assessed by way of open-loop 

ound generation computations. Eq. (13) is solved in an open-loop 

ashion by specifying the incoming characteristic waves ( f 1 , g 2 and 

 1 ) and the thermal response of the autoignition front ( ̃
 ˙ Q , ˜ X ig ) as

nputs and thereafter computing the outgoing characteristic waves. 

e refer to these computations as ‘open-loop’ because the inte- 

rated heat release rate and ignition length fluctuations are treated 

s independent inputs, while in reality they are related to the 

coustic and entropic disturbances [see Eqs. (14) and (15) ]. The in- 

uts for these computations, in order to be physically consistent 

nd not arbitrary, are extracted from the forced Euler computa- 

ions, and the resulting outgoing characteristics obtained from the 

implified approaches are compared to the forced Euler data to as- 

ess their effectiveness. A minor technicality to be noted in this pa- 

er is that the term “sound generation” should not be understood 

n a literal sense as it includes both the generation of acoustic and 

ntropy waves by the unsteady ignition front. 

The two methodologies used in this work to compute the 

ound generated by an unsteady ignition front are (i) the analyt- 

cal Rankine–Hugoniot jump conditions and (ii) a time-domain lin- 

arized Euler equation (LEE) solver. As explained previously, the 

ankine–Hugoniot jump conditions applied to a moving ignition 

ront take the form of a matrix Eq. (12) , whose individual el- 

ments are listed in the supplementary material. As such, the 

ankine–Hugoniot jump conditions represent an efficient way to 

escribe the acoustic field associated with an unsteady autoigni- 

ion front [32] . It only requires as inputs (see Eq. (12) and sup-

lementary material) the integrated heat release rate fluctuations, 

gnition length fluctuations, the incoming characteristic wave am- 

litudes and the mean primitive variable values on either side of 

he ignition front. However, certain effects are not incorporated in 

his analytical framework; these are discussed in the following. 

First, the detailed spatial structure of the mean and the fluc- 

uating heat release rate are not taken into account since, in the 

nalytical framework, the flame is treated as a discontinuous jump 

n the mean flow quantities. Second, autoignition fronts, by virtue 

f harmonic oscillations in their position, result in local fluctua- 

ions in gas properties, in addition to heat release rate oscillations, 

hich contribute to additional sources of sound [23] . This situation 

s similar to that illustrated in Fig. 9 where, similar to the back and

orth translation of the heat release rate profile associated with the 

gnition front, the gas property profiles also harmonically translate 

ack and forth. This creates local fluctuations in gas properties, 

hich show up as additional sources of sound in the linearized 

nergy equation. Source terms involving gas property fluctuations 

annot be trivially incorporated within the Rankine–Hugoniot ana- 

ytical framework. To overcome these difficulties, we also describe 

he acoustic field associated with an unsteady autoignition front by 

 more detailed approach which involves a time domain-solution 

f the linearized Euler equations. 
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The linearized Euler equations are first derived by using the 

nsatz 

(x, t) = �0 (x ) + ε�′ (x, t) , (21) 

or all primitive variables and gas properties (�) in the Euler 

q. (3) . Grouping terms which are O (ε) gives the linearized Euler 

quations, which can be written in compact form as [23] 

∂ U 

′ 

∂t 
+ L ( U 0 ) U 

′ = H , (22) 

here U 

′ is the vector of primitive variable fluctuations: 

 ρ′ , u ′ , p ′ ] T . The linear operator L , which acts on U 

′ , is composed

f terms only involving the mean state U 0 and the spatial deriva- 

ives. The time-dependent source terms are denoted by H and con- 

ain terms involving heat release rate ( ̇ q ′ ) and gas property ( γ ′ , R ′ )
uctuations, where γ is the specific heat ratio and R is the specific 

as constant. The acoustic field generated by the unsteady ignition 

ront is computed by specifying the source terms and marching 

q. (22) in time. 

The ingredients essential to enable time-marching of the LEE 

re the mean primitive variable profiles, mean gas property pro- 

les, boundary forcing and the time-dependent source terms. The 

ource terms are essentially spatially resolved quantities describ- 

ng the fluctuations of the heat release rate and the gas proper- 

ies at each time instant. In this paper, these terms are first di- 

ectly extracted from the forced Euler dataset at each time instant. 

e acknowledge that this approach of directly taking the source 

erms and the mean profiles from the forced Euler dataset is not 

he most elegant and relies heavily on the expensive Euler compu- 

ations. However, the main point of this exercise is to assess the 

ffectiveness of the analytical and the LEE approach in describing 

he combustor acoustic field. A more robust approach to specify 

he mean profiles and the time-dependent source terms will be 

rovided subsequently in this section. Once the mean flow quanti- 

ies and source terms are known, the linearized Euler equations are 

umerically solved in time using the dispersion relation preserv- 

ng scheme [41] . The procedure to impose the characteristic based 

oundary conditions for the LEE, and the validation of the LEE 

ramework with detailed DNS computations are given in previous 

ork [23] . 

Figure 12 compares the magnitude and phase of the outgoing 

haracteristic waves obtained from the two simplified approaches 

Rankine–Hugoniot jump conditions and the LEE solver using 

ource terms and mean profiles directly interpolated from the 

orced Euler computations (hereafter referred to as ‘LEE-IS’ com- 

utation) – with the forced Euler data. All the outgoing charac- 

eristic waves are normalized by the Fourier transform of the ap- 

lied forcing which, for Fig. 12 , corresponds to acoustic forcing at 

he inlet with an f 1 wave. Because of the intrinsic thermoacoustic 

eedback, significant amplification of the forcing is observed close 

o the frequency of the ITA mode (2500 Hz). It is also observed 

hat both the Rankine–Hugoniot and the LEE framework capture 

he generation of the acoustic waves ( g 1 and f 2 ) with good quanti-

ative agreement. In terms of accuracy, the LEE approach is most 

ffective, yielding identical amplitudes and phase of the outgo- 

ng acoustic waves in comparison to the forced Euler data. The 

ankine–Hugoniot approach, on the other hand, shows a notice- 

ble disagreement (around 15% ) in the amplitudes of the acoustic 

aves in comparison to the forced Euler data at frequencies close 

o resonance. 

The scenario is slightly different in the context of the entropy 

ave ( h 2 ) computation from the simplified approaches in Fig. 12 . 

hile the LEE approach still demonstrates excellent agreement 

ith the forced Euler data, the Rankine–Hugoniot approach, in 

omparison, yields large ‘spurious’ entropy wave amplitudes and 

ncorrect phase. Previous work of Chen et al. [19] reported sim- 
11 
lar generation of spurious entropy waves in the context of one- 

imensional propagation-stabilized flames. They observed that the 

eneration of spurious entropy waves downstream of the flame 

rises due to neglect of the flame motion. While the amplitudes 

f the spurious entropy waves from the Rankine–Hugoniot ap- 

roach are drastically reduced when flame motion is taken into 

onsideration in Fig. 12 (see inset in | h 2 | / | f 1 | , which plots the en-

ropy wave with neglected flame motion), however, we observe 

hat they are not entirely eliminated even when the movement 

f the flame is taken into account. This warrants for an approach 

herein a consistent, spatially fine-grained specification of the 

ean flow profiles and the fluctuating source terms are taken 

nto account, similar to the LEE-IS approach, in order to elimi- 

ate the spurious entropy wave generation. This observation cor- 

oborates the recent findings of Meindl et al. [51] and Heilmann 

t al. [52] who proposed a linearized reactive flow solver and an 

rbitrary Lagrangian–Eulerian framework to take into account the 

ne-grained spatial resolution of the mean flow and the fluctuat- 

ng source terms to suppress the generation of spurious entropy 

aves. The qualitative observations regarding the open-loop sound 

eneration prediction using simplified approaches were similar for 

ther forcing states (inlet entropic, exit acoustic) as well. 

While the LEE-IS calculation computed the sound generation 

ssociated with an unsteady autoignition front with high accuracy, 

t is important to realize that it is not fully predictive in nature. 

his is because it relies on data from the unsteady forced Euler 

omputation for the inputs, which includes the mean flow, gas 

roperty profiles and the spatio-temporal values of the heat re- 

ease rate and gas property fluctuations. To overcome this diffi- 

ulty, a method is proposed to construct the mean flow profiles 

nd the time-dependent source terms using only the following 

nputs: the integrated heat release rate fluctuations, the ignition 

ength fluctuations, the mean values of the primitive variables and 

as properties on the unburnt and burnt side of the ignition front, 

nd the mean ignition front position. This method is described 

ext. 

The spatial variation of the mean heat release rate can be con- 

tructed by assuming a Gaussian model for the heat release rate 

istribution [17] as 

˙ 
 0 (x ) = 

˙ Q 0 

η
√ 

2 π
exp 

(
− (x − X ig0 ) 

2 

2 η2 

)
, (23) 

here η represents the thickness parameter of the ignition front 

nd 

˙ Q 0 is the mean integrated heat release rate given by 

˙ 
 0 = 

γ

γ − 1 

( u 02 p 02 − u 01 p 01 ) + 

1 

2 

(
ρ02 u 

3 
02 − ρ01 u 

3 
01 

)
, (24) 

here () 01 and () 02 denote mean quantities on the unburnt and 

urnt side, respectively. The instantaneous heat release rate at any 

ime instant t is given by 

˙ 
 (x, t) = 

˙ Q 0 + ε ˙ Q 

′ 

η
√ 

2 π
exp 

(
−

(x − X ig0 − εX 

′ 
ig 
) 2 

2 η2 

)
, (25) 

here ε is a small parameter, and 

˙ Q 

′ , X ′ 
ig 

are the integrated heat 

elease rate and ignition length oscillations which are specified in- 

uts. Eq. (25) is written by making use of the fact that the Gaus- 

ian profile translates axially due to ignition front fluctuations and 

hanges in area due to integrated heat release rate oscillations. The 

inearized form of the fluctuating heat release rate can be obtained 

y subtracting Eq. (23) from Eq. (25) , expanding the exponential 

erm in a Taylor series, and then simplifying the resulting expres- 

ion by only retaining terms which are O (ε) and neglecting all 

erms of higher order. This procedure yields the following expres- 

ion for the fluctuating heat release rate: 

˙ 
 

′ (x, t) = exp 

(
− (x −X ig0 ) 

2 

2 η2 

){ 

˙ Q ′ 
η
√ 

2 π
+ 

˙ Q 0 
η
√ 

2 π

X ′ 
ig 
(x −X ig0 ) 

η2 

} 

. (26) 
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Fig. 12. Outgoing characteristic waves obtained from an open-loop computation using the Rankine–Hugoniot and LEE approaches and compared with the forced Euler 

computations. The ignition front is acoustically forced at the inlet via an f 1 wave. Inset in the | h 2 | / | f 1 | plot shows the corresponding result from the Rankine–Hugoniot 

approach with neglected flame motion. 
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t 1 
his can be visualized as two contributors to heat release rate fluc- 

uations at any given point: (i) due to integrated heat release rate 

uctuations and (ii) due to harmonic ignition front motion, which 

reates heat release rate fluctuations locally even in the absence of 

lobal heat release rate oscillations. 

The spatial variation of the mean values of any primitive vari- 

ble or gas property ( �) can be constructed from the values of the 

orresponding quantities in the unburnt and burnt side and the ig- 

ition front thickness by using a smooth transitional model profile 

s 

0 (x ) = �01 + 

1 

2 

(�02 − �01 ) 

(
1 + erf 

x − X ig0 

η

)
. (27) 

o construct the fluctuating gas properties at any point at a time 

nstant, the instantaneous value of any gas property (for example, 

he specific heat ratio γ ) is written utilizing the form of Eq. (27) as

(x, t) = γ01 + 

1 

2 

(γ02 − γ01 ) 

(
1 + erf 

x − X ig0 − εX 

′ 
ig 

η

)
. (28) 

n writing Eq. (28) , it is implicitly assumed that the acoustic and 

ntropy disturbances create negligible changes in gas properties 

nd the main contributing factor to gas property fluctuations is 

he back and forth movement of the ignition front. The linearized 

uctuations of the gas property γ can be obtained by subtracting 

q. (27) (for γ0 ) from Eq. (28) , writing the terms involving the er-

or function in terms of its series expansions [53] , and then only 

etaining the terms which are of order O (ε) . The resulting fluctua- 

ions in gas property can be written as 

′ (x, t) = 

1 √ 

π
(γ02 − γ01 ) 

(
−

X 

′ 
ig 

η

)
exp 

(
− (x − X ig0 ) 

2 

η2 

)
. (29) 

Eqs. (23) and (27) for the spatial profiles of the mean heat 

elease rate, primitive variable and gas properties, along with 
12 
qs. (26) and (29) describing the fluctuations in heat release rate 

nd gas properties, enable us to time march the LEE to determine 

he primitive variable fluctuations. Now, this procedure of con- 

tructing the source terms and mean profiles using model func- 

ions is, evidently, not physical because, the Gaussian profile for 

he mean heat release rate and the error function profile for the 

ean primitives/gas properties are not actual solutions of the 

ime-averaged non-linear Navier–Stokes/Euler equations. Neverthe- 

ess, this approach of using model profiles, constructed using com- 

on mathematical functions, to represent mean flows has been 

sed repeatedly in the past in the context of linear hydrodynamic 

nstability analysis of canonical flows [54–56] . 

Figure 13 compares the spatial variations of the mean gas prop- 

rty and the mean heat release rate with the corresponding model 

rofiles of Eqs. (27) and (23) , respectively. While the model pro- 

les capture the qualitative spatial variation of the mean quanti- 

ies quite well, the match is not perfect, especially close to the 

ean ignition front location (x = X ig0 = 0 . 024 m). However, com- 

ng up with better model profiles to fit the mean quantities more 

ccurately is not the main objective of this work. Therefore, we 

imply use the Gaussian and error function profiles to construct 

he time-dependent source terms of Eq. (22) and, thereby, com- 

ute the sound generation from the unsteady autoignition front 

sing the LEE solver. This open-loop LEE computation using con- 

tructed model profiles is hereafter referred to in this paper as 

LEE-CS’ computation. 

Figure 14 compares the magnitudes of the outgoing characteris- 

ic wave g 1 obtained from an open-loop LEE-CS computation with 

hree other approaches: forced Euler data, LEE-IS computation and 

he Rankine–Hugoniot calculations. The forcing applied is identi- 

al to that in Fig. 12 , which corresponds to velocity forcing at 

he inlet with an f 1 wave. From Fig. 14 , it can be observed that

he predictions of the g wave with the LEE solver with source 
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Fig. 13. Comparison between mean values of heat release rate (top) and gas prop- 

erty (bottom) with corresponding model profiles, where a value of 2.7 mm is used 

for the flame thickness parameter ( η). The length of the reaction zone is around 

25 mm which is approximately one-fourth of the h 2 -wave’s wavelength and one- 

seventh of the g 1 -wave’s wavelength at a frequency of 2500 Hz. 

Fig. 14. Magnitudes of the outgoing characteristic wave g 1 obtained from the LEE- 

CS computation compared with other simplified and detailed approaches. 
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erms constructed from model profiles (LEE-CS) lies between the 

ankine–Hugoniot predictions and the forced Euler results. On the 

ne hand, the predictions of the g 1 wave from the LEE-CS com- 

utation deviate from the forced Euler results, especially close to 

esonance with deviations of around 9% in the magnitude. This de- 

iation is mainly due to the behaviour seen in Fig. 13 , where the

odel profiles fail to capture the precise spatial variations in the 

ean flow/gas property and the mean heat release rate close to 

he ignition front. The errors in these quantities then manifest as 

rrors in the source terms of Eq. (22) , which results in the devia-

ions observed in Fig. 14 . On the other hand, the LEE-CS computa- 

ion brings down the errors associated with the Rankine–Hugoniot 

redictions noticeably. More specifically, inclusion of a finite (real- 

stic) thickness to the ignition front and the inclusion of gas prop- 

rty fluctuations, both of which are not taken into account in a 

ankine–Hugoniot framework, improves the prediction of the g 1 
ave. The predictions of the other outgoing characteristics from 

he LEE-CS computation are plotted in the supplementary material. 

To summarize, the results of this section demonstrate that the 

EE framework, which numerically computes the fluctuations as- 

ociated with a reacting flow characterized by a mean flow state 

nd time-dependent source terms, proves to be most effective 

n predicting the acoustic field associated with an unsteady igni- 

ion front. Even when the mean flow quantities are approximated 
13 
y model profiles constructed using standard functions, the LEE 

ramework gives good estimates of the upstream traveling acoustic 

ave (g 1 ) generated by an unsteady ignition front. These results 

uggest that the LEE framework, in combination with flame trans- 

er functions, can now be used to predict the eigenvalues char- 

cterizing the ITA oscillations associated with autoignition fronts, 

hich is discussed in the next section. 

.3. Results: Prediction of frequency and growth rate associated with 

he ITA oscillations 

In this section, the simplified approaches presented in 

ection 3.2 for computing the sound generated by an unsteady ig- 

ition front are employed to predict the frequencies and growth 

ates characterising the intrinsic thermoacoustic oscillations asso- 

iated with these configurations. As already pointed out previously, 

he equation governing the thermoacoustic eigenvalues associated 

ith the ITA feedback loop for an autoignition front is given by 

q. (20) , which involves the flame response functions to a g 1 wave, 

 2 and G 2 , and the transfer functions governing the generation of 

 g 1 wave by the unsteady ignition front, S 1 and S 2 . Here, we

se the flame response functions extracted from the forced Eu- 

er computations in combination with the sound generation trans- 

er functions obtained from the simplified approaches presented in 

ection 3.2 to solve Eq. (20) . 

Determination of S 1 and S 2 from the Rankine–Hugoniot ap- 

roach is quite straightforward. Eq. (12) is considered first, all of 

hose terms only involve the mean flow parameters (see supple- 

entary material). This equation is then transformed to the form 

f Eq. (13) , yielding S 1 and S 2 directly in analytical form. To de- 

ermine S 1 and S 2 from an LEE approach where the source terms 

nd mean flow are constructed from model profiles (LEE-CS, see 

ection 3.2 ), two LEE computations are carried out. In the first 

omputation, only the integrated heat release rate ( ˙ Q 

′ ) associated 

ith the ignition front is perturbed in a harmonic fashion with 

mall amplitude. The imposed forcing ( f 1 , h 1 , g 2 ) and the ignition

ength perturbations (X ′ 
ig 
) are all zero. This forcing scenario cre- 

tes a heat release rate perturbation at each point in the domain 

hrough the first term of Eq. (26) , which contributes to the source 

erms in Eq. (22) , thereby generating acoustic and entropy pertur- 

ations. This calculation is repeated across a range of frequencies 

nd the g 1 wave is measured at the inlet, enabling us to con- 

truct S 1 . S 2 is similarly determined by performing a second LEE 

omputation where only the ignition length (X ′ 
ig 
) of the autoigni- 

ion front is perturbed harmonically. Such a forcing scenario cre- 

tes local heat release rate oscillations through the second term of 

q. (26) , in addition to gas property fluctuations, which contribute 

o the sound generation. 

Next, we discuss the determination of S 1 and S 2 from an LEE 

pproach where the source terms and the mean flow are di- 

ectly extracted from the forced Euler computations (LEE-IS, see 

ection 3.2 ). The source terms obtained from a forced Euler com- 

utation are due to the combined effect of integrated heat release 

ate and ignition length fluctuations. Thus, to separate out the indi- 

idual contributions of these two effects, two linearly independent 

alculations need to be performed. First, the heat release rate and 

as property fluctuations in the form of Fourier decomposed quan- 

ities at the forcing frequency are extracted from two linearly in- 

ependent forced Euler computations. These two linearly indepen- 

ent forced Euler computations (say, I and II) can be composed of 

ny two of the three linearly independent forcing states presented 

reviously in Section 2.1 . Second, the source terms, along with the 

ean flow, taken from the forced Euler computations are used as 

nputs to the LEE solver to compute the g 1 wave. The imposed 

coustic/entropy forcing is set to zero for these two LEE computa- 

ions, and only the fluctuating source terms (resulting from oscil- 
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Fig. 15. Gain and phase (inset) of the sound-generation transfer functions S 1 and 

S 2 , computed from various approaches. 
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ations of the ignition length, ˜ X ig , and integrated heat release rate, 
 ˙ 
 ) act as sources of sound. Finally, the transfer functions S 1 and S 2 
re determined from these two LEE computations by solving the 

ollowing linear system 

 

 

 

( ˜ ˙ Q 
˙ Q 0 

)
I 

( ˜ X ig 
X ig0 

)
I 

( ˜ ˙ Q 
˙ Q 0 

)
II 

( ˜ X ig 
X ig0 

)
II 

⎤ 

⎥ ⎦ 

⎡ 

⎢ ⎣ 

S 1 

S 2 

⎤ 

⎥ ⎦ 

= 

⎡ 

⎢ ⎣ 

(g 1 /p 0 ) 
I 

(g 1 /p 0 ) 
II 

⎤ 

⎥ ⎦ 

, (30) 

here the superscripts I and II signify that the inputs for the 

wo LEE calculations are taken from the two linearly independent 

orced Euler computations, I and II. In short, the second row of 

q. (13) is solved in an inverse manner to determine S 1 and S 2 with

he imposed forcing set to zero and using the fluctuating source 

erms consistent with a forced Euler computation. 

Figure 15 plots the gain and phase of the sound generation 

ransfer functions ( S 1 and S 2 ) relevant to the ITA feedback. The g 1 
ave generated by integrated heat release rate oscillations, which 

s characterized by the transfer function S 1 , exhibits an approxi- 

ately constant gain across the frequency range considered. On 

he other hand, the g 1 wave generated by ignition length fluctu- 

tions, characterized by the transfer function S 2 , shows an increas- 

ng gain with an increase in frequency. This frequency-dependent 

ehaviour of the gain of the sound generation transfer functions 

 1 and S 2 is qualitatively similar to the behaviour of an acoustic 

onopole and a dipole, respectively [57] . 
Fig. 16. (a) Magnitude and (b) phase of D (s ) as a function of frequen

14 
Figure 15 also compares the results obtained from the various 

implified approaches used to compute the sound generation from 

nsteady ignition fronts. The transfer function phase is not shown 

or the various approaches since the differences were found to be 

egligible. The LEE-IS approach, due to its ability to compute the 

pen-loop sound generation most accurately in comparison to the 

orced Euler ( Section 3.2 ) and DNS computations [23] , should be 

egarded as the benchmark against which other approaches are 

ompared. Intuitively, it is easy to deduce that the differences, 

f any, between the three simplified approaches to compute the 

ound generation, should mainly show up in the transfer func- 

ion S 2 . This is because the primary difference between these 

pproaches is in the level of detail with which the ignition front 

otion is described. The LEE-IS approach takes into account both 

he effects of local heat release rate and gas property fluctuations 

reated due to ignition front motion. In addition, the LEE-IS ap- 

roach also takes into account the exact spatial variations of the 

ean flow and the fluctuating source terms. On the other hand, 

he LEE-CS approach, while accounting for all the effects created 

ue to ignition front motion, does not take into account the pre- 

ise spatial distributions of the mean flow and fluctuating source 

erms. This effect, while relatively unimportant for the acoustic 

eld generated by integrated heat release rate oscillations, is quite 

mportant to describe the acoustic field generated by ignition front 

scillations. Indeed, as illustrated in Fig. 15 , the transfer functions 

btained from the LEE-CS computations mainly deviate from the 

esults of the LEE-IS approach with regards to S 2 , especially at 

igher frequencies. 

The Rankine–Hugoniot approach does not take into account the 

etailed spatial variations of the mean flow profiles and the source 

erms either, as it treats the ignition front as a spatial disconti- 

uity in the mean flow variables. Furthermore, the fluctuations in 

as properties are not accounted for in this analytical framework. 

hese effects show up as significant differences in the S 2 transfer 

unction gain when compared to the LEE-IS and LEE-CS approaches 

n Fig. 15 . The gain and phase of the transfer function S 1 show

nly very minor differences when computed using the different 

pproaches. 

Figure 16 plots D (s ) , the frequency dependent function in 

q. (20) , whose zeros govern the oscillation frequencies and 

rowth rates of the ITA modes. Consistent with the observed oscil- 

ations, D (s ) goes close to zero near a frequency of 2500 Hz, which

orresponds to the frequency of the ITA mode associated with the 

utoignition front. The LEE-IS approach and the LEE-CS approach 

xhibit similar frequency-dependent behaviour of D (s ) , with slight 

ifferences in the phase close to the minimum of the gain curve. 
cy and at zero growth rate computed with various approaches. 
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Table 4 

Complex eigenvalue s governing the dynamics of the ITA feedback, com- 

puted from various approaches. Note: only the most unstable eigenvalue 

is listed. Since s = i ω, a negative real part implies a stable mode and the 

imaginary part is the angular frequency of the oscillations. 

Method to compute s/ω s/ 2 π , where s = i ω

Forced and unforced Euler computations 

Evolution of a Gaussian pulse ( Fig. 4 ) −75 ± 2500i 

Band-pass filtering of forced response ( Fig. 5 ) −74 ± 2500i 

Poles of the scattering matrix See Table 3 

Prediction: zeros of D (s ) with FTF from forced Euler computations 

LEE-IS approach −70 ± 2551i 

LEE-CS approach −49 ± 2644i 

Rankine–Hugoniot approach +115 ± 2614i 

T

t

m

t

o

 

R

e

m

i

p

s

t

b

c

c

I

t

t

F

E

t

w  

Fig. 17. Representative elements of the scattering matrix of the autoignition front 

computed from the Rankine–Hugoniot and LEE approaches and compared with the 

forced Euler computations. 
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o 2 
he Rankine–Hugoniot approach, on the other hand, exhibits a no- 

iceably different phase of D (s ) close to the frequency of the ITA 

ode of the system. In particular, the phase drops by π in con- 

rast to an increase by π for the LEE approaches. This indicates 

pposite stability behaviour. 

Table 4 lists the zeros of D (s ) obtained from the LEE and

ankine–Hugoniot approaches. The LEE-IS approach gives the best 

stimate of the frequency and growth rate of the intrinsic ther- 

oacoustic oscillations, which lie within 8% of the correspond- 

ng values obtained from the Euler computations. The LEE-CS ap- 

roach still gives a good estimate of the frequency, but predicts a 

lightly smaller damping rate. The Rankine–Hugoniot approach, on 

he other hand, gives a good estimate of the oscillation frequency, 

ut predicts an unstable mode (positive growth rate), which is in- 

onsistent with the ignition front behaviour observed in the Euler 

omputations. 

A graphical confirmation of the effectiveness of the LEE- 

S approach in computing the thermoacoustic eigenvalues of 

he ITA feedback can be obtained by looking at the predic- 

ions of two representative elements of the scattering matrix in 

ig. 17 . The terms of the scattering matrix are computed using 

qs. (18) , (17) and (19) , where the transfer functions governing 

he transmission, reflection and generation of acoustic and entropy 

aves ( T i , R i and S i ) by the unsteady ignition front are determined
Fig. 18. Graphical chart describing the model structure and comparison of variou

15 
sing the LEE solver. Also shown for comparison is the correspond- 

ng result from the Rankine–Hugoniot approach. The terms of the 

cattering matrix predicted using the LEE approach show an excel- 

ent match with the forced Euler computations, demonstrating the 

ffectiveness of the LEE approach in predicting the ITA modes of 

he system. The predictions of all the other terms of the scattering 

atrix show a similar trend and are, therefore, omitted. 

Lastly, we attempt to understand better why the Rankine–

ugoniot jump conditions incorrectly predicts the growth rate of 

he ITA modes of the autoignition front. As pointed out previously, 

he jump conditions make two main simplifying assumptions: zero 

hickness of the ignition front and constant gas properties. It is not 

lear which of these assumptions results in incorrect predictions 

f the ITA growth rates. To first understand the effect of assuming 

onstant gas properties (and therefore neglecting the source terms 

ue to gas property fluctuations), we repeat both the LEE-IS and 

EE-CS calculations assuming constant gas properties. The S 2 trans- 

er function gain from these computations is plotted in Fig. 19 and 

eveal interesting aspects, which are discussed next. 

Firstly, assuming constant gas properties has a noticeable effect 

n the gain of the S transfer function, even in the low frequency 
s models used to predict ITA modes of an autoignition front in this article. 
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Fig. 19. Effect of assuming constant gas properties on the gain of the sound gener- 

ation transfer function S 2 . 
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egion ( ω/ 2 π less than 2500 Hz). Discrepancies in the gain of S 2 
n the low frequency range are expected to impact the ITA eigen- 

odes, since, in the expression for D (s ) [ Eq. (20) ], S 2 multiples G 2 

nd G 2 exhibits low-pass behaviour (see Fig. 10 ). Furthermore, the 

hase of the dispersion relation near the system eigenfrequency 

2500 Hz) determines the growth rate associated with the eigen- 

ode. Solving Eq. (20) using the sound generation transfer func- 

ions obtained from LEE-IS approach with constant gas properties 

esulted in the eigenvalues 78 ± 2503i for the ITA modes. This re- 

eals that just assuming constant gas properties in the LEE-IS com- 

utation results in an unstable ITA growth rate prediction, which is 

ven qualitatively incorrect to the observed dynamics. This signifi- 

ant variation in the ITA eigenvalues when assuming constant gas 

roperties was observed for the LEE-CS approach as well. 

Secondly, Fig. 19 suggests that the effects of neglecting the 

recise spatial variations of the mean flow profiles and time- 

ependent source terms mainly show up at higher frequencies. 

his can be seen by a comparison of the LEE-IS and LEE-CS ap- 

roaches (both with constant and varying gas properties). This 

s not surprising since details of the spatial variation and im- 

act of the thickness of the ignition front become important for 

hort wavelengths of acoustic waves. Nevertheless, Fig. 19 and 

able 4 reveal that not taking into account the precise spatial vari- 

tions of the mean flow and source terms has noticeable effects on 

he S 2 transfer function gain at high frequencies, which results in 

inor deviations in the ITA growth rates. 

The preceding discussion suggests that with regards to the 

ankine–Hugoniot jump conditions, assuming constant gas prop- 

rties is the main culprit in the incorrect prediction of ITA eigen- 

alues. While the zero thickness assumption also induces errors in 

he computation of S 2 transfer function, this effect is noticeable 

nly at high frequencies and has a relatively minor effect on the 

hase of the dispersion relation close to the ITA eigenfrequency 

and therefore, on the growth rates). An alternative route to the 

ame conclusion is presented in the supplementary material. 

To summarize, the comparison of predicted eigenvalues from 

arious simplified approaches in Table 4 illustrates that the LEE 

ramework is highly effective in predicting, with high accuracy, the 

tability of the ITA subsystem associated with an autoignition front 

n a reheat combustor. Furthermore, specifying the precise spatial 

ariations of the mean flow and the fluctuating source terms to the 

EE framework is essential to obtain accurate estimates of the ITA 

igenvalues. The LEE framework, originally proposed in [23] , can 

e a good starting ingredient for tools used to predict the ther- 

oacoustic stability of complex laboratory and industrial-scale re- 

eat burners. A pictorial representation of the stability framework 

mployed in this article is presented in Fig. 18 
16 
. Conclusions 

Intrinsic thermoacoustic oscillations may generally occur when 

he flame response gain is large [6,7] . As previous work on the dy- 

amics of autoignition-stabilized flames has shown, the response 

o temperature perturbations can be very large [50] , in fact, an 

rder of magnitude larger than what is frequently observed for 

ropagation-stabilized flames. ITA oscillations are, hence, crucial to 

onsider in systems with autoignition-stabilized flames. 

In this paper, intrinsic thermoacoustic oscillations in a sim- 

lified one-dimensional reheat combustor with an autoignition- 

tabilized flame were investigated by means of computation and 

heory. In the context of autoignition fronts, intrinsic thermoa- 

oustic feedback arises when an upstream-traveling acoustic wave, 

enerated by heat release rate and ignition front perturbations, 

odulates the temperature, pressure and velocity of the incom- 

ng reactant mixture. These flow perturbations, introduced in the 

eactant mixture, modulate the autoignition chemistry, which, in 

urn, creates oscillations in the ignition front position and the heat 

elease rate, thus closes the feedback loop. Reactive Euler equa- 

ion computations of an autoignition front in a configuration with 

ully non-reflecting boundaries revealed the existence of an intrin- 

ic thermoacoustic mode, which manifests as harmonic oscillations 

n the ignition front position and heat release rate at a distinct fre- 

uency. Analytically expressing the flame–acoustic interactions as- 

ociated with an autoignition front in terms of the flame response 

nd sound generation transfer functions revealed that the linear 

ynamics of the ITA mode is primarily governed by the transfer 

unctions relating the response of an autoignition front to a g 1 
upstream-traveling acoustic) wave and the g 1 wave generated, in 

urn, by the unsteady flame response. 

Using this insight, the linear stability characteristics of the ITA 

scillations associated with the autoignition front were predicted 

sing a hybrid methodology. In this hybrid approach, the thermal 

esponse of the flame, in terms of the flame transfer functions, is 

xtracted from the forced Euler computations, and suitable simpli- 

ed frameworks are used for describing the acoustic field of the 

ombustor. Two simplified approaches were assessed for their ef- 

ectiveness in predicting the linear intrinsic thermoacoustic stabil- 

ty of the system: (i) based on the Rankine–Hugoniot jump condi- 

ions, and (ii) a time-domain linearized Euler equation (LEE) solver. 

he LEE approach predicted the linear stability eigenvalue of the 

TA feedback with much better quantitative accuracy in compari- 

on to the Rankine–Hugoniot approach. This suggests that the LEE 

ramework used in this paper can serve as a foundational build- 

ng block, upon which more complex frameworks can be added to 

redict the thermoacoustic stability characteristics of reheat com- 

ustors. The present work, hence, represents a useful contribution 

oth from the viewpoint of getting insight into intrinsic thermoa- 

oustic oscillations associated with autoignition fronts, and from 

he viewpoint of developing robust tools to predict thermoacoustic 

scillations in reheat combustion systems. 
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