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ABSTRACT IN ENGLISH

Numerous industrial and environmental applications rely on an understanding of
fluid behavior within porous materials, from remediating groundwater contamina-
tion to carbon dioxide storage. Yield stress fluids, which resist flow until a critical
stress threshold is exceeded, present both unique challenges and opportunities.
Capillary forces, responsible for separating immiscible fluids, significantly influ-
ence multi-phase flow in porous structures. This thesis embarks on a theoretical
exploration of non-linear flow within porous media, where both forces contribute
to the overall rheology, interacting with the geometrical disorder at the pore level.
The present study investigates the steady-state flow of yield stress blobs in a cap-
illary fiber bundle filled with Newtonian liquid, as well as the flow of a single
Bingham fluid in a tree-like pore network. We derive expressions for the pressure
threshold and the average flow rate as a function of the applied pressure drop.
In both problems, the non-linearity observed stems from the sequential opening
of flowing paths with increasing pressure drop, and the distribution of pressure
thresholds related to these paths defines the specific flow rate law. Furthermore, we
explore the transition from viscous fingering to foam during immiscible drainage
in a two-dimensional porous medium. We characterize this transition through nu-
merical simulations using a dynamic pore network model, measuring the transition
location, overall flow rate, and local pressure gradient as a function of imposed
global pressure and viscosity ratio. We discuss potential mechanisms leading to
this transition, considering local flow rate fluctuations, which we also measure
and characterize. In all three cases studied, the porous medium’s heterogeneity
emerges as a pivotal factor.
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RÉSUMÉ EN FRANÇAIS

De nombreuses applications industrielles et environnementales reposent sur une
compréhension du comportement des fluides au sein d’un milieu poreux, allant de
la remédiation de la contamination des eaux souterraines au stockage du dioxyde de
carbone. Les fluides à seuil, qui résistent aux contraintes jusqu’à un certain seuil,
présentent à la fois des défis uniques et des opportunités. Les forces capillaires,
responsables de la séparation des fluides non miscibles, influencent également
de manière significative l’écoulement multiphasique dans les structures poreuses.
Cette thèse entreprend une exploration théorique de l’écoulement non linéaire au
sein de milieux poreux, dans lesquels ces deux forces contribuent à une rhéologie
effective globale en interagissant avec le désordre géométrique à l’échelle des pores.
Cette étude examine l’écoulement à l’état stationnaire de blobs de fluide à seuil
d’écoulement dans un faisceau de fibres capillaires rempli d’un liquide newtonien,
ainsi que l’écoulement d’un seul fluide de Bingham dans un réseau poreux de type
arborescent. Nous dérivons des expressions pour le seuil de pression et le débit
moyen en fonction de la chute de pression appliquée. Dans les deux cas, la non-
linéarité observée découle de l’ouverture séquentielle des chemins d’écoulement
avec l’augmentation de la chute de pression. La distribution des seuils de pression
liés à ces chemins définit ainsi la loi de débit-pression. Enfin, nous explorons la
transition entre un écoulement visqueux et l’apparition de mousse lors du drainage
immiscible dans un milieu poreux bidimensionnel. Nous caractérisons cette transi-
tion grâce à des simulations numériques utilisant un modèle dynamique de réseau
poreux. Nous mesurons la localisation de la transition, le débit global et le gradient
de pression local en fonction de la pression globale imposée et du rapport de vis-
cosité. Nous discutons des mécanismes potentiels à l’origine de cette transition, en
tenant compte des fluctuations locales du débit, que nous mesurons également et
caractérisons. Dans les trois cas étudiés, l’hétérogénéité du milieu poreux émerge
comme un facteur déterminant.
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This thesis has been submitted to Université Paris-Saclay (UPS) and to the Nor-
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This thesis was inspired by the material present in the listed articles, including
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gives the freedom to opt for either a paper-based document or a monography,
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CHAPTER

ONE

INTRODUCTION

Studying the flow of fluids in porous media holds profound significance across a
spectrum of scientific, industrial, and environmental contexts. Porous media, char-
acterized by intricate networks of interconnected pores, can be found in diverse
natural and engineered systems, ranging from geological formations to biological
tissues and industrial filtration units. Understanding the behavior of fluids within
these porous structures is essential for several compelling reasons.
The most cited and longstanding example, that historically has given greater impe-
tus to the study of flow in porous media, consists in the exploration of underground
resources such as oil and gas. As of 2022, oil and gas represent together about the
56% of the world energy consumption share [1]. For reservoir engineering, com-
prehending how fluids flow through porous rock formations is relevant for efficient
resource extraction and management.
In a world gradually phasing out from fossil fuels, the understanding of fluid flow in
porous media continues to be valuable across numerous other fields. A fundamen-
tal application arises in the field of environmental science, in particular concerning
soil contamination. The majority of the water utilized for human consumption is
stored within subterranean formations made of permeable rocks and granular ma-
terials, known as aquifers. Understanding how impure water migrate is vital for
preventing contamination or remediating already polluted sites, safeguarding the
water resources and minimizing the environmental damage.
Another remarkable example consist in the carbon dioxide sequestration, part of
the carbon capture and storage (CCS) process aiming to reduce greenhouse gas
emissions in the atmosphere and thus mitigate climate change. Once captured,
the carbon dioxide is usually conserved in underground geological formations, so
knowing the laws governing the gas flow in these porous structure helps in man-
aging the process and preventing leakage [2].
If describing the flow of oil, water and gases is already a challenging task, this
challenge becomes even harder when dealing with fluids exhibiting a more com-
plex rheological behavior. Among these, Non-Newtonian fluids with yield stress
represent an emblematic case. These fluids behave as solids below a certain critical
pressure but transition to a liquid state above it, resulting in highly non-linear flow
dynamics. Additionally, when multiple immiscible fluids flow simultaneously, the
complexity of the flow further intensifies, due to the capillary forces separating the
phases. In both cases, the non-linearity emerges from the interplay between the
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2 CHAPTER 1. INTRODUCTION

disorder in the pores geometry and the forces into play (yield stress and capillary,
respectively).
In the last years, accurate models of fluid flow in porous media have started to
be developed and refined taking into account the non-linear behaviours that were
previously neglected. Modifications to the Darcy law, valid only for Newtonian
fluids, were proposed and tested experimentally and numerically, for the flow of
yield stress fluids on one hand, and of the immiscible two-phase flow on the other
hand. However, a complete characterization of the flow of yield stress fluids in
porous media is still missing, especially when combined together with the multi-
phase problem. Moreover, the role of the heterogeneity of the material at the pore
level in defining the macroscopic flow is yet to be completely understood.
In parallel to this, in the context of two-phase flow, significant progresses were
made in the last forty years in characterizing the different geometrical patterns
that immiscible fluids may create when they displace each others, redistributing
them trough the porous medium. Experiments and simulations confirmed the pre-
dictions, and stochastic models able to reproduce them were proposed. Still, the
transitions between different distinct patterns has not been properly investigated
in some cases. For example, the conditions that allow the transition from a con-
tinuous, fingering-like invasion pattern to a discontinuous one remain unclear.
The goal of the present work is to contribute in the investigation of the open
questions addressed by both the yield stress and the two-phase problem, in steady
and unsteady states. The research conducted in this work encompasses theoretical
aspects, consisting in analytical derivation of physical laws, as well as numerical
simulations of specific scenarios and their evolution.

This thesis is organized as following.
In Chapter 2 the theory relevant to the current study is presented, illustrating
the basic concepts and providing a review of the pertinent knowledge within the
current state-of-the-art literature. This includes the physical laws governing the
macroscopic steady-state flow, the description of the evolution of the fluids pat-
tern in unsteady-state flow, and the models adopted for both the analytical and
numerical studies of the present work.
Chapter 3 illustrates a theoretical study of the flow of a two-phase non-Newtonian
flow in a capillary bundle. The study focuses first on the analysis of a single tube,
where expressions for the pressure threshold and the average flow rate are analyt-
ically derived as a function of the tube geometry, the rheological parameters and
the fluids arrangement. Both the capillary and the yield stress forces are shown to
be relevant in contributing to the overall threshold and thus in regulating the flow
dynamics. The extension to many parallel tubes is then performed, by computing
the distribution of the tubes pressure threshold in the limit of many tubes, and
deriving then the bundle average flow rate.
In Chapter 4 the problem of a Bingham fluid flowing in a tree-like porous struc-
ture is illustrated. This system present a critical pressure over which the flow rate
evolves exponentially as a function of the pressure drop, before reaching linearity.
This is demonstrated computing the number of channels that opens just above the
critical pressure, and showing that they share a low overlap between them, behav-
ing like independent channels. A parallelism is then tracked with the problem of
a Bingham flow in independent channels, which is also studied and discussed.
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Chapter 5 is dedicated to a numerical investigation of drainage events in a porous
medium which exhibit a transition from a continuous invading pattern to a highly
discontinuous one, leading to foam formation. Simulations are done in the frame-
work of a dynamic pore network model, whose details are shown. The displace-
ment characteristics, including the transition location and the total flow rate, are
studied as a function the pressure drop imposed to the system and the viscosity
ratio between the two immiscible fluids. Furthermore, the flow rate at the pore
level exhibits fluctuations which are measured depending on the flow regime, and
discussed in connection to the foam origin.
Finally, Chapter 6 is devoted to drawing conclusions to the works presented and
providing insight into potential future developments of these researches.





CHAPTER

TWO

LITERATURE SURVEY

The purpose of this Chapter is to offer a concise overview of the current body
of literature and the main concepts pertinent to the studies carried out in the
following Chapters. In Section 2.1 a brief overview of the Darcy law is provided,
including its modifications in the context of non-linear flow. Section 2.2 includes
insights on the immiscible displacement phenomena, focusing in particular on the
description of the patterns created during drainage and foam formation. Finally,
Section 2.3 is dedicated to give a summary of the models implemented in the
present work for a theoretical study of the porous media.

2.1 Non-linear flow in porous media
One of the primary aspects of characterizing flow within a porous medium is
finding a relation between the pressure difference applied at the edges of the system
and the total flow rate flowing in it. Within this Section, we demonstrate both
the appropriateness of assuming a linear relationship (Subsection 2.1.1), and its
shortcomings in certain significant scenarios, including the flow of a yield stress
fluid (Subsection 2.1.2) and the flow of two immiscible phases (Subsection 2.1.3).
We refer here to the study of steady-state flow [3]. This means that the total flow
rate is supposed to not evolve in time, neglecting fluctuations, when imposing a
constant pressure drop (and vice versa). In this way, a characteristic law between
the total flow rate and the pressure drop can be determined.

2.1.1 Darcy law

The founding act of the study of flow in porous media is traced back to Henry
Darcy (1803 - 1858), a French engineer remembered for having designed an realized
in the city of Dijon the prototype of the modern aqueduct, consisting in an artic-
ulate system of water distribution based on pressurized pipes driven by gravity.
From 1855 to 1856, he performed several experiments involving the flow of water
in columns filled with sand [4], like the one shown in Figure 2.1.1. In particular, he
found a linear relationship between the ratio ∆P/L, where ∆P = Pin−Pout is the
pressure drop applied at the edges of the sand column and L the column height,
and the flow rate Q, namely the volumetric amount of water per time outgoing
from the bottom of the column. The constant of proportionality was found to

4



CHAPTER 2. LITERATURE SURVEY 5

Figure 2.1.1: Sketch of the the experimental setup realized by Darcy. A piston
regulates the pressure at the inlet. Water is flowing out from the bottom. (Image
taken from [4]).

depend on the cross-sectional area of the column Σ and on the type of sand used.
In the subsequent decades, it was discovered that this empirical proportional re-
lationship, initially identified by Darcy only for water, also held true for various
other liquids, notably including oil flowing through sandstone. The relationship
was then adjusted to incorporate the viscosity µ of the fluid in motion, resulting
in the derivation of a permeability coefficient κ specific of the solid material [5].
This brought to the current formulation of the Darcy law:

Q =
Σκ

µ

∆P

L
. (2.1)

Numerous corrections to Eq. (2.1) were suggested later in order to extend its
validity to different cases, always with the goal of describing the flow of a fluid
(often referred as phase) in a porous media.
For example, the Darcy law can be implied to describe the flow of a gas. It was
however found that the permeability measured when using a gas is different from
when we instead inject a gas in the same porous material, due to the fact that
for the gas the slippage close to the solid wall is not negligible. The permeability
in Eq. (2.1) needs to be adjusted as proposed in [6] where the authors write
κ = κg/(1 + bK(Pin + Pout)/2), κg being the permeability measured using the gas
and bK a constant.
Furthermore, Eq. (2.1) holds only for sufficiently low Reynolds numbers, for which
the creeping-laminar flow regime holds at the pore level. To keep into account
weak inertial effects, corrections were proposed to Eq. (2.1) that include terms
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quadratic or cubic in Q [7, 8].
Moreover, a term proportional to the Laplacian of the flow rate ∇2Q, derived from
the Stokes equation, have to be included when the porous medium is rarefied,
namely when

√
κ ≫ L, with L the characteristic size of the medium [9].

Additionally, we are assuming here that the porosity, namely the fraction of porous
non-solid volume in the porous material, is not affected by the fluid flow, such
that the permeability remains invariant as well. However, during particle-laden
flows, erosion and deposition phenomena can decrease and increase the porosity,
respectively, resulting in clogging of pores [10] and in time fluctuations of the
permeability [11, 12]. These mechanisms are found to be dependent from the size,
concentration and adhesive forces of the particles, as well as changes in the flow
paths.
The list of derogations to the Darcy law does not end here, as an enormous number
of other variables can be taken into consideration. In the present work, we are
in particular interested in two distinct scenarios, for which a significant effort has
been put in characterizing the macroscopic flow: (i) when the fluid flowing in the
porous material is non-Newtonian, in particular presenting a yield stress (ii) when
two (or more) immiscible fluids are coexisting in the porous structure. We will
thoroughly examine these two cases in the following two subsections.

2.1.2 Darcy law for yield stress fluids

Non-Newtonian fluids are commonly implied in numerous industrial, geophysical,
and biological scenarios involving porous materials. In fact, many fluids exhibit
non-linear rheological properties, including substances like gels[13], heavy oils [14],
suspensions [15, 16] as well as certain biological fluids such as blood [17, 18]. Our
focus here is on yield stress fluids, which necessitate a minimum applied stress
to initiate flow. These fluids play crucial roles in various practical applications,
including oil extraction processes like fracking, where proppant fluids are injected
into the ground [19], or biomedical engineering applications such as the stabiliza-
tion of fractures and metastatic lesions in cancellous bones [20]
To determine whether a fluid is Newtonian or not, experiments are usually per-
formed in which a shear stress τ is applied to a portion of the fluid under exam,
and the shear rate ϑ̇, namely the velocity of shear deformation, induced by the
stress is measured. Herschel and Bulkley [21] proposed an equation for modeling
non-Newtonian fluids presenting yield stress a power-law between τ e ϑ̇. Assuming
τ > 0, it writes {

ϑ̇ = 0 if τ < τc

τ = τc + k ϑ̇n if τ > τc
(2.2)

where τc is the yield stress, k the consistency index and n the flow index. When
τ ≤ τc, the Herschel-Bulkley fluid behaves like a rigid, non-deformable solid, while
the flow is recovered for τ > τc. If n < 1 the fluid is defined as shear-thinning (or
pseudoplastic), while for n > 1 the fluid is shear-thickening (or dilatant). In the
special case where n = 1 and τc = 0, Eq. (2.2) simplifies to that of a Newtonian
fluid and k corresponds to its viscosity.
Several investigations [22, 23, 24, 25] have explored the behavior of yield stress
fluids within various porous media. It was proven that no flow is observed below
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Figure 2.1.2: Numerical simulations of flow of a Bingham fluid in a porous
medium. Images from left to right refers to growing values of ∆P . The flowing
channels are pictured in red, while black indicates the immobilized part. (Image
taken from Fig. 5 of [30]).

a critical pressure drop (also called pressure threshold) ∆Pmin. Flow is recovered
only if ∆P > ∆Pmin, but the fluid in the porous medium is not mobilized all at the
same time. Due to the heterogeneity of the local porous geometry, some regions
are easier to yield than others. In general, for a certain imposed pressure above
the minimal, only some channels, namely paths in the porous medium connecting
the inlet to the outlet, are flowing, while all the others are still blocked. A gradual
increase of ∆P results then in a subsequent opening of new channels, as shown
in Figure 2.1.2. This was confirmed by both experiments [26, 27] and numerical
simulations [28, 29, 30, 31, 32]. We can then identify three different regimes
depending on the value of ∆P :

• When ∆P is close to ∆Pmin, fluid is flowing in only one channel, the first one
that opens at ∆Pmin. In this case, the flow in the porous medium corresponds
to the one in a single channel.

• For increased values of ∆P , more and more paths opens. The flow rate as
a function of the pressure drop will be then influenced by the increasing
number of channels flowing from the inlet to the outlet.

• At a sufficiently high ∆P all channels are open, so the fluid is flowing in all
the medium. The porous medium in its entirety can be thought as a single
channel whose conductivity is given by its permeability. The relationship
between flow rate and the pressure drop is then analogous to the one of a
channel.

In general, the relation between ∆P and Q for Q > 0 can be written as

Q ∝ (∆P −∆P ∗)β. (2.3)

With respect to the Darcy law (2.1), valid for Newtonian fluids, we have intro-
duced an effective pressure threshold ∆P ∗ and an exponent β > 0 which in general
is different than 1. The values of ∆P ∗ and β depend on the regime in which the
flow is occurring, so essentially on ∆P .
Some studies have considered in particular the flow of a Bingham fluid (or Bing-
ham plastic), consisting in a material that flows like a Newtonian fluid above the
critical stress. It can be modeled by Eq. (2.2) if we choose n = 1 and a generic
τc > 0. Numerical simulations in two dimensional pore network models have
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proven that, in the regime of subsequent opening channels, Eq. (2.3) holds with
β = 2 [28, 30], a value which seems not to depend on the type of disorder chosen
to model the heterogeneity of the pore throats geometry [32]. On the other hand,
a theoretical study for a one-dimensional porous medium, consisting in a uniform
bundle of channels, showed that the flow curve above the threshold depends very
strongly on the kind of distribution of the channels widths [33]. However, both
the one and two dimensional cases share the fact that at very high pressures the
linear Darcy law (2.1) is recovered, so β = 1.
We remind that, so far, we have addressed to a condition of low Reynolds numbers,
hence inertial effects are not involved in the phenomena discussed. Interestingly,
an analogous flow behaviour to the one just illustrated was found tuning the
Reynolds number related to the Bingham flow in a disordered porous media [34].
Numerical simulations found that, while in the creeping-laminar regime the flow
follows the linear Darcy law, for moderate Reynolds numbers the flow is concen-
trated in preferential channels due to local viscosity fluctuations. The Darcy law’s
porous medium permeability is reestablished only for sufficiently high Reynolds
numbers.

2.1.3 Darcy law for two-phase flow

Another source of complexity in generalizing the Darcy law, independently from
the Newtonian, or not, nature of the fluids, is represented by the presence of two
or more immiscible fluids. The study of multi-phase flow in porous media is a
longstanding and extensive field [35], and it continues to be the subject of numer-
ous ongoing research efforts. Immiscible fluids coexisting in a porous medium are
assumed to never mix during their flow, so we can always refer to their respec-
tive phase separately. When two immiscible fluids come into contact, a pressure
discontinuity arises at the interface, known as capillary pressure, which in general
influences the dynamics of the flow.
Despite the system is made of two separate fluids, we consider an approach based
on deriving a single Darcy law for the flow of the two-phase system in its entirety.
In this regard, the combination of two immiscible phases can be seen as a single,
complex fluid [36], from which non-linearity might emerge, even if both fluids are
Newtonian. In particular, in the last few years, different experiments [37, 38, 39,
40] and numerical studies [36, 41, 42] have revealed the existence of a non-linear
regime for the Newtonian two-phase flow at sufficiently low flow rates. Specifically,
due to capillary forces, interfaces can only move when a certain pressure is applied.
Within a medium where the pore sizes are distributed in an disordered way, the
interface movement is facilitated more in some regions than others. In general,
imposing a certain pressure drop on the system, the displacement of interfaces
occurs essentially along a limited number of paths from the inlet to the outlet,
and this number increases as the applied pressure rises [43]. Hence, like the case
of yield stress fluids, heterogeneity controls the flow behaviour.
The flow rate can be then described by a non-linear Darcy equation like Eq. (2.3).
In the non-linear regime, the literature mostly seem to agree on β ≃ 2. This value
was measured experimentally [37, 38], numerically [41], and confirmed by an ar-
gument based on energy dissipation balance between the viscous and the capillary
forces resulted in β = 2 [37]. A calculation based on mean-field theory, indepen-
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dent from the dimension of the porous medium, also found β = 2 [36]. Significant
variations are reported in the range β ∈ [1.35, 1.49] [44] and β ∈ [1.4, 2.3] [40]
depending on the fractional flow rate, namely the ratio between the flow rates of
the different phases injected. Another remarkable exception is given by the one
dimensional capillary tube model, for which β can be either 3/2 or 2 depending
on the distribution of the pressure thresholds [45]. Nevertheless, in all cases at
sufficiently high pressure the linear regime with β = 1 is restored.

2.2 Immiscible displacement in two-phase flow

In the context of two-phase flow, beside the characterization of the steady-state,
one can try to study unsteady events, for which the physical quantities related
to both phases have not reached an equilibrium state, but are changing in time.
In particular, during displacement events, it is interesting to see how the spatial
distribution of the two different phases evolves in time, in particular looking for
characteristic patterns depending on the flow conditions. The distinctive shapes
generated by a displacement process vary indeed according to the characteristic
forces involved. Here we will restrict the study to the case where only viscosities
of the two fluids and capillary forces separating the two phases are present, ne-
glecting for example gravity [46] and wettability changes [47]. Nevertheless, the
interplay of the viscous and capillary forces with the heterogeneity in the local
porous geometry offers a rich variety of scenarios.
We will define the more- and less-wetting fluids as wetting and non-wetting fluids
respectively. When a wetting fluid displaces a non-wetting fluid inside a porous
medium, the flow is referred as drainage. The opposite case, namely the displace-
ment of a non-wetting fluid carried out by a wetting one is instead defined as
imbibition. In Subsection 2.2.1 we will focus on the first of these two processes,
while in Subsection 2.2.2 we review some literature about foam formation during
immiscible displacement.

2.2.1 Displacement patterns during drainage

Suppose we have a porous medium completely filled with a wetting fluid, and from
the inlet we inject a non-wetting one. In reaching the outlet, the invading non-
wetting phase will displace the defending wetting one. The displacement pattern
that forms during the drainage process varies according to the ratio between the
forces into play (the two viscous and the capillary). In particular, three scenarios
can occur:

• Capillary fingering. When the capillary force dominates both the viscous
ones, the non-wetting phase enters the porous medium in the form of short
paths, of the order of few pores, that tend to ramify and grow isotropically,
including towards the inlet [48]. This is due to the disorder in the capillary
forces related to the pore size distribution; indeed, their structure can be
well modeled by invasion percolation theory [49, 50].

• Viscous fingering. If the viscous force related to the wetting phase over-
come both the non-wetting viscous force and the capillary one, we have
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longer, less ramified paths than the capillary fingers, and their growth oc-
curs mainly through the outlet [51, 52, 53]. Structure of such fingers are
strongly analogous to diffusion limited aggregation (DLA) [54], a statistical
process that obey Laplacian growth.

• Stable displacement. When the viscosity of the non-wetting fluid is much
higher than the one of the wetting one, neglecting also capillary forces, we
have a stable invading front [55] which is not completely flat but present
some roughness at the scale of few pores, and leave behind cluster of wetting
fluids still of the order of few pores. This can be modeled by an anti-DLA
process [56], or equivalently by diffusion limited annihilation [57].

Lenormand et al. [58] delved into a in-depth examination of the transition be-
tween these three regimes resulting from the interplay between viscous and capil-
lary effects, performing quasi-2D experiments and PNM simulations. The authors
first introduced two commonly used dimensionless number that are able to fully
characterize the displacement pattern: the capillary number, expressing the ratio
between the viscous forces and the capillary forces, and the viscosity ratio, namely
the ratio of the two viscosities. A ’phase diagram’ for drainage can thus be con-
structed by charting the ranges where the three distinct mechanisms are valid
onto a plane whose axes are defined by the capillary number and the viscosity
ratio, like the one shown in Figure 2.2.1. The existence of the same patterns also
in three dimensional porous media was confirmed later, both experimentally [60]
and numerically [61].
Although the different patterns can be easily recognizable to the naked eye due
to their qualitative difference, it is useful to characterize them quantitatively, for
example measuring the non-wetting saturation, namely the fraction of total pore
volume occupied by the non-wetting fluid, at breakthrough [58]. In the cases
of fingering patterns, since they exhibit a fractal structure, it also is possible to
quantify their fractal dimension measuring the related Hausdorff dimension D
[62]. Considering two-dimensional porous media, for capillary fingering we typi-
cally have D ≃ 1.8 [48, 63], while a lower value is measured for viscous fingers,
around D ≃ 1.6 [51, 64].
Up to now, we have assumed both fluids to be Newtonian. An extension of the
drainage patterns characterization was done assuming that the defending wetting
phase is a Bingham fluid [65]. Beside the capillary number and the the viscosity
ratio, the authors introduced the Bingham number, expressing the ratio between
the yield stress and the capillary force. Numerical simulations found that for high
Bingham numbers a new pattern was found, consisting in a quasi one-dimensional
non-wetting finger, corresponding to the minimum threshold path. For low Bing-
ham numbers, the patterns approach those of the corresponding Newtonian dis-
placement. To our knowledge, no further progress has been made in the charac-
terization of immiscible displacements involving yield stress fluids.

2.2.2 Foam formation and mobilization

The patterns illustrated in the previous Section share the common feature that
the invading fluid remains connected. However, in various scenarios involving the
flow of two phases, it’s not unusual for the invading fluid to rupture and become
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Figure 2.2.1: Phase diagram of the immiscible displacement patterns in porous
media. Ca and M refers to capillary number and viscosity ratio, respectively.
(Images taken from Fig. 4 of [58] and Fig. 1 of [59])

discontinuous with respect to the other phase. The breakage of the invading phase
might lead to formation of foam, which here we simply define as the combination of
two immiscible fluids in a certain region in a highly discontinuous way, separated
from each others by numerous menisci. Within a foam, it is possible to observe
many blobs of both phases, which consists in small portions of fluid typically
with dimensions on the scale of a pore or even smaller. A small blob of wetting
phase is usually called either lens, when their thickness is large enough to remain
relatively stable, or lamella, if they are thinner such that they can break more
easily. However, from the point of view of the non-wetting fluid, both a lens and a
lamella contributes in separating it and blocking the flow through the throat [66].
Due to the presence of numerous menisci exerting capillary pressure drops, the
mobility of the porous medium, defined as the ratio between the overall flow rate
and the global pressure drop, is expected to be impacted. In literature we often
find a distinction between "weak" (or "coarse") and "strong" foam, whether the
foam does not impact much the global mobility of the system, or it contributes to
significantly reduce it, respectively [67, 68, 69]; note that we don’t have a precise
criterion to distinguish between the two, being more relative concepts. To measure
the loss in mobility due to the presence of foam, one can look at the increase in
pressure gradient along the system, averaged over fluctuations in space and time,
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when the flow rate injection is imposed [67], or, on the contrary, at the decrease
of total flow rate when the pressure drop is imposed [68, 69].
The mechanisms that leads to fragmentation of the fluids within porous material
have extensively examined in the last years [70]. In brief, the following processes
occurring at the pore level are commonly cited.

• Roof snap-off. As the leading tip of the invading fluid moves out of a narrow
pore throat, the curvature at the edge decreases, while the curvature inside
the throat remains high. This creates a pressure disparity that could lead to
a reverse flow of the defending fluid, causing the incoming fluid to rupture
[71, 72].

• Dynamical breakup. When the tip of a phase encounters a juncture of two
pores, the tip might divide to infiltrate both pores, consequently disconnect-
ing the other phase [73]. The same mechanism can happen for lenses and
lamellae, which can divide into two when they encounter a branching point.
The phenomenon is referred as lamella (lens) division, and the new blob cre-
ated will remain stable depending on its thickness and on the surface tension
between the two phases [66, 69].

• Leave-behind. In drainage events, lamellae or lenses of wetting phase can be
created in pore throats as the invading non-wetting fluid occupies adjacent
pore bodies while advancing through continuous paths. Again, they can
then break or remain stable, depending also on their thickness [66].

• Pinch-off. A continuous fluid filament can break into smaller segments due
to the Rayleigh-Plateau instability [74]. Inside a porous medium, this in-
stability can be induced, for example, by a neighbour blob and a solid wall
delimiting the filament, or by two neighbouring blobs surrounding it [75].

A schematic sketch for each of the listed mechanism is shown in Figure 2.2.2.
Even if the literature on this subject is extensive, establishing the actual impor-

tance and impact of these mechanisms in both the formation and displacement of
foam in porous materials remains challenging. For instance, despite it was affirmed
that snap-off is a primary mechanism for generating foam [67, 66], rather recent
pore network simulations have demonstrated that substantial foam generation can
happen without the necessity of the Roof snap-off mechanism [29, 76]. Moreover,
once strong foam is created, it seems that the details of the generation of new
lenses or lamellae become less important, as the stability of foam is governed by
more global factors, like the permeability of the porous medium or the presence of
surfactants that regulate the surface tension [69]. Nevertheless, both experiments
and simulations agrees on the fact that a minimum pressure gradient, or equiva-
lently a minimum flow rate, is require to initiate foam on the system and sustain
it [67, 66, 77, 69, 76, 78].

2.3 Modeling the porous media

A theoretical study of the flow in a porous medium necessarily requires a model
of the porous medium itself. In this Section we introduce the main aspects of the
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Figure 2.2.2: Schematic drawings of (a) Roof snap-off, (b) lamella (lens) division,
(c) leave-behind and (d) pinch-off. For the figures (a)-(c), the wetting and non-
wetting phase are coloured in grey and red respectively. For figure (d), the two
(non-wetting) blobs involved in the mechanism are depicted in blue and yellow
(Images taken from Fig. 1 and Fig. 5 of [75])

models implied in the present work: the capillary tube bundle model (Subsection
2.3.1), adopted in Chapter 3, and the pore network model (Subsection 2.3.2), im-
plemented in the studies of both Chapter 4 and Chapter 5. Both models share
the common feature that they are able to describe the flow at the Darcy scale (or
meso-scale), namely at the scale of a porous sample for which the Darcy law can
be considered valid, so much larger than the scale of a single pore in it. These
models imply a strong simplification of the pore geometry, so they are not able
to describe in detail the fluids arrangement inside a pore. However, they allow
for studying the flow behaviour at much larger scale, deriving it analytically when
possible, or calculating it at a reasonable computational cost, in case of numerical
studies. This includes the possibility to look for statistical properties of the flow.
Other modeling methods, not considered here, have been successfully implied for
the study of the macroscopic flow in porous media, including the finite volume
methods [79] and the Lattice Boltzmann methods [30], both based on a discretiza-
tion of the porous medium.

2.3.1 Capillary bundle model

With capillary bundle (or tube bundle) we refer to an array of several capillary
tubes which are parallel, namely they do not intersect each other [80, 81]. This
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Figure 2.3.1: Picture of a sample of cellulose nitrate, on whose surface the tracks
left by fission fragments are visible as black dots. (Image taken from Fig. 2 of
[82])

can be seen as a model of 1D porous media, in which the flow occurs along only
one preferential direction. An example of these materials consists in Nuclepore
filters (see Fig. 2.3.1), namely membranes of polycarbonates or other plastics in
which cylindrical pores of diameter in the range between 1 nm to a few µm are
created through irradiation with heavily ionizing particles and dissolution of the
nuclear trails by certain chemicals [82].
Studies of the flow in generic porous substances, where the fluid paths can in-

tersect each other, adopting the capillary tube bundle model, are still possible in
certain extents. For example, the Darcy law for Newtonian fluids can be derived
modeling the material as a bundle of effective capillaries, whose length can be
extrapolated experimentally by a characterization of the sample, finding expres-
sions for the permeability as a function of the porosity and the cross-sectional area
[83, 84]. However, the fact that the flow can occur only in one direction, since
the different channels don’t cross each others, constitutes the major limit of the
model.
Nevertheless, the relevance of the capillary tube bundle model relies on the fact
that it is a model for immiscible flow which is analytically tractable [45], namely
for which it is possible to derive analytically flow dynamics relations, starting from
some assumptions on the tubes geometry and on the rheological properties of the
fluids. The simplest choice for the tube shape would consist in taking perfectly
cylindrical tubes, for which analytical expressions are already known for the flow
of both Newtonian and non-Newtonian fluids. However, to take into account het-
erogeneity in the model, one can introduce variations in the geometry, for example
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Figure 2.3.2: Left: sketch of a porous medium characterized by a solid structure,
formed by a collection of grains (depicted in black), within which the fluid can
move. Right: Drawing of a pore network, composed by large spherical pore bodies
connected by narrow cylindrical throats of variable radius. (Image taken from Fig.
1 of [32])

modifying the value of the radius along each tube according to some function [85,
45, 86], or varying the characteristic radius between different tubes [33], generating
the values randomly from a certain probability distribution.

2.3.2 Pore Network Model

The Pore Network Model (PNM) was first introduced in the 50s [87], and is by
far the most common model implied for meso-scale numerical simulations. Essen-
tially, the model consist in a collection of large voids, the pores bodies, connected
by narrow tubes, the pore throats, as shown in Fig. 2.3.2. The arrangement of
those elements follows the structure provided by a network, where the bodies and
the throats corresponds to the nodes and the links of the the network, respectively.
The volume of the pore bodies is significantly larger than the one of the throats
such that the pressure inside it can be considered constant, so we can associate
an unique value of pressure to each node.
In general it is possible, from a sample of a porous material, to reconstruct the

corresponding pore network combining imaging techniques with ad-hoc algorithms
for modeling the pore bodies and throats [88]. Nevertheless, two or three dimen-
sional regular lattices with fixed connectivity are commonly implied in numerical
studies, especially when we are interested in statistical properties which are not
sample-dependent. The connectivity and the dimensionality of the porous model
correspond then to those of the underlying network.
Each body and throat present a simplified geometry, such that we can implement
already known equations for describing the flow across them. Heterogeneity is
then included in the model varying randomly all or some of the geometrical pa-
rameters characterizing the porous elements. For example, it is possible to model
the pore throats as cylinders where the length is kept the same, while the radius
varies according to some probability distribution [58, 32].
In general, the resolution of the equations for the flow at the pore level allows to
find the values of the pressure drops between the nodes of distinct pores, which
in turn regulate the displacement of the fluids between them. In the context of
two-phase flow, fluid displacement occurs following precise algorithms. In this
extent, pore network models can be divided into quasi-static models and dynamic
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models. In the quasi-static models, fluid displacement is carried out by sequen-
tially filling individual pores using invasion percolation-like algorithms. This can
be done when the flow is dominated by a force, like capillary [54, 89, 48] or yield
stress [65], and the dynamic effects given by the viscosity are neglected, such that
the system is considered to undergo in subsequent equilibrium states, correspond-
ing to the subsequent filling steps. The decision to fill specific pores is based on
their entry pressures, or, in case of capillary-dominant systems, by evaluating the
stability of a meniscus with respect to a given contact angle [90]. The success of
these models relies on the dominance on one force on the others, so they generally
fail in describing system in which different forces, including viscous, regulates the
flow at pore level. This is taken into account in dynamic pore network models
[91]. The invasion at the pore scale is still determined by the capillary pressure
(or the yield stress, if present), but now the time rate of the invasion is given also
by the local viscous pressure drop. The local flow rate between different pores is
then computed as a function of all the forces into play, and the fluid displacement
between that pores will occur according to it.
The equations for the local flow rates must be coupled with other equation ex-
pressing the conservation of the mass and the momentum in the pores. In case
of incompressible fluids, this condition can be expressed by an equivalent of the
Kirchhoff law for the electrical current, which, for a pore labeled by i, can be
written ∑

j∈ngb(i)

Qij = 0 , (2.4)

where j labels all the pores that are nearest neighbours of i, and Qij is the flow
rate from pore i to pore j. The solution for both the local pressure drops and flow
rates can be found solving the system formed by the local flow rate equation for
all pore throats and the Kirchhoff condition (2.4) for all pore nodes.
Regulating the displacement of the fluids in dynamic pore network models con-
stitutes a significant challenge, since efficient algorithms have to be implemented
for the redistribution of the fluids in the different pores, in particular when one or
more fluids invade a pore coming from the neighbour ones. Significant progress in
this sense was made when algorithms able to track the position of the menisci sep-
arating the different phases were introduced [92]. In models implementing these
algorithms, the configuration of the fluids inside the pores can be reconstructed
explicitly by the positions of all the menisci along the pore throats.
In a recent work [93], a set of meniscus-tracking algorithms for dynamic pore net-
work model was presented, where detailed rules about the redistribution of the
fluids were illustrated, allowing for the formation of both continuous paths and
separated blobs. These algorithms are able to reproduce well-established results
for both drainage displacement and steady-state flow for systems made of two
immiscible Newtonian fluids. The numerical simulations of the work presented in
Chapter were performed adopting a dynamical pore network model implementing
the algorithms set from [93].
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THREE

TWO-PHASE NON-NEWTONIAN FLOW IN
CAPILLARY TUBES

In this Chapter, we characterize the flow dynamics of a bundle of identical par-
allel tubes filled with a Newtonian fluid, and in which blobs of immiscible non-
Newtonian fluid presenting yield stress are randomly injected. As discussed in
Section 2.3.1, the capillary bundle can be seen as a model of a porous medium,
where analytical calculations are possible. In a recent work an analogous system
was studied, although in the fully Newtonian case, where Newtonian blobs were
randomly injected in each tube [45]. There, it was found that the behaviour of the
flow rate averaged over the tubes versus the pressure drop applied depends in gen-
eral on the probability distribution for the critical pressure, namely the probability
density that a tube present a certain critical pressure. This means the disorder
in the threshold distribution controls the effective flow properties. An analogous
conclusion was reached in another study of the flow in a capillary bundle, in this
case in presence of only a Bingham fluid [33].
However, in [45] the relation between the fluid configurations in the tubes and
the respective threshold distributions was not discussed, as the distributions were
imposed on the system. Here we try instead to derive the critical pressure distri-
bution from both the geometry of the tubes and the rheological properties of the
fluids; moreover, we extend the study to blobs of non-Newtonian Herschel-Bulkley
fluid, which appears to be novel.
We assume here that both fluids are always immiscible and incompressible. We
also assume that the contact angle between the meniscus separating the two phases
and the link wall does not vary during the motion of the blobs.
In deriving and illustrating our results, we adopt a bottom-up approach, starting
from simpler models and then, in some extent, combining them together. In Sec-
tion 3.1 we first study the model of one blob flowing in a single tube; then, always
dealing with one tube, in Section 3.1 we introduce multiple blobs; finally, the ex-
tension of the study to many identical tubes is carried out in Section 3.3. For
all of these intermediate models, we analytically derive expressions for threshold
pressure drop and the flow rate versus applied pressure drop.

In general for a single tube, we find a critical pressure threshold ∆Pc below
which there is no flow. Above this threshold, the flow Q is in general non-linear
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and grows with a characteristic exponent:

Q(∆P ) ∝ (∆P −∆Pc)
β. (3.1)

If we have a single non-Newtonian blob in the tube, for a tube of uniform radius
r0, the value of the threshold is ∆Pc = Pτc = 2τc∆xb/r0, where τc is the yield
stress of the non-Newtonian blob of size ∆xb. For a non-uniform tube of radius
r(x) = r0/(1 + af(x/r0)), ∆Pc is modified

∆Pc = Pτc + Pt, (3.2)

where the value of Pt depends on the geometry of the tube, and can be written in
general

Pt = a max
0<x<l

[
Pτc f

(
x

r0

)
+ Pσ

∆xb

r0
Pτcf

′
(
x

r0

)]
, (3.3)

where Pσ is the contribution of the surface tension, and l is the length of the tube.
The exponent β in Eq. (3.1) depends on both the rheology and the geometry of
the tube.
When having different blobs in a tube, in the case of a uniform radius, the value
of the threshold coincides with the one of a single blob with the same amount of
fluid, so the flow curve is identical as for the single blob. If instead the tube is non-
uniform tube, the value ∆Pc depends explicitly on the number of blobs and their
relative distance. Assuming that the blobs are identical and evenly distributed,
we show that ∆Pc can be written as

∆Pc = NPτc +
√
NAPt, (3.4)

where A is a non-dimensional positive random variable of order 1. Similarly to the
one blob case, the power-law regulating the flow rate relies on both the rheology
and the geometry of the tube.
For a tube bundle model, in the limit of many tubes the total flow curve results
from averaging all the blobs position configurations. In general we have

Q(∆P ) ∝ (∆P −∆Pmin)
β for ∆P → ∆P+

min, (3.5)

where ∆Pmin = NPτc and the overline stands for an average over all blobs configu-
rations. The exponent β can be computed from Π(A), the probability distribution
for A, which depends on the tube shape. We studied the following particular cases:

• Sinusoidal deformation, f(x/r0) = cos (2πx)/l. We found an explicit formula
for Π(A), valid in the limit of many blobs

Π(A) = 2Ae−A2

. (3.6)

• Triangular deformation, f(x/r0) = (4r0/l) |x/r0 − l/(2r0)| − 1. We don’t
have an explicit formula for Π(A), but we show how Π(A) vanishes when
A → 0, in two limiting cases:

1. Newtonian fluid:
Π(A → 0) ∝ 1

A3
e−

k
A2 , (3.7)

where k is a numerical constant.
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Figure 3.1.1: Two-dimensional sketch of a blob of yield stress fluid in a uniform
tube. On the x-axis, the one-dimensional model relative to the problem is pictured,
where the thick line is the projection along x of the yield stress blob, while the
thin line represent the part occupied by the Newtonian fluid.

2. Non-Newtonian fluid neglecting capillary effects:

Π(A → 0) ∝ 1

A5/3
e
− k∗

A2/3 , (3.8)

where k∗ is another numerical constant.

The PDFs found for A in those specific cases are confirmed by numerical simula-
tions.

3.1 Model for a single blob in a tube

3.1.1 Constant radius

Let’s consider the case of an uniform tube, namely a cylindrical tube with constant
radius r0. For a perfect cylindrical tube completely filled with a non-Newtonian
yield stress fluid described by the Herschel-Bulkley relation, the critical pressure
drop is ∆Pc = 2τcl/r0 and the flow rate law [94]:

Q(∆P ) =


C0 r

4+ 1
n

0

(
∆P−∆Pc

l

) 1
n
+1 if ∆P → ∆P+

c ,

C∞ r
3+ 1

n
0

(
∆P−∆P̃c

l

) 1
n if ∆P ≫ ∆Pc,

(3.9)

where C0 = nπ/((n + 1)21+1/nk1/nτc), C∞ = nπ/((3n + 1)(2k)1/n) and ∆P̃c =
((3n+ 1)/(2n+ 1))∆Pc.
We consider now the case of a tube filled with a Newtonian liquid, in which one
blob of yield stress fluid (YSF) of size ∆xb is injected at a certain position xb, as
pictured in Figure 3.1.1. The total pressure drop ∆P needed to sustain a flow rate
Q can be expressed as the sum of the pressure drops across every portion of fluid.
We call P−

xb
and P+

xb
, respectively, the pressure value just before and just after
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the left surface separating the Newtonian fluid from the blob (positioned at xb),
while P−

xb+∆xb
and P+

xb+∆xb
will be, respectively, the pressure just before and just

after the right surface (positioned at xb + ∆xb). The pressure drops across both
portions of Newtonian fluid, in the intervals 0 < x < xb and xb+∆xb < x < l, are
given by the Poiseuille law

Pin − P−
xb

= Q
8µxb

πr40
,

P+
xb+∆xb

− Pout = Q
8µ(l − xb −∆xb)

πr40
.

(3.10)

The pressure drop across the blob is instead given by Equation (3.9) and writes

P+
xb
− P−

xb+∆xb
=


(

Q

C0 r
4+ 1

n
0

) n
n+1

∆xb +∆Pc if ∆P → ∆P+
c ,

Qn ∆xb

Cn
∞r3n+1

0

+∆P̃c if ∆P ≫ ∆Pc.

(3.11)

where now ∆P = Pτc = 2τc∆xb/r0.
The capillary pressure discontinuity across the two interfaces are given by the
Young-Laplace law, namely P−

xb
− P+

xb
= −2γ/r0 and P−

xb+∆xb
− P+

xb+∆xb
= 2γ/r0

respectively; here γ = γ̂ cos θ, being the surface tension between the two fluids
and θ the contact angle. The two pressure discontinuities are equal in modulus
but opposite in sign, as the interfaces are identical but have opposite curvature.
As a consequence, in a perfect cylindrical tube, the total capillary pressure across
the two interfaces of a blob cancels out.
The sum of the three pressure drops given in equations (3.10) and (3.11) in the
limit ∆P → ∆P+

c is then

∆P = Q
8µ(l −∆xb)

πr40
+Q

n
n+1

∆xb

C
n

n+1

0 r
4n+1
n+1

0

+∆Pc. (3.12)

In this limit the flow vanishes to 0, so we can neglect the linear term in equation
(3.12) as n/(n+ 1) < 1 ∀ n > 0.
In the opposite limit ∆P ≫ ∆Pc we have

∆P = Q
8µ(l −∆xb)

πr40
+Qn ∆xb

Cn
∞r3n+1

0

+∆P̃c. (3.13)

Since now Q → ∞, we should distinguish between a shear-thinning fluid and a
shear-thickening fluid, for which n < 1 and n > 1 respectively. In the first case,
the leading term is the one proportional to Qn, while in the other case the leading
term is the linear one. Finally, we can write the volumetric flow rate in the two
different limits:

Q(∆P )=



C0 r
4+ 1

n
0

(
∆P−∆Pc

∆xb

)1+ 1
n if Q → 0


C∞r

3+ 1
n

0

(
∆P−∆P̃c

∆xb

) 1
n if n < 1

πr40
8µ

∆P−∆P̃c

l−∆xb
if n > 1

if Q → +∞
(3.14)
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Figure 3.1.2: Two-dimensional sketch of a blob of yield stress fluid in a non-
uniform tube. On the x-axis, the one-dimensional model relative to the problem
is pictured, where the thick line is the projection along x of the yield stress blob,
while the thin line represent the part occupied by the Newtonian fluid.

3.1.2 Generic analytical radius variability

We consider now a tube still of length l, but with varying radius r(x) (see figure
3.1.2) described by the following equation

r(x) =
r0

1 + af(x/r0)
, (3.15)

where a ≪ 1 is a dimensionless constant, while f(x/r0) is a bounded function with
zero average in the interval x/r0 ∈ [0, l/r0] and periodic in l, namely f((x+l)/r0) =
f(x/r0). This periodicity can describe two different situations: (i) a tube of length
l with periodic boundary conditions (ii) a tube of length L ≫ l presenting a
periodic deformation of spatial period l. In the latter case, the blob can in general
be located on different periods, but it is convenient to shift its position in the
first period: more precisely, if the blob is located at a certain position in the k-th
period, the dynamics of the system does not change if we subtract the quantity
(k − 1)l from that position.
We assume that the radius varies slowly enough, namely f ′ ≪ 1 in all the interval.

In this way, the lubrication approximation can be applied, allowing to neglect the
radial component of the fluid velocity with respect to the axial component. Also,
the size of the blob ∆xb can also be considered constant along the tube.
In this Section we assume f(x/r0) to be analytic in x ∈ [0, l]. Two modifications
should be included with respect to the case of the tube with constant radius. First,
the capillary pressure across the blob interfaces do not cancel anymore. Since
P−
xb
− P+

xb
= 2γ/r(xb) and P+

xb+∆xb
− P−

xb+∆xb
= 2γ/r(xb +∆xb), their difference is

in general non zero and approximately equal to

2γ

r(xb)
− 2γ

r(xb +∆xb)
≃ a

Pγ∆xb

r0
f ′(xb/r0), (3.16)

with Pγ = 2γ/r0 and f ′(xb/r0) the derivative of f at xb. Secondly, as r(x) is
non-constant, both Poiseuille law and Eq. (3.9) can be considered valid only
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along infinitesimal intervals of length dx. For both reasons, the flow rate varies
in time as a function of the blob location xb. The Poiseuille equation becomes
Q(xb) = −πr(x)4(dP/dx)/(8µ) from which, integrating along both portions of
Newtonian fluids, at the first order of a we get:

Pin − P−
xb

= Q(xb)
8µ

πr40

(
xb + 4a

∫ xb

0

f(x/r0)dx

)
, (3.17)

P+
xb+∆xb

− Pout = Q(xb)
8µ

πr40

(
l − xb −∆xb + 4a

∫ l

xb+∆xb

f(x/r0)dx

)
(3.18)

Considering the limit ∆P → ∆P+
c , eq. (3.9) becomes instead

Q(xb) = C0 r(x)
4+ 1

n (dP/dx− 2τc/r(x))
1
n
+1, which, integrated along the blob in-

terval, gives:

P+
xb
− P−

xb+∆xb
≃
(

Q(xb)

C0 r
4+ 1

n
0

) n
n+1

∆xb + Pτc [1 + af(xb/r0)] , (3.19)

where Pτc = 2τ∆xb/r0. Note that we approximated the following integral∫ xb+∆xb

xb

1

r
4n+1
n+1 (x)

dx ≃ 1

r
4n+1
n+1

0

∆xb, (3.20)

because the correction only affects the prefactor of the flow curve, and not the
exponent or the threshold. Since in this limit Q(xb) ≪ 1, the leading behavior of
the flow curve can be written as:

Q(xb) ≃ C0 r
4+ 1

n
0

[
∆P − Γ(xb/r0)

∆xb

]1+ 1
n

, (3.21)

where we have defined the function

Γ(xb/r0) = Pτc + a

[
Pτcf(xb/r0) + Pγ

∆xb

r0
f ′(xb/r0)

]
.

= Pτc

{
1 + a

[
f(xb/r0) +

γ

r0τc
f ′(xb/r0)

]} (3.22)

The blob position moves as dxb/dt = Q/(πr20), hence from eq. (3.21) we get the
equation of motion

dxb

dt
=

C0 r
2+ 1

n
0

π∆x
1+ 1

n
b

[∆P − Γ(xb/r0)]
1+ 1

n . (3.23)

From eq. (3.23), we can see that the condition for the blob to move along a
tube period in a finite time is that the pressure imposed is bigger than the max-
imum of Γ(xb), namely ∆P > max0<xb<l Γ(xb/r0). On the contrary, the blob is
either completely stopped if ∆P < min0<xb<l Γ(xb/r0), or it moves in general if
min0<xb<l < ∆P < max0<xb<l Γ(xb/r0) but the time needed for the blob to com-
plete a period diverges to infinite. So, in a deformed tube, the critical pressure
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drop ∆Pc above which flow along a tube period is possible has increased with
respect to the cylindrical tube, and is equal to the maximum of Γ(xb):

∆Pc = Pτc

{
1 + a max

0<xb<l

[
f(xb/r0) +

γ

τcr0
f ′(xb/r0)

]}
. (3.24)

We denote with xm the position of such maximum along the tube. Three terms
contribute to the pressure threshold. The first one, constant, is due to the yield
stress threshold. The second is also due to the yield stress, but depends on
the tube shape. The last one, related to the capillary force, is based on the
derivative of f . The competition between the last two terms is then governed
by the ratio between the relative derivative f/f ′ and the dimensionless number
Pγ∆xb/(Pτr0) = γ/(τr0).
The time T needed for the blob to move from one end of the tube to the other
can be computed from (3.23):

T =

∫ T

0

dt =

∫ l

0

dxb

dxb/dt
∝
∫ l

0

dxb

[∆P − Γ(xb/r0)]
1+ 1

n

. (3.25)

In general Γ(xb/r0) relies on the specific form of f(xb/r0). However, supposing
that f(xb/r0) is analytical, we can expand Γ(xb/r0) around xm: Γ(xb/r0) = ∆Pc−
α(xb − xm)

2 + . . .
For ∆P → ∆P+

c , the dominant contribution to the integral of eq. (3.25) is around
xm, so we can write

T ∝
∫ l

0

dxb

[∆P −∆Pc + α(xb − xm)2]
1+ 1

n

∝ (∆P −∆Pc)
−( 1

n
+ 1

2).
(3.26)

The flow rate averaged over the time T , ⟨Q⟩T , is then

⟨Q⟩T =
πr20l

T
∝ (∆P −∆Pc)

1
n
+ 1

2 . (3.27)

Note that, close to the yield threshold ∆Pc, the power-law exponent 1/n+ 1/2 of
the flow rate turns out to be different from 1 + 1/n in eq. (3.14) for the uniform
tube.
On the other hand, in the opposite limit ∆P ≫ ∆Pc, since the variations of the
critical pressure along the tube are negligible, we expect the same behaviour of
the cylindrical tube, namely

⟨Q⟩T ∝
{
(∆P −∆P̃c)

1
n if n < 1,

∆P −∆P̃c if n > 1.
(3.28)

3.1.2.1 Non-analytic radius variability

We discuss now the case where f(xb/r0) is not analytic. In the framework of the
fiber bundle model, capillary tubes presenting non analytic points allows to model
porous materials presenting a rough and angular micro-structure, e.g. matrices
of randomly packed grains of quartz sand [95]. In the limit ∆P → ∆P+

c , the
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Figure 3.1.3: Two-dimensional sketch of a blob of yield stress fluid in a triangular
tube. On the x-axis, the one-dimensional model relative to the problem is pictured,
where the thick line is the projection along x of the yield stress blob, while the
thin line represent the part occupied by the Newtonian fluid.

non-linear prediction of eq. (3.27) hold only if γ(xb/r0) is derivable at least twice.
Otherwise, its expansion around xm is of the form: γ(xb) = ∆Pc+α|xb−xm|δ+. . . ,
with δ > 0. In this case, the behavior of the integral in eq. (3.26) is modified and
the flux averaged over T is then

⟨Q⟩T ∝ (∆P −∆Pc)
1
n
+1− 1

δ . (3.29)

To provide a concrete example, we consider a saw-tooth triangular geometry:

f (x/r0) =
4r0
l

∣∣∣∣ xr0 − l

2r0

∣∣∣∣− 1, x ∈ ]0, l] . (3.30)

A sketch of such geometry is shown in Figure 3.1.3. In this case we have

Γ(xb/r0) = Pτc

{
1 +

4ar0
l

[∣∣∣∣xb

r0
− l

2r0

∣∣∣∣+ γ

τcr0
sgn

(
xb

r0
− l

2r0

)]}
(3.31)

Its maximum is located at the discontinuity point xm = l and writes

∆Pc = Pτc

{
1 + 2a

[
1 +

2γ

τcl

]}
.

Integrating eq. (3.25) yields to δ = 1 if the blob fluid presents yield stress, while
⟨Q⟩T ∝ (∆P −∆Pc)

1
n
+1 in absence of yield stress (τc = 0).

3.2 Model for many blobs in a tube
In this section we address the case of several identical blobs of non-Newtonian
fluid in a tube (see figure 3.2.1). During the flow, the relative distances between
different blobs remain constant as the fluids are incompressible.
In a uniform tube, since the capillary pressures across the interfaces of all blobs are
canceling each other, the flow curve obtained when a single shot of non-Newtonian
fluid is injected is identical to the one obtained when the same amount of fluid
is split into N small blobs. Eq. (3.14) still holds, with the only modification
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Figure 3.2.1: Two-dimensional sketch of several blobs of yield stress fluid in a
non-uniform tube of length l. On the x-axis, the one-dimensional model relative
to the problem is pictured, where the thick line is the projection along x of the
yield stress blobs, while the thin line represent the part occupied by the Newtonian
fluid.

that ∆xb has to be replaced with the total length occupied by the non-Newtonian
fluid, N∆xb. The same conclusion holds for a non-uniform tube in the limit
∆P ≫ ∆Pc, for which the fluctuations given by the non-uniformity of the radius
can be neglected.
On the other hand, for a non-uniform tube in the limit ∆P → ∆P+

c , it comes
out that the critical pressure drop obtained with N blobs of length ∆xb is larger
than NPτc = 2N∆xb τc/r0, the value expected for a single shot of length equal to
N∆xb. The difference depends on the total number of blobs and on the specific
blob configuration. Nevertheless, the behaviour of the flow rate averaged over a
period will be identical, presenting the same power-law exponent 1/2 − 1/n for
analytical radius deformations, or 1− 1/n− 1/δ for non-analytical ones.
Analogously to the situation with one blob, we parametrize the radius of the
tube according to (3.15), and we shift the position of all blobs in the first period
0 < x < l by subtracting the quantity (k − 1)l for a blob located in the k-th
period. We then denote with xb the position of the most left blob and with xi the
distance from its i-th blob neighbour. Thus i = 1, . . . , N − 1, and the i-th right
neighbour is located at xb + xi. When xb moves from 0 to l, all the other blobs
move exactly one period.
In the limit of small flow rate Q → 0, the pressure drop at the edges of the i-th
blob is

P+
xb+xi

− P−
xb+xi+∆xb

= ∆xb

(
Q

C0r
4+ 1

n
0

) n
n+1

+ Pτc + aPτcf

(
xb + xi

r0

)
. (3.32)

At this, one must add the capillary pressure drop aPγ
∆xb

r0
f ′(xb+xi

r0
). Summing the

contributions of all the N blobs and neglecting the pressure drop induced by the
Newtonian fluid, we obtain the following flow rate equation, that depends not only
on the variable xb, but also on the set of constant values {xi}:

Q(xb; {xi}) = C0r
4+ 1

n
0

[
∆P − Γ(xb/r0; {xi/r0})

N∆xb

] 1
n
+1

, (3.33)
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with

Γ

(
xb

r0
;

{
xi

r0

})
= NPτc + a

[
PτcF

(
xb

r0
;

{
xi

r0

})
+ Pγ

∆xb

r0
F ′
(
xb

r0
;

{
xi

r0

})]
,

(3.34)
where the function

F

(
xb

r0
;

{
xi

r0

})
= f(xb/r0) +

N−1∑
i=1

f

(
xb + xi

r0

)
, (3.35)

and F ′(y; {xi

r0
}) is the first derivative of F (y; {xi

r0
}) with respect to y. The critical

pressure ∆Pc needed for the system to flow is then given by the maximum of
Γ(xb

r0
, {xi

r0
}) in the interval 0 < xb < l:

∆Pc

({
xi

r0

})
= max

0≤xb<l

[
Γ

(
xb

r0
,

{
xi

r0

})]
. (3.36)

From eq. (3.36) we can see that the value of the critical pressure drop relies thus
not only on the number of blobs, but also on the specific configuration of the blobs
position along the tube, namely on their distances {xi}. As a consequence, the
flow of a given tube averaged over a period, ⟨Q⟩T = ⟨Q({xi})⟩T , depends on its
specific blobs configuration, since it depends on its pressure threshold value ∆Pc =
∆Pc({xi}). However, we can manage to calculate its behaviour for ∆P → ∆P+

c :

T ∝

∫
l

0

dxb[
∆P − Γ

(
xb

r0
;
{

xi

r0

})]1+ 1
n

∝ (∆P −∆Pc)
−( 1

n
+ 1

2) (3.37)

and thus ⟨Q⟩T ∝ (∆P −∆Pc)
1/n+1/2 if the tube modulation is analytical, or, more

generally, ⟨Q⟩T ∝ (∆P −∆Pc)
1/n+1−1/δ. In the following Subsections we will show

how to compute the pressure threshold for two specific tube geometries: sinusoidal
geometry and triangular geometry, respectively.

3.2.1 Sinusoidal tube variability

We consider now a sinusoidal deformation of the tube, corresponding to

f(x/r0) = cos (2πx/l) . (3.38)

Since, in a porous medium, a typical pore consists of a narrow pore throat with
two wide pore bodies at its ends, a long capillary tube with sinusoidal variability
can be seen as a series of many pores. The flow in tubes deformed according to Eq.
(3.38) was studied in the fully Newtonian case, when Newtonian blobs injected in
a tube filled with another Newtonian fluid [36]. There, the authors analytically
derived exact values for the pressure threshold and the mean flow rate averaged
over a tube period, in both limits of pressure close to the threshold and high
pressure. Here we derive an expression for ∆Pc, explicating its dependence on the
blob position, and we compute ⟨Q⟩T in the limit ∆P → ∆P+

c .
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It is useful to introduce the angle variables θb = 2π xb

l
and θi = 2π xi

l
. Using the

trigonometric relations, we can write

F (θb; {θi}) = cos(θb) +
N−1∑
i=1

cos(θb + θi) =
√
NA cos(θb + ϕ) (3.39)

where the amplitude A and the phase shift ϕ are, respectively,

A =
1√
N

√√√√(1 + N−1∑
i=1

cos θi

)2

+

(
N−1∑
i=1

sin θi

)2

(3.40)

ϕ = arcsin

(
√
N

N−1∑
i=1

sin θi/A

)
(3.41)

Similarly, we obtain F ′(θb) = −(2π/l)
√
NA sin(θb + ϕ). So Γ(θb, {θi}) can be

written as a cosine function

Γ(θb; {θi}) = NPτ +
√
NAPt cos(θb + ϕ+ φ) (3.42)

where

Pt = a

√
(Pτc)

2 +

(
2πPγ∆xb

l

)2

= aPτc

√
1 +

(
2πγ

τcl

)2

, (3.43)

φ = − arccos

(
Pτc

Pt

)
, (3.44)

from which we can see that the pressure threshold is

∆Pc = NPτc +
√
NAPt = Pτc

N + a
√
NA

√
1 +

(
2πγ

τcl

)2
 . (3.45)

We now discuss two different cases, each related to a particular configurations of
the blobs positions:

• Each blob is separated from its nearest neighbours by a distance equal to
the spatial period l, namely θi = 0 ∀ i. This implies that A =

√
N , and ∆Pc

reaches the highest possible value

∆Pc = N (Pτc + Pt) (3.46)

• Each blob is separated from its nearest neighbours by half of the spatial
period l/2, so θi = π for i odd and θi = 2π for i even. It follows that A = 0
if N is even, or A = 1 if N is odd, and ∆Pc takes the lowest possible value

∆Pc =


NPτc if N even

NPτc + Pγ if N odd
(3.47)
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In general, A can vary between these two extremes, depending on the blobs con-
figuration.
The flow rate (3.33) can be written in angular coordinates

dθb
dt

=
2C0 r

2+ 1
n

0

l∆x
1+ 1

n
b

[
∆P −NPτc −

√
NAPt cos(θb + ϕ+ φ)

N∆xb

] 1
n
+1

, (3.48)

from which we can write directly the time period

T =
l∆x

1+ 1
n

b

2C0 r
2+ 1

n
0

∫
2π

0

dθb[
∆P −NPτc −

√
NAPt cos(θb + ϕ+ φ)

]1+ 1
n

(3.49)

The integral (3.49) is solvable once we set a value for n. For example, choosing
n = 1 (Bingham fluid), since

∫ 2π

0
dx (K − cos(x))−2 = 2πK(K2 − 1)−3/2 for any

K > 1, we can compute an explicit expression for the mean flow rate

⟨Q⟩T =
πr50

8∆xbµbτc

((∆P −NPτc)
2 −NA2P 2

t )
3
2

∆P −NPτc

. (3.50)

where we called µb the viscosity of the Bingham blob. As expected, ⟨Q⟩T ∝
(∆P −∆Pc)

3
2 as ∆P → ∆P+

c .

3.2.2 Triangular tube variability

We now discuss in detail the triangular saw tooth shape introduced in eq. (3.30).
For simplicity, we focus on two limit cases: the fully Newtonian case (for which
τc = 0), and the case of non-Newtonian blobs but where capillarity effects can be
neglected (for which γ = 0).

3.2.2.1 Blobs of Newtonian fluid

If the tube is non uniform, Newtonian blobs in a tube lead to a critical pressure due
to the capillary pressure drop at their interfaces. The value of ∆Pc corresponds
to the global maximum, in the interval [0, l], of the function Γ(xb/r0), expressed
by Eq. (3.34), with Pτ = 0, namely

∆Pc =
√
NAPt, (3.51)

where
A =

1√
N

l

4r0
max
0≤xb<l

∣∣∣∣F ′
(
xb

r0
;

{
xi

r0

})∣∣∣∣ (3.52)

and Pt = (4r0/l)aPγ∆xb. We remind that F ′(y; {xi

r0
}) is the first derivative of Eq.

(3.35) with respect to y, and can be seen as the sum of N contributions. For the
triangular saw tooth shape, there is a contribution −4r0/l for every blob located
in the semi-period interval [0, l/2] and +4r0/l for every blob in the other semi-
period [l/2, l]. When xb moves from 0 to l, all the blobs are shifted of the same
quantity. The function Γ (xb/r0; {xi/r0}) remains constant until one of the two
facts occurs: either the most right blob belonging to the first semi-period enters
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x
0 l/2 l

+2Pγ −2Pγ

Figure 3.2.2: Sketch of several blobs in a tube presenting the triangular modu-
lation given by Eq. (3.30).
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Figure 3.2.3: Plot of a typical F ′(xb/r0), obtained from eq. (3.30) and (3.35),
in a triangular tube with N = 50 blobs uniformly distributed in [0, l]. Here we set
l = 1. The two bridges are shown separately in the inset.

the second, so that the function Γ increases by 2Pt, or the last blob belonging to
the second semi-period enters the first, so that Γ decreases by −2Pt. A sketch of
this procedure is shown in figure 3.2.2.
Increasing xb further, other jumps occur for every blob entering in a new semi-

period. γ corresponds then to a 1-dimensional simple random walk [96], a process
in which, for each of the N steps corresponding to the N blobs, Γ will perform
a step-wise increment of ±2Pt. Since the probability for a blob to be in the first
or second semi-period is the same, Γ can increase by 2Pt or −2Pt with equal
probability, so this random walk is symmetric with a diffusion coefficient of D =
2P 2

t . Moreover, due to the periodicity of the system, this random walk is periodical
of period l. A typical trajectory is shown in figure 3.2.3. The random walk
displays the symmetry Γ (xb/r0; {xi/x0}) = −Γ ((l/2 + xb)/r0; {xi/x0}) and can
be decomposed into two Brownian bridges with mirror symmetry, namely two
Brownian processes constraint to both start and end at 0 and with opposite sign.
If we denote the two processes z1(i) and z2(i), they evolve from i = 0, in which
z1(0) = z2(0) = 0, to i = N , in which z1(N) = z2(N) = 0; the two bridges are
identical but opposite in sign, namely z1(i) = −z2(i). As a consequence, equation
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Figure 3.2.4: Plot of a typical F (xb/r0), obtained from eq. (3.30) and (3.35), in
a triangular tube with N = 50 blobs uniformly distributed in [0, l]. Here we set
l = 1. The two bridges are shown separately in the inset.

(3.52) can be written as

A =
1√
N

l

4r0
max
0<i<N

|z1(i)| (3.53)

3.2.2.2 Blobs of yield stress fluid without capillary effects

The same approach allows to solve the case of blobs of Non-Newtonian fluid for
which we neglect capillary effects. The value of ∆Pc corresponds to the maximum,
in the interval 0 ≤ xb < l, of (3.34) with Pγ = 0, namely

∆Pc = NPτc +
√
NAPγ (3.54)

where

A =
1√
N

max
0≤xb<l

∣∣∣∣F (xb

r0
;

{
xi

r0

})∣∣∣∣ (3.55)

and Pt = aPτc . Here F (xb/r0; {xi/r0}) is the integral of the random walk dis-
cussed in the Newtonian case. A typical trajectory is shown in figure 3.2.4 and
corresponds to the trajectory of a Random Acceleration Process (RAP) [97], a
piecewise linear function where the slope performs a Random walk; in particu-
lar, this Gaussian process represents the integral of a Brownian Bridge, and is
characterized by H = 3/2.

3.3 Model for a capillary tube bundle

Once the pressure threshold and the temporal averaged flow rate for a tube are
obtained, we can calculate the flow rate in a capillary tube bundle, in which the
same pressure drop ∆P is applied to many tubes which are identically shaped.
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Figure 3.3.1: Sketch of a fiber bundle of identically shaped tubes, each filled
with blobs randomly located along it.

Each tube is assumed to be filled with a Newtonian liquid together with N blobs
injected at random positions along the tube, as pictured in Figure 3.3.1.
In the limit of many tubes, the mean flow rate averaged over the tubes is ob-

tained by averaging over all possible configurations of the blobs positions. We
will call it ⟨Q⟩T , where the overline denotes the average over the blob configura-
tions. Since there is no preferred position of the blobs along the tube, the most
important configuration is the one where the positions of the blobs are uniformly
(evenly) distributed. In the diluted limit where N∆xb is very small compared to
the tube length, the position of every blob shifted in the first period is uniformly
distributed in the interval [0, l]. From this assumption, it is possible to calculate
the probability distribution function of the critical pressure, Π(∆Pc).
For ∆P slightly greater than NPτc , we expect that the flow rate of every tube of
the fiber bundle follows the small flow power-law exponent 1/n + 1 − 1/δ if the
pressure drop applied is greater than the pressure threshold of that tube, namely
∆P > ∆Pc, or is null if on the contrary ∆P ≤ ∆Pc. Instead, we have tubes in
the large flow limit, whose flow rate is described by the second case of eq. (3.14),
only if ∆P is sufficiently greater than ∆P̃c = ((3n + 1)/(2n + 1))NPτ . Since
NPτc < ∆P̃c < (3/2)NPτc for all n > 0, there’s always a finite range of values of
∆P for which all tubes in the bundle presenting non-null flow obey to the small
flow regime. Moreover, ∆Pc ≥ NPτc but is typically much lower than ∆P̃c, be-
cause the fluctuations on the value of ∆Pc are smaller than the difference between
NPτc and ∆P̃c. The effects on the mean flow rate caused by the non-uniformity
of the tubes can then be seen only if ∆P is sufficiently close to NPτc . In this limit
we can compute the mean flow rate per tube as

⟨Q⟩T ∝
∫ ∆P

NPτc

d∆PcΠ(∆Pc)(∆P −∆Pc)
1
n
+1− 1

δ . (3.56)

In the following Subsections we will address to the specific cases of bundles of
tubes presenting, respectively, sinusoidal and triangular deformation. While in
the first case we explicitly compute an expression for Π(∆Pc), in the latter only
an estimation of its behaviour for ∆Pc → NPτc (or ∆Pc → 0 in the fully Newtonian
case) was provided. Nevertheless, in all cases we derive the behaviour of ⟨Q⟩T for
∆P → NPτc (∆P → 0). It comes out that Π(∆Pc), and thus the mean flow
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Figure 3.3.2: Probability distribution of the amplitude A defined in equation
(3.41). Blue dots represent the histogram of 106 numerical samplings of A, each
obtained generating N = 1000 values of θi uniformly distributed in (0, 2π); the
samplings are collected in 50 bins of equal size in the domain [0, 4]. The solid line
is the analytical prediction given by equation (3.61).

rate of a fiber bundle, strongly relies on the geometry of the tubes. In particular,
essential singularities are developed in presence of non-analytical behaviours.

3.3.1 Sinusoidal tube variability

In Subsection 3.2.1 we discussed the case when many blobs are injected in a
sinusoidal tube, and we derived an expression for the threshold pressure, reported
in Eq. (3.2.1). Since the fluctuations of ∆Pc corresponds to the fluctuations of A,
we compute the probability distribution for A to derive the one for ∆Pc.
Assuming an uniform distribution for the position of every blob along the tube
is equivalent to suppose that all the N − 1 angular differences θi are uniformly
distributed in the interval [0, 2π]. In the limit of N sufficiently large, A follows, in
the interval [0,+∞[, the probability distribution

Π(A) = 2Ae−A2

. (3.57)

In order to prove eq. (3.57), we first calculate the probability distribution of
the variable B = NA2:

g(B) =
1

(2π)N−1

∫ 2π

0

dθ1 · · ·
∫ 2π

0

dθN−1 δ
(
B −NA2

)
. (3.58)
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To solve (3.58), it’s convenient to perform a Laplace transform:

g̃(s) =

∫ +∞

0

dB e−sBg(B)

=
1

(2π)N−1

∫ 2π

0

dθ1 · · ·
∫ 2π

0

dθN−1 e
−s
(
(1+

∑N−1
i=1 cos θi)

2
+(
∑N−1

i=1 sin θi)
2
) (3.59)

We define mx =
∑N−1

i=1 cos θi and my =
∑N−1

i=1 sin θi. Note that the average and
the variance of both cos θi and sin θi in the interval [0, 2π], are respectively 0 and
1/2. Moreover, their crossed integral (the covariance) in the same interval is zero,
meaning that mx and my are statistical independent. According to the central
limit theorem, when N − 1 ≃ N is sufficiently large, the distribution of both mx

and my is Gaussian with mean zero and variance N/2. Eq. (3.59) can be rewritten
as

g̃(s) =

∫ +∞

−∞
dmx

e−
m2

x
N√

πN

∫ +∞

−∞
dmy

e−
m2

y
N√

πN
e−s((1+mx)2+m2

y)

=
e−s+ s2

1/N+s

1 +Ns

N≫1−−−→ 1

1 +Ns
. (3.60)

The inverse Laplace transform leads to g(B) = exp (−B/N)/N , from which eq.
(3.57) follows directly.
From Π(A) we get the distribution of ∆Pc in the interval [NPτc ,+∞[:

Π(∆Pc) =
2(∆Pc −NPτc)

NP 2
t

e
− (∆Pc−NPτc )

2

NP2
t . (3.61)

The mean flow rate per tube is finally obtained from (3.56) and using ∆P →
(NPτc)

+ in eq. (3.61)
⟨Q⟩T ∝ (∆P −NPτc)

1
n
+ 5

2 . (3.62)

We can prove that this result is still robust if the N blobs have slightly different
sizes (see Appendix A).

3.3.2 Triangular tube variability

Starting from the expressions for the critical pressure derived in Section 3.2.2,
respectively for the fully Newtonian case and for the case without capillary effects,
we now discuss the behaviour of their probability distributions and thus of the
mean flow rate for a triangular tube bundle. We discover that, in both cases,
⟨Q⟩T develops an essential singularity, which can be traced back to the presence
of non-analytical points on the tube profile.

3.3.2.1 Blobs of Newtonian fluid

The amplitude of the critical pressure of a train of Newtonian blobs in a triangular
tube corresponds to the maximum of a Brownian bridge, as reported in Eq. (3.53).
The exact calculation of the distribution of the extreme values of Brownian bridges
can be done using the methods discussed in [98]. However, the statistical behaviour
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of max0<i≤N |z1(i)| should be similar to the one of the span S of the process, defined
as S = max0<i≤N(z1) − min0<i≤N(z1). For the span, rigorous results are proven
not only for the Brownian motion but for Gaussian processes with generic Hurst
exponent H (the Brownian motion corresponds to H = 1/2). In particular, the
probability to have a small span ε is known to vanish singularly as

Prob[S < ε] ∝ e
− kN

ε1/H for ε → 0, (3.63)

where k is a numerical prefactor of order one [99]. From eq. (3.63), we can infer
that the probability distribution of A vanishes as

Π(A) ∝ A−3e−
k
A2 for A → 0. (3.64)

The presence of an essential singularity at the origin indicates that the tubes
with small critical pressure are extremely rare. From (3.64) it follows that the
probability distribution of ∆Pc goes as

Π(∆Pc) ∝ (∆Pc)
−3 e

− 2kNP2
t

(∆Pc)
2 for ∆Pc → 0. (3.65)

From eq. (3.56) we then find that, in the limit of small ∆P , the mean flow rate
per tube vanishes exponentially as

⟨Q⟩T ∝ e−
2kNP2

t
∆P2 . (3.66)

3.3.2.2 Blobs of yield stress fluid without capillary effects

In this case, the amplitude A corresponds to the maximum of a Random Acceler-
ation Process, as shown in eq. (3.55). The methods discussed in [100] may be a
starting point for deriving an exact form for the distribution of the extreme values
of a RAP. However, following the lines of the previous discussion, we expect that
the distribution of A vanishes at 0 as

Π(A) ∝ 1

A5/3
e
− k∗

A2/3 for A → 0. (3.67)

k∗ is a numerical prefactor different from k. It follows that the distribution of the
critical pressure vanishes at NPτ as

Π(∆Pc) ∝ (∆Pc −NPτc)
− 5

3 e
− k∗N1/3P

2/3
t

(∆Pc−NPτc )
2/3 for ∆Pc → NPτc .

(3.68)

For ∆P ≳ NPτc the mean flow rate per tube scales now as

⟨Q⟩T ∝ e
− k∗NP

2/3
t

(∆P−NPτc )
2/3

. (3.69)

As a final remark we note that, as H → +∞ the function Γ
(

xb

r0
,
{

xi

r0

})
becomes

smoother in xb and the critical pressure distribution remains singular, but at a
higher order of derivative. The linear behaviour in the limit ∆Pc → 0 found for
the sinusoidal case represents then the most regular behaviour we can expect.
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Figure 3.3.3: Distribution of A for a train of blobs of Newtonian fluid in a tri-
angular tube. Blue dots represent the histogram of 107 numerical samplings of A,
each obtained generating N = 1000 values of blob positions and calculating (3.52);
the samplings are collected in 100 bins of equal size in the domain

[
0, 200/

√
N
]
.

The dashed curve is the probability distribution (3.61) valid for a sinusoidal tube.
In the inset, the numerical data (A−2,Π(A)) are compared to the asymptotic trend
of eq. (3.65) setting k ≃ 3.2.
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Figure 3.3.4: Distribution of A for a train of blobs of yield stress fluid in a
triangular tube neglecting capillary effects. Blue dots represent the histogram of
107 numerical samplings of A, each obtained generating N = 1000 values of blob
positions and calculating (3.55); the samplings are collected in 100 bins of equal
size in the domain

[
0, 100/

√
N
]
. The dashed curve is the probability distribution

(3.61) valid for a sinusoidal tube. In the inset, the numerical data (A−2,Π(A)) are
compared to the asymptotic trend of eq. (3.65) setting k∗ ≃ 1.2.
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FOUR

BINGHAM FLOW IN A TREE-LIKE NETWORK

The goal of this Chapter is to study the Darcy problem of a Bingham fluid flowing
in a pore network structured as a binary Cayley tree. This geometry is the sim-
plest with intersecting channels, although is realistic for several biological networks
(e.g. alveoli system in lungs [101] or leaf veins). Also, the Bingham approximation
is the simplest among all possible models of fluids presenting yield stress, since
it recovers a linear Newtonian behaviour after its threshold is overcome. Never-
theless, this model is able to reproduce a non-linear behaviour of the flow rate
as a function of the applied pressure drop, which is typical of yield stress fluids
in porous media, as explained in Section 2.1.2. Moreover, it can give important
insights in predicting the evolution of the un-yielded region in a porous system,
and thus of its permeability.
Before addressing to this study, we first illustrate in Section 4.1 a simpler model,
namely a pore network made of several non-intersecting channels. This can be
helpful in better understanding the study of the flow in the Cayley tree pore net-
work, which is then addressed in Section 4.2.

In a porous system composed of several channels filled with a Bingham fluid, in
general only a subset of them is flowing, depending whether the imposed pressure
drop is greater than the critical one ∆Pc associated to each of them. Considering a
collection of independent channels, each one made of t tubes presenting a random
threshold, ∆Pc is distributed according to a Gaussian PDF in the limit of high
t. Hence, we use a mapping with the Random Energy Model to prove that the
number of flowing channels, when a pressure drop ∆P is imposed on the system,
is

lim
t→∞

nind(∆P −∆Pmin) = eβc(∆P−∆Pmin), (4.1)

where ∆Pmin is the minimum value of ∆Pc among all channels, βc is a non-universal
constant, and the overline stands for an average over many configurations of the
tubes thresholds. The flow rate of a Bingham fluid in such a pore network can
be then written as the sum of the contribution from each channel. For moderate
pressure drops we have

Qt(∆P )
t≫1
=

eβc(∆P−∆Pmin) − 1

βct
for ∆P > ∆Pmin, (4.2)

37
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while for much higher pressures all channels are open, and we have

Qt(∆P ) =
2t

t
(∆P − tPτ ) for ∆P → ∞ (4.3)

where Pτ is the average tubes threshold.
In a pore network shaped as a binary Cayley tree, filled with a Bingham fluid,
we can identify channels starting from the root and finishing to any of the tree
leaves, that can be open or not depending on their value of ∆Pc. We establish a
precise mapping between the Darcy problem for Bingham fluids and the directed
polymer on Cayley tree, a model displaying one-step replica symmetry breaking
(1-RSB). Starting from the first channel that opens at ∆Pmin and increasing ∆P ,
the first channels where flow occurs correspond to those low-energies directed
polymers with small overlaps (i.e. they share a short common path). The number
of flowing channels above the minimum turns out to be equivalent to the same
number for the model of independent channels, namely

lim
q̂→∞

mq̂(∆P −∆Pmin) = eβc(∆P−∆Pmin). (4.4)

Again, the total flow rate comes from the contribution of the single channels, so
for rather low pressure drops we have

Qt(∆P )
t≫1
=

eβc(∆P−∆Pmin) − 1

βct
for ∆P > ∆Pmin, (4.5)

and at higher pressures the linear behaviour is recovered, but with a much lower
permeability with respect to the case of non-intersecting channels

Qt(∆P ) =
1

2
(∆P − tPτ ) for ∆P → ∞. (4.6)

This implies that it is sufficient to open ∼ t channels to reach the permeability at
saturation, and thus the linear regime of Eq. (4.6).

4.1 Model for a Bingham fluid in independent chan-
nels

In this Section we deal with a pore network model made of N independent chan-
nels, each one made of t tubes connected in series (see Figure 4.1.1). The tubes,
representing the pore throats, embed all the pore network volume, while the nodes
are seen only as crossing points of zero volume. We fill the network with a Bing-
ham fluid and we apply the same pressure drop ∆P > 0 at the edges of each
channel. As every tube presents in general a different geometry, both its pressure
threshold and conductivity might vary. We consider here the simplified case in
which the conductivity is equal to 1 for all tubes, while the pressure threshold Pτ

fluctuates from tube to tube according to a certain probability distribution ρ(Pτ ),
where we indicate with Pτ and σ its mean and standard deviation respectively.
We are interested in calculating the total flow rate Qt of the pore network as a
function of the pressure applied ∆P .
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For every channel, the flow rate across its i-th tube, between the pore i, at pressure
Pi, and the pore i+ 1, at pressure Pi + 1 > Pi (with i = 1, . . . , t) reads

Qi = (Pi+1 − Pi − Pτ,i)+ (4.7)

where we denote (x)+ = max(0, x). The tube is open if Pi+1 − Pi > Pτ,i. From

Figure 4.1.1: Sketch of a pore network made of 23 = 8 non-intersecting channels,
each one made of 3 tubes. A pressure ∆P = Pin − Pout is imposed at the edge
of each channel. The pressure threshold Pτ,ij assigned to the tube connecting the
nodes i and j is highlighted, together with the pressures Pi and Pj at the respective
nodes.

eq. (4.7), using the Kirchhoff condition Qi = Qi+1 for all i, we can derive the flow
rate Qα,t along the α-th channel (with α = 1, . . . , N) as a function of ∆P :

Qα,t(∆P ) =
1

t

(
∆P −∆P (α)

c

)
+

(4.8)

where ∆P
(α)
c is the pressure threshold related to the α-th channel, equal to the

sum of the pressure thresholds of each of its t tubes

∆P (α)
c =

t∑
i=1

Pτ,i. (4.9)

Since the different channels are independent, the total flow rate of the network is
simply the sum of the flow rates (4.8) across each channel

Qt(∆P ) =
N∑

α=1

Qα,t(∆P ) =
1

t

N∑
α=1

(
∆P −∆P (α)

c

)
+
. (4.10)
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Clearly, the flow in the network is non-null only if ∆P > ∆Pmin ≡ minα∆P
(α)
c .

We now define the number of open channels, above the one with the minimal
critical pressure ∆Pmin, up to a quantity x > 0 as

nind
t (x) = #

(
∆P (α)

c : ∆Pmin ≤ ∆P (α)
c < ∆Pmin + x

)
=

N∑
α=1

ϑ
(
∆Pmin + x−∆P (α)

c

)
.

(4.11)
where the label ’ind’ refers to the independent channels model, and ϑ(x) is the
Heaviside theta function. The derivative of (4.11), namely

dnind
t (x)

dx
=

N∑
α=1

δ
(
∆Pmin + x−∆P (α)

c

)
, (4.12)

where δ(x) is the Dirac delta function, gives the density of open channels above
the minimum. Using Eq. (4.12), the total flow rate (4.10) can be rewritten in an
integral form

Qt(∆P ) =
1

t

∫ x

0

dx′ (x− x′)
dnind

t (x′)

dx
=

1

t

∫ x

0

dx′ nind
∞ (x′); (4.13)

in the first passage we have introduced the variables x = ∆P − ∆Pmin and x′ =
∆Pc − ∆Pmin, while in the second we performed an integration by parts. As
illustrated in the following, an expression for nind

t (x) can be computed thanks
to a mapping between this pore network model and the Random Energy Model
(REM), introduced and discussed in Appendix B.1.
For sufficiently large t, thanks to the central limit theorem, the PDF of ∆Pc is
well-approximated by a Gaussian of mean tPτ and standard deviation tσ2:

Πt(∆Pc) =
e−

(∆Pc−tPτ )

tσ2

√
πtσ

. (4.14)

Assuming the power-law scaling N = 2t, the model of N channels can thus be seen
as a Random Energy Model. The pressure thresholds of the independent channels
corresponds to the energy levels of the REM, which are generated according to
a Gaussian distribution analogous to (4.14). As a consequence, the number of
open channels above ∆Pmin is equivalent to the the number of energy levels above
the minimum in the REM, that we call nREM

t . In Appendix B.1 we computed
an explicit expression for nREM

t , when we average it over many realizations of the
disorder and we take the limit of large t. So, given that nind

t ≡ nREM
t , we have

nind
∞ (x) = lim

t→∞
nind(x) = eβcx; (4.15)

here βc =
√
2 log 2/σ, and the overline stands for an average over many realizations

of the pressure thresholds. Hence, using both Equations (4.13) and (4.15), we get
the average of (4.13) in the limit of many channels:

Qt(∆Pmin + x)
t≫1
=

eβcx − 1

βct
. (4.16)

The growth of the flow rate with the pressure drop applied is thus highly non-
linear, showing an exponential behaviour. This implies that in the limit ∆P →
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∆P+
min the flow is linear Qt(∆P ) = (∆P − ∆Pmin)/t, which corresponds to the

case where only the channel with minimum threshold is open. Equation (4.16)
holds only for moderately high pressure drops. Instead, for very high ∆P , all the
2t tubes are open and we recover linearity

Qt(∆P ) =
2t

t
(∆P −∆P ∗) for ∆P → ∞ (4.17)

The effective threshold ∆P ∗ in Eq. (4.17) can be computed observing that, when
all tubes are open,

Qt(∆P ) =
2t∑

α=1

∆P −∆P
(α)
c

t
t≫1
=

2t

t
(∆P − tPτ ), (4.18)

so ∆P ∗ = tPτ . Equations (4.16) and (4.17) are both valid in different ranges
of ∆P , so there will be a pressure drop, that we name ∆Psat, at which the
crossover between the two different regimes occurs. We can estimate ∆Psat impos-
ing the effective permeability in the exponential regime, namely κeff = dQt/d∆P ∼
exp(βc(∆P −∆Pmin))/t, to be equal to the one in the high pressure drop regime,
2t

t
. In this way we obtain

∆Psat = ∆Pmin +
ln 2

βc

t (4.19)

As a consequence, at the saturation pressure, the number of channels obtained by
Equation (4.15) is 2t, meaning that all channels open already at ∆P = ∆Psat.
The problem of independent channels proves to be helpful for understanding an-
other, more complex problem, the flow of a Bingham fluid in a pore network struc-
tured as a Cayley tree. We analyze it in detail the next Section, also highlighting
the similarities between the two models.

4.2 Model for a Bingham fluid on a Cayley tree
We consider a pore network with the structure of a binary Cayley tree of t levels
(see Figure 4.2.1). We fill the structure with a Bingham fluid and we apply a
pressure Pin to the root pore and a pressure Pout to each of the 2t−1 leaf pores,
such that the pressure drop ∆P = Pin − Pout > 0 between the root and the
leaves is the same. Similarly to Section 4.1, we suppose that each tube connecting
two pores present conductivity equal to 1 and a pressure threshold Pτ randomly
generated from a probability distribution ρ(Pτ ). The flow rate in the tube between
the generic nodes i and j can still be described by the modified Poiseuille equation

Qij = (Pi − Pj − Pτ,ij)+. (4.20)

As for the previous problem, we are interested in calculating the total flow rate Q
across the network as a function of the imposed pressure drop ∆P .

According to Kirchhoff’s law, for every node in the bulk (different from the
root and the leaves), the flow in the incoming tube, coming from the previous
level, must be equal to the sum of the flow in the two outgoing tubes, reaching the
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Figure 4.2.1: Top: Binary Cayley tree with t = 8 levels. The first channels
where flow occur are the leftmost path in blue, at the pressure ∆P

(0)
c , the middle

path in orange α1, at pressure ∆P
(1)
c > ∆P

(0)
c and the rightmost path in green

α2, at pressure ∆P
(2)
c > ∆P

(1)
c . We denote with q̂α1α2 the overlap between α1

and α2, namely the length of the common path between them (here q̂α1α2 = 3).
Similarly q̂0α1 and q̂0α2 are the overlaps of α1 and α2 with the blue path (here
q̂0,α1 = q̂0,α2 = 1) and q̂ is the maximal overlap between all of them (here q̂ = 3).
Bottom: sorted energies of the associated directed polymer E0 < E1 < E2, . . ..
The energies corresponding to small overlap paths are in red. In the large-t limit
we show that q̂ ≪ t and ∆P

(1)
c = Eα1 ,∆P

(2)
c = Eα2 , . . ..

following level. It follows that, given an open incoming tube, there must be at least
one outgoing open tube. Thus, along a channel from the root to a leaf, flow occurs
if all its t tubes are open. There are then 2t−1 channels across the pore network,
each of which can be open or closed whether the pressure drop ∆P applied to
the system is larger or smaller than the correspondent critical pressure at which
it opens. We can order these critical pressures as ∆P

(0)
c < ∆P

(1)
c < ∆P

(2)
c < . . . ,

where the number (a) in the superscript indicates the a+1-th channel that opens
if we gradually increase ∆P from 0 (so (0) refers to the first channel that opens).
In this extent, we can establish a mapping between this pore network model and
the problem of the directed polymer on a Cayley tree, illustrated in Appendix
B.2. Each channel from the root to a leaf in the porous structure corresponds
to a directed polymer on the tree network. Moreover, the sum of the pressure
thresholds along the channel corresponds to the energy of the associated directed
polymer. It is then useful to label the channels α by ordering their energies as
E0 < E1 < E2 < . . . .
We now investigate the behaviour of the first channels that opens when increasing
the pressure starting from the minimal one, namely ∆P

(0)
c . We will show that
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the first channels present low overlap, that, in the limit of high t, translates into
vanishing overlap. In this way, similarly to the problem of independent channels,
the computation of the total flow rate reduces to the calculation of the number of
channels that opens above ∆Pmin = ∆P

(0)
c , which will be derived thanks to the

mapping with the directed polymer problem.

4.2.1 Opening of the first channels

The pressure ∆P
(0)
c at which the first channel opens is given by

∆P (0)
c = min

α

∑
(ij)∈α

Pτ,ij. (4.21)

As observed in [32], the threshold pressure drop ∆P
(0)
c identifies with the ground

state energy of the associated directed polymer model, namely ∆P
(0)
c = E0. The

fluid starts to flow in the network only above the critical pressure drop ∆P
(0)
c

and only along the channel that coincides with the ground state of the directed
polymer. In this case the flow rate is equal to

Qt(∆P ) =
∆P −∆P

(0)
c

t
(4.22)

Equation (4.22) holds for ∆P ∈ [∆P
(0)
c ,∆P

(1)
c ], being ∆P

(1)
c the pressure drop

at which a second channel opens. The pressures ∆P
(1)
c ,∆P

(2)
c , . . . at which the

following channels open are still related to the low-energy levels of the directed
polymer, although the relation is not trivial anymore.
For example, the pressure drop ∆P

(1)
c at which the second channel opens can be

computed using Kirchhoff’s law and is equal to

∆P (1)
c = ∆P (0)

c +min
α̸=0

Eα −∆P
(0)
c

1− q̂0α/t
= ∆P (0)

c +
Eα1 −∆P

(0)
c

1− q̂0α1/t
; (4.23)

see Appendix C.1 for a complete proof. Here q̂0α stands for the overlap between the
α channel and the ground state, namely the number of common tubes between
the two channels. The path α1 realises the minimum and corresponds to the
channel that opens just above ∆P

(1)
c . The minimization involves two terms: the

term Eα − ∆P
(0)
c favors low-energy paths while the term 1/(1 − q̂0α/t) selects

the ones with a small overlap with the ground state. The low overlap occurring
between low-energy paths can be explained by the one step replica symmetry
breaking displayed by the directed polymer on Cayley tree (see Appendix B.2).
The total flow reduces thus to the sum of the contribution from each channel,
namely Qt(∆P ) = (∆P−∆P

(0)
c )/t+(∆P−∆P

(1)
c )/t for ∆P ∈ [∆P

(1)
c ,∆P

(2)
c ]. The

same property holds for the following pressures (see Appendix C.2 for a proof for
∆P

(2)
c ): the channels α2, α3, . . . correspond to paths with the low-energy and low-

overlap and ∆P
(2)
c ,∆P

(3)
c , . . . coincide with the energies Eα2 , Eα3 , . . . (see sorted

energies at the bottom of Fig. 4.2.1). Similarly, the total flow reduces to the sum
of the contribution from each channel.
As a consequence, like for the independent channels, the computation of the flow
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rate problem reduces to determine the evolution of the number of open channels
above the minimal one as a function of x = ∆P −∆P

(0)
c , namely

nch
t (x) =

2t−1∑
α=1

ϑ
(
x−

(
∆P (α)

c −∆P (0)
c

))
. (4.24)

In the limit t → ∞, the open channels coincide with the low-energy paths with
vanishing overlap and the pressures ∆P

(1)
c ,∆P

(2)
c , . . . with the corresponding path

energies Eα1 , Eα2 , . . . . So nch(x) identifies with the number of low-energy levels
of the directed polymer provided that they have low overlap among them. In the
next Subsection, we will show how to calculate it.

4.2.2 Number of open channels above the minimum

In Appendix B.2 we introduce nfull
t , namely the number of directed polymers on

the Cayley tree with energy above the minimum. Thanks to an approach based
on the discrete KPP equation [102, 103, 104, 105, 106, 107], in the limit of t → ∞
we have

nfull
∞ (x) ≃ xeβcx; (4.25)

here the overline refer to the average over many realizations of the energies of
the tree links. Since the open channels in the Cayley tree pore network coincide
with the low-energy paths with vanishing overlap, the number of open channels
nch
t (x) will consist in a subset of low-energy paths. In this Section we modify the

KPP approach used in the Appendix to compute nch
∞(x), namely the number of

open channels in the limit t → ∞ averaged over many realizations of the tubes
thresholds.
We introduce the quantity mq̂(x), which counts in an infinite tree the number
of paths with energy E0 ≤ Eα < E0 + x and maximum overlap between any of
them q̂. This is equivalent to first take the limit t → ∞ and then consider only
low-energy paths with vanishing overlap q̂ ≪ t. This remains valid also for high
q̂, even in the limit q̂ → ∞, so that

nch
∞(x) = lim

q̂→∞
mq̂(x) (4.26)

We now introduce a procedure that can be referred as "pruning" (see Fig. 4.2.2):
at the level q̂ of the full Cayley tree, there are 2q̂ subtrees that we label by a =
1, . . . , 2q̂. We replace each of these subtrees with a single tube with a minimum
energy E

(a)
0 . This way we obtain a tree of q̂ levels containing the 2q̂ low energies

paths with maximal overlap q̂. This procedure is equivalent to growing a tree
with q̂ levels where the leaves thresholds are drawn from the distribution of the
minimum of an infinite tree. We call wmin(x) the probability that the minimal
energy of an infinite tree is larger than x.
The equations describing mq̂(x) will then be similar to the ones introduced in

Appendix B.2 for nfull
∞ (x). Namely, we have that mq̂(x) =

∫
dx′ rq̂(x

′;x), where
the function rq̂(x

′;x) satisfies the following recursive equation:

rq̂+1(x
′;x) = 2

∫
dPτ Π(Pτ )Ωt(x

′ − Pτ )rt(x
′ − Pτ ;x), (4.27)

wmin(x+ c(βc)) =

∫
dPτ Π(Pτ )w

2
min(x− Pτ ), (4.28)
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Figure 4.2.2: Left: An example of Cayley tree. The minimal path of the topmost
subbranch after q̂ = 2 generations is shown highlighted in blue. Right: Pruning of
the full Cayley tree, where within each subtree starting from the q̂ = 2 generation,
only the minimal path is retained.

with the initial condition rq̂=1(x
′;x) = −w′

min(x + x′). Equation (4.27) is the
discrete KPP equation, which corresponds to growing a q̂+1-level tree starting
from two q̂-level trees. Unlike for nfull

∞ (x), the recurrence is implemented in q̂
instead of t. Equation (4.28) is a fixed-point equation which admits travelling
wave solutions; c(βc) is the minimal value for which eq. (4.28) has a solution, and
corresponds to the velocity of the travelling wave. Its value can be obtained as:

βc = argmin
β

c(β) (4.29a)

c(β) =
1

β
log

(
2

∫
dτp(τ)e−βτ

)
(4.29b)

The function wmin(x) corresponds then to a sigmoid with wmin(x) ≃ 1−x exp (βcx)
for x → −∞ and wmin(x) ≃ 0 for x → ∞. The solution of eq. (4.28) is defined up
to an arbitrary shift that we set to zero for simplicity. (More information about
the derivation of wmin and its velocity c(βc), and more in general about the discrete
KPP equation, are reported in Appendix (B.2.1).)
A direct numerical integration of rq̂(x

′;x) (Fig. 4.2.4 (right)) show that, when
q̂ → ∞, the expression of nch

∞(x) is:

nch
∞(x) = lim

q̂→∞
mq̂(x) = eβcx. (4.30)

It comes out that the number of open channels above the one at minimal pressure
in the Cayley tree pore network is equivalent to the analogous number in the
model of independent channels, discussed in the previous Section and reported in
Eq. (4.15).
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4.2.3 Determination of the flow rate

For moderately high pressures, as for the independent channels problem, the to-
tal flow rate reduces to the sum of independent contributions Qt(∆Pmin + x) =∫ x

0
dx′ nch

t (x−x′)/t, where ∆Pmin ≡ ∆P
(0)
c . For large t, this leads to the same flow

rate of eq. (4.16), namely

Qt(∆Pmin + x)
t≫1
=

eβcx − 1

βct
. (4.31)

Again, this expression captures the first two regimes of the flow: when ∆P →
∆Pmin the flow is linear, corresponding to Eq. (4.22), while for larger pressures
an exponential regime takes over.
At very high pressure drop, instead, when all channels are open, we recover the
second linear behavior with

Qt(∆P ) = κ(∆P −∆P ∗) with ∆P → ∞ (4.32)

The permeability κ can be computed observing that for finite t the following
recursive equation holds

κt =
2κt−1

1 + 2κt−1

(4.33)

which, together with κ1 = 1, allows to find the solution κt = 2t−1/(2t− 1). So, for
large t, κ ≃ 1/2. The effective threshold ∆P ∗ is found noting that the total flow
rate in a Cayley tree of t levels obeys the following recursive equations

Qt(Pin) = (Pin − P ′ − Pτ )+ (4.34)

(Pin − P ′ − Pτ )+ = Q
(l)
t−1(P

′) +Q
(r)
t−1(P

′) (4.35)

The first equation is the flow rate across the tube between the root, at pressure Pin,
and the following node, at pressure P ′, while the second comes from Kirchhoff’s
law applied at the latter node, which connects the two different sub-trees of t− 1
levels, indicated by the superscripts (l) and (r). Inserting in both equations the
expression for the flow rate at high pressure drop (4.32), leads to the following
relation for the effective threshold

∆P ∗ = Pτ +
1

2

(
∆P ∗(l) +∆P ∗(r)) (4.36)

Being ∆P ∗(l) and ∆P ∗(r) independent random variables, coming from separate sub-
trees, the average of (4.36) over many disorder realizations finally reads ∆P ∗ =
tPτ .
An estimation of the pressure drop ∆Psat, at which the crossover between the non-
linear regime of Equation (4.31) and the linear regime of Equation (4.32) occurs, is
obtained, as in Section 4.1, by matching the effective permeability at low pressure,
dQt/d∆P ∼ exp(βc(∆P −∆Pmin))/t, with the value 1/2 at high pressure:

∆Psat = ∆Pmin + β−1
c ln t. (4.37)

Imposing the pressure drop (4.37) in Eq. (4.30), we find that the number of
open channels at the saturation pressure is ∼ t. This means in other words that,
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starting from ∆Pmin and increasing the pressure slightly more (∼ ln t), it is enough
to have ∼ t channels with very small overlap between them and to reach the total
permeability κ. Unlike the case of independent channels, where all channels were
already open at ∆Psat expressed in Eq. (4.19), the fraction of open channels is
very small compared to the total number of channels 2t−1. At even larger pressure,
the fluid flows indeed in more and more channel, but this does not affect much
the permeability of the network.

4.2.4 Numerical simulations on the Cayley tree

To check these results, we carried out exact numerical simulations on the Cayley
tree. The algorithm we use for finding the critical pressure drops ∆P

(0)
c ,∆P

(1)
c ,∆P

(2)
c , . . .

is a simplified version of a general algorithm valid for the flow of a Bingham fluid
in any directed network, which is illustrated in the supplementary material of [32].
In practice, the critical pressure drop ∆P

(0)
c is computed as the ground state of the

associated directed polymer model via a minimization algorithm, while the follow-
ing pressures are found with an iterative procedure. At each step, we denote by Cs
the subtree made only from the channels which are open at ∆P ∈ [∆P

(s)
c ,∆P

(s+1)
c ]

(where ∆P
(s+1)
c is not yet determined). Then:

1. Using Kirchhoff’s equations, we determine the pressure at each node of Cs
as a function of the applied pressure drop ∆P . These functions are linear in
∆P , since the flow rate (4.20) is linear in every open tube.

2. We find all the subtrees connected to a node in Cs which are still closed. In
figure 4.2.3 they are highlighted by ovals.

3. For each subtree, we find its ground state, which we denote by E (s)
[1] , E

(s)
[2] , . . . .

They are indicated with dashed lines in figure 4.2.3.

4. We find the minimal applied pressure drop ∆P̃
(s)
c [1],∆P̃

(s)
c [2], . . . at which the

ground state of each subtree opens. This is done by setting the node pres-
sure at the root of each subtree (determined in step (1) using Kirchhoff’s
equation) equal to E (s)

[1] , E
(s)
[2] , . . . .

5. The new critical pressure drop is the minimal among all subtrees, namely
∆P

(s)
c = minα∆P̃

(s)
c [α], and the corresponding channel will open.

We stop at t = 23 due to the exponential growth in t of the number of configura-
tions on the Cayley tree.
From these simulations, it comes out that the flow curve as function of the
pressure is a piece-wise linear function, with breakpoints at the critical pressure
drops ∆P

(0)
c ,∆P

(1)
c , . . . ,∆P

(nch)
c . For each segment, the flow is linear and reads

Qt(∆P ) = κeff(∆P −∆P ∗
eff). The first parameter, κeff , is the permeability of the

set of channels that have been opened up to that pressure, while ∆P ∗
eff depends

on the threshold along them. In Fig. 4.2.4, we study their behavior as a function
of nch. In particular, in Fig. 4.2.4 middle, we observe that the permeability grows
quickly with nch and after nch

SAT ∼ t reach the value κ = 1/2 (see inset of Fig. 4.2.4
middle). This rapid growth is not seen for ∆P ∗

eff which increases slowly with nch

as shown in Fig. 4.2.4 right.
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Figure 4.2.3: Sketch of the algorithm used for the exact solution of the flow in
the Cayley tree. The colored channels indicates the paths already opened. The
ovals highlights the subtrees which are still closed, in which the related ground
state is marked with a dashed line.
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Figure 4.2.4: Left: mq̂(x) and nfull
∞ (x) (dashed black line) obtained by numerical

integration of Eq.(B.10) and Eq.(B.11) with different initial conditions. Middle
and Right: exact numerical simulations on finite Cayley tree of moderate moderate
sizes t = 12, 15, 17, 19, 21. The opening of the first ∼ t channels is sufficient to
saturate the effective permeability, κeff(n

ch
SAT) = 0.4 = 0.8κ (inset). However

∆P ∗
eff displays a much slower evolution and it is still far from the saturation value

∆P ∗ when nch ∼ 1000 ≫ t. The simulations were carried out using a Gaussian
distribution Π(Pτc) with zero mean and variance σ2 = 1/12. The corresponding
value for βc from (4.29) is βc =

√
2 ln 2/σ.



CHAPTER

FIVE

TRANSITION FROM VISCOUS FINGERS TO FOAM
IN A PORE NETWORK

A numerical study of a transition from viscous fingering displacement to foam
during drainage in heterogeneous porous media is illustrated in this Chapter.
Concerning drainage scenarios, the literature extensively delves into distinct ex-
aminations of continuous displacement on the one hand, and foam flow on the
other hand, as explained in Section 2.2. Nevertheless, it is reasonable to expect
the existence of a transition between these two regimes during two-phase flow. If
a constant pressure drop is imposed on the system, the emergence of capillary or
viscous fingering results in an increase of the overall flow rate, and in a trans-
formation of the pressure gradient along the flow direction. Considered that a
minimum injection flow rate or pressure gradient is required for generating foam
in the medium, it is possible that a fingering regime may develop into a foam dis-
placement scenario. As illustrated in a recent paper which motivated the present
investigation [78], a transition from a compact displacement to viscous fingering
was observed experimentally. The authors observe that in a radial configuration
with an imposed pressure drop, the invasion occurs through a stable front, and the
advancing pattern displays an intense blob dynamic, typical of foam. However,
beyond a certain radial distance, the front transitions into a shape resembling vis-
cous fingering. It’s worth noting that when injecting fluid at a constant flow rate
in this radial setup, the front velocity naturally decreases due to mass conserva-
tion. If the formation of foam requires a critical velocity, it is plausible that foam
generation might cease after reaching a certain distance. This transition can be
seen as the mirror case of the one found in our investigation.
In this context, it’s also important to highlight that when considering the Darcy
scale, where the porous material can be viewed as a continuous medium, the fractal
patterns formed by continuous front flow, such as viscous fingers, become negligi-
ble in terms of their spatial extent. It is foam-like structures, which lack fractal
characteristics, that lead to saturation variations at these scales.
In Section 5.1 we illustrate the pore network model we adopt for our numerical
simulations. In particular, we provide the basic equations governing the fluid dis-
placement at the pore level, and we explain the rules we adopt for redistributing
both fluids at the nodes. The results collected are shown, analyzed and discussed
in Section 5.2.
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PORE NETWORK

In brief, when the flow is driven by a constant pressure difference ∆P between
the inlet and the outlet, the displacement front can exhibit a transition from a
viscous fingering regime to a foam-like region. When this happens, the transition
occurs at a certain distance from the inlet Λ, which is observed to be independent
with time, from the moment the first foam is formed. We measure Λ as a function
of the ratio between the non-wetting and wetting viscosities, µn/µw and of the
ratio between the pressure applied and the typical capillary pressure drop, ∆P/Pγ,
obtaining that it scales as a power-law with both parameters

Λ ∝ (∆P/Pγ)
−α(µn/µw)

−β. (5.1)

The exponents α e β are measured, also for different distributions of the tube
radii.
The total flow rate Q is observed to be evolving in time, in particular passing
from an exponential increase in the fingering regime to an inflection when foam
is formed. The inflection is stronger for lower values of the ratio ∆P/Pγ. The
reduction of the increase of Q is associated to a loss of global mobility, typical of
strong foam. At the same time, the local pressure gradient in the medium displays
an increase in the same area where foam is located. This is due to the presence
of numerous menisci randomly located in the pore throats, and that explains the
mobility loss.
Furthermore, the flow velocity during these drainage events is not homogeneous
but localized in few channels, both in the viscous fingers and in the foam region,
although in the latter the channels tends to divide into several smaller ones. This
leads to very different behaviour of the local flow rate in the fingers region, where
the fluctuations are mostly stable in time, from the foam region, where the value
drops intermittently to zero. The Fourier analysis suggest that the first resemble
a Brownian motion, while the second an anti-correlated (pink) signal.

5.1 Methods

Simulations were carried out in the framework of dynamic pore-network modeling
(see Section 2.3.2). The pore network we consider here has an underlying geometry
of a regular square lattice of Nx × Ny links as shown in Figure 5.1.1, which is
tilted by an angle of 45◦ with the direction of the global pressure drop. Instead
of separating the pore bodies from the throats, this network consists of composite
links, which means that each link contains a narrow pore throat in between two
wider pore bodies. This is modeled by having links with varying radius along its
length, similar to an hourglass shape. The total porous space of the network is
therefore contained by all the links, and the nodes represent only the positions of
the intersections of the links. We consider all links with identical length l, and
presenting axial symmetry. The disorder is then introduced in the characteristic
radius r0 of the links. Two different distributions for r0 > 0 are considered:

• Uniform distribution

Π(r0) =

{
1/a if r0 ∈ [r0 − a/2, r0 + a/2]

0 otherwise
; (5.2)



CHAPTER 5. TRANSITION FROM VISCOUS FINGERS TO FOAM IN A
PORE NETWORK 51

Figure 5.1.1: Left: Illustration of a pore network made by Nx × Ny = 4 × 4
links. The hour-glass shaped links are connected to each other at nodes denoted
by circular dots. Because of the periodicity, green dots at the same height represent
the same node. One of the links is colored gray. Right: Illustration of a single link
filled with two fluids, separated by different interfaces (menisci). The blue and
red color represent the wetting and non-wetting fluid, respectively. The capillary
pressure drop for an interface, expressed by equation (5.4), is shown above the
link, where Pγ(z) is plotted as a function of the interface position 0 < z < l.

• Rayleigh distribution
Π(r0) =

r0
r0

2 e
−r20/(2r0

2); (5.3)

here, Π(r0) is the corresponding PDF, r0 is the average radius and a is the interval
width for the uniform distribution.

We restrict to low Reynolds numbers, and we assumed that the radius does
not deviate too much from its characteristic value r0,ij of the link. In this case,
the Poiseuille equation can apply when one Newtonian fluid is present in the tube.
In case of two immiscible and incompressible fluids present in the same link, the
Poiseuille equation needs to be modified [108]. First, the viscosity µ will be the
effective viscosity µij = µnSij + µw(1 − Sij). Here Sij is the local non-wetting
saturation, namely the fraction of the link length occupied by the non-wetting
fluid, while µn and µw are respectively the non-wetting and wetting viscosities.
Second, there is a capillary pressure drop Pγ across the meniscus separating the
two fluids that must be taken into account. As the links of the network have a
varying radius along their length, Pγ will depend on the position of a meniscus. For
the converging-diverging type of an hourglass-shaped link, we model the variation
of the capillary pressure with the position 0 < z < l of a meniscus by a modified
Young-Laplace law [109, 85],

|Pγ(z)| =
2γ

r0,ij

[
1− cos

(
2πz

l

)]
, (5.4)

where γ = γ̂ cos θ, γ̂ being the surface tension between the two fluids and θ the
contact angle between the meniscus and the link wall, which is supposed not to
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vary during the motion. With these two modifications, the Poiseuille equation for
a number of m menisci inside a link can be generalized as,

Qij =
πr40,ij
8µijl

[
Pi − Pj −

m∑
k=1

Pγ (zk)

]
, (5.5)

where the summation is over all the interfaces k = 1, . . . ,m, inside the link, taking
into account the direction of the capillary forces.

To reproduce drainage displacements, we initially fill completely the network
with the wetting fluid, and then we inject the non-wetting fluid at the inlet,
consisting in the edge of the network at y = 0. From the outlet at the opposite
edge, at y = Ny, fluids can leave the network. As we perform the simulations
at a constant pressure drop ∆P , we impose fixed pressure values Pin and Pout

at all the inlet and outlet nodes respectively, such that ∆P = Pin − Pout. The
pressure gradient occurs then in the direction going from the inlet to the outlet
edge. The two lateral edges of the network parallel to the direction of pressure
drop are connected using periodic boundary condition.

Since both fluids are incompressible, as explained in Section 2.3.2, the equiva-
lent of the Kirchhoff law for the electrical current can be adopt, which we report
in the following: ∑

j∈ngb(i)

Qij(t) = 0 , (5.6)

where j ∈ ngb(i) are the neighboring nodes connected to the node i by links. This
provides a closed set of linear equations which, once solved, allows to compute
both the local node pressures {Pi(t)} and the flow rates {Qij(t)} for the whole
network. From the local flow rates we update the positions of each menisci in the
system, displacing it by a distance

∆zij =
∆tQij

πr20,ij
(5.7)

in the direction of the local flow. Here the time step ∆t is chosen in such a way
that the largest displacement of any meniscus in any link does not exceed 0.1 l in
one time step.

To distribute fluids from links to their neighboring links at the links intersec-
tions or nodes, we consider an algorithm that does not impose any restriction on
the blob sizes inside any link, and for which the blob sizes are determined by the
dynamics of the flow [93]. This makes it possible for the model to generate not
only the continuous capillary or viscous fingers but also foams with smaller blobs.
The model can therefore capture the transition from fingering to foam formations
while changing external flow parameters, and no alteration in the fluid distribu-
tion algorithms is necessary. The algorithm first calculates the total volume of
fluids Vi = −∑j Qij∆t that each node i receives from the incoming neighboring
links, namely the links for which Qij < 0 for a node i according to equation 5.5.
The individual values of the wetting and non-wetting volumes V w

i and V n
i that

the node receives from the incoming links are calculated from the displacements of
the menisci following equation 5.7. The two fluid volumes are then redistributed
to the outgoing neighboring links, the links for which Qij > 0 for any node i. The
redistribution follows an impartial rule where the ratio between the total injected
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volumes of fluids Vij in different outgoing links is equal to the ratio between the
flow-rates Qij in those links, and the ratio between the volumes of wetting (V w

ij )
and non-wetting (V n

ij ) fluids in each individual outgoing link is proportional to
the incoming wetting and non-wetting volumes V w

i and V n
i in the distributing

node. This is done by creating new wetting and non-wetting blobs of volume
V w
ij = Qij∆tV w

i /Vi and V n
ij = Qij∆tV n

i /Vi respectively in every outgoing link of
node i. The order of the new wetting and non-wetting droplets are chosen arbi-
trary. Furthermore, when the number of the blobs exceeds a maximum limit in
a link, we merge two nearest blobs keeping the volume conserved, but without
detaching any blob attached to a node which may be a part of a cluster spanned
over several links.

In summary, at every time step ∆t, we calculate the local pressures Pi for each
node and flow rates Qij in each link by solving equations 5.5 and 5.6, then update
the positions of the menisci using equation 5.7. The fluids are then exchanged
between different links which in general alters the local non-wetting saturation Sij

in the links, as well as the number and positions of the menisci. This necessitates
the linear system of equations (5.5) and (5.6) to be solved again in the next time
step.

As discussed in Section 2.2, the main competing mechanisms that control the
flow characteristics in two-phase Newtonian flow are the viscosity ratio and the
capillary number. The viscosity ratio can be defined as M = µn/µw, whereas the
capillary number is generally defined for the flow driven under the constant flow
rate Q as [110, 111, 109],

CaQ =
µwQ

γΣ
, (5.8)

where Σ = Nxπr0
2 is the average cross-sectional area of the pore network. How-

ever, when the system is driven under a constant pressure drop ∆P as we are
studying here, the total flow rate Q varies with time. The capillary number is
therefore defined as a function of the pressure drop [112],

CaP =
∆P/Ny

2γ/r0
. (5.9)

where ∆P/Ny is the average pressure drop across one link and 2γ/r0 is the typical
capillary pressure drop for a meniscus in a link. These two dimensionless num-
bers fully characterize the invasion displacement. This means in particular that
different simulations with the same values of M and CaP will produce invasion
patterns which are statistically equivalent. In Appendix D we show the validity
of this statement.

5.2 Results
Figure 5.2.1 displays the evolution in time of a typical invasion front with M =
10−2, CaP = 0.25 and r0 uniformly distributed. Unless indicated otherwise, the
results presented will correspond to a lattice of size Nx × Ny = 200 × 200. Here,
we describe the evolution of our system using the normalized injected pore volume
IPV = Vinj/Vtot, where Vinj is the volume of the injected fluid and Vtot is the volume
of the total pore space of the network. Initially, the non-wetting phase enters in
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Figure 5.2.1: Snapshots at different growing values of the injected pore volume
(IPV). The blue and red color represent the wetting and non-wetting fluid, respec-
tively. We observe a transition from viscous fingering to foam at a certain distance
from the inlet. For this simulation we set CaP = 0.25, M = 10−2, and r0 generated
according to the uniform distribution (5.2) with r0 = 0.25 l and a = 0.15 l.
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the porous medium and exhibits the common viscous fingering occurring at high
flow rate [58]. At this early stage, the non-wetting fluid remains continuous in the
absence of any breakage. Also, we note that the invaded pores are never occupied
again by the wetting phase. However, as the fingers advances through the network,
we observe that the continuous non-wetting fingers eventually break up and the
invading pattern exhibits a very different foam-like structure composed of many
small droplets. Notably, this transition between the continuous viscous fingers to
the foam regime appears at a certain distance Λ from the inlet that depends on
both the capillary number CaP and viscosity ratio M . We will analyse this in
detail in the following Subsection.

Figure 5.2.2 represents a diagram of the invasion pictures at breakthrough,
namely when the invading fluid reaches the outlet, for different viscosity ratios and
capillary numbers for which the transition is observed. It can be noted that the
distance of occurrence of the transition decreases with both the capillary number
and the viscosity ratio. Both trends can be qualitatively understood. As discussed
in Section 2.2.2, a certain critical pressure drop is required to generate foam.
During an invasion process, we can conjecture that the foam is generated in the
vicinity of the invasion front, so we should consider the pressure drops across the
links close to the front and consider their evolution during the invasion. We remind
that we keep the pressure drop between the inlet and the outlet fixed, and since
we are injecting a fluid that has much lower viscosity than the defending fluid, the
pressure gradient across the non-invaded part of the system increases as the front
advances. The local pressure drops across the throats located just after the front
will therefore increase as well, explaining why foam is triggered only after the front
reaches a certain distance from the inlet. Moreover, the pressure gradient rises
with both the parameters CaP and M . Increasing either the capillary number or
the viscosity ratio should then trigger the foam at a shorter distance from the inlet.
One might guess that the height of the location of foam generation decreases with
the inverse of both the capillary number and the viscosity ratio, namely Λ ∝ Ca−1

P

and Λ ∝ M−1. However, as we will see in the next Subsection, where we present a
method to characterize and analyze the transition distance Λ, this is not the case.

5.2.1 Characterization of the fingering-to-foam transition
distance Λ

To analyse the transition from viscous fingering to foam, we first need to define
a method that differentiates the two regions. For this, we define a quantity tij =
|Sij − 1/2| for every link. This is because, for a continuous displacement pattern,
this quantity should be equal to 1/2, as every link will be fully saturated by either
of the two fluids and Sij will be either 0 or 1. Then, tij will differ from 1/2 for
a link when it is occupied by both the fluids. To define Λ, we then average this
quantity in the direction transverse to the overall flow for a certain normalized
distance from the inlet y/l and find a quantity T (y/l) given by

T (y/l) =
1

Nx

Nx∑
x=1

∣∣∣∣Sij −
1

2

∣∣∣∣ . (5.10)

In order to decrease the noise, we average T (y/l) for a given IPV over different
realizations of the disorder given by different radii configurations, and we refer



56
CHAPTER 5. TRANSITION FROM VISCOUS FINGERS TO FOAM IN A

PORE NETWORK

Figure 5.2.2: Diagram of the invasion patterns at breakthrough for different
viscosity ratio and capillary number. The blue and red color represent the wetting
and non-wetting fluid, respectively. For these simulations r0 is generated according
to the uniform distribution (5.2) with r0 = 0.25 l and a = 0.15 l.
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Figure 5.2.3: Plot of ⟨T (y/l)⟩r0 , defined in equation (5.10), for different growing
IPV. For these simulations we set CaP = 0.25, M = 10−2, and r0 uniformly
distributed according to equation (5.2) with r0 = 0.25 l and a = 0.15 l. Each
vertical dashed line indicates the position of the minimum of the derivative of the
curve of the corresponding color, which defines Λ for that IPV.

to this average as ⟨T (y/l)⟩r0 . For all the simulations studied, unless specified
otherwise, the average is done over 100 realizations of the radii disorder.

The typical trend of ⟨T (y/l)⟩r0 for different IPV is shown in Figure 5.2.3. For
all IPV, and after a short distance from the inlet (y/l ≳ 10 in the figure), ⟨T (y/l)⟩r0
reaches a high value plateau (⟨T (y/l)⟩r0 ≃ 0.42 in the figure). This corresponds
to the viscous fingering region, where most of the links are saturated by either
one of the two fluids. Beyond this plateau, two trends are observed depending on
IPV. At lower IPV, before the start of foam formation, there is no decrease in the
value of ⟨T (y/l)⟩r0 , since it increases directly to a higher plateau value 0.5. This
value represents the regions fully saturated by the wetting fluid. At higher IPV,
⟨T (y/l)⟩r0 undergoes a significant decrease that characterizes the onset of foam,
before reaching again the plateau at 0.5. From this curve, we define the value Λ
as the position of the minimum of the curve’s derivative, as illustrated in Figure
5.2.3.
In Figure 5.2.4 (left), Λ versus IPV is plotted for different combinations of the

capillary number CaP . After an initial transient interval, Λ reaches a plateau,
where it maintains a constant average value until breakthrough. This value at the
plateau depends on CaP , and in particular, for higher CaP , the Λ plateau is lower
and attained sooner. This reflects that the onset of foam formation happens at
earlier stage of invasion with increasing values of CaP , as observed in Figure 5.2.2.
The plateau value, Λsat, is then calculated averaging Λ from the end of the transient
interval until the breakthrough. In Figure 5.2.4 (right), we plot the plateau value
Λsat as a function of CaP for the two types of radii distribution, uniform and
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Figure 5.2.4: Left: Plot of Λ/l as a function of IPV for different CaP , setting
M = 10−2 and uniformly distributed according to Eq. (5.2) with r0 = 0.25 l
and a = 0.15 l. Λ reaches a plateau value Λsat/l, indicated by an horizontal
dotted line, which is determined by averaging the values after reaching the plateau.
Right: Λsat/l for different values of CaP . Blue dots correspond to simulations
with M = 10−2 and r generated according to the uniform distribution (5.2) with
r0 = 0.25 l and a = 0.15 l. Red dots correspond to simulations with M = 10−2

and r0 generated according to the Rayleigh distribution (5.3) with r0 = 0.1 l; their
trend ∝ Ca−0.75

P is represented by a dashed-dotted line. The error bars represent
the standard deviation related to the values of Λ/l averaged to obtain Λsat/l. The
dashed lines shows the trends found with a weighted fit of the data.

Rayleigh. We observe a non-trivial power law decay of Λsat ∝ Ca−α
P . A weighted

fit of the data obtained from the uniform radii distribution gives α ≃ 0.75± 0.03,
while from the data from the Rayleigh radii distribution we have α ≃ 0.60± 0.05.
The two trends are represented in Figure 5.2.4 (right) with dashed lines. It is
worth noting that the simple prediction α = 1 discussed in the previous section is
invalidated.
The time evolution of Λ as function of the viscosity ratio M is shown in Figure
5.2.5 (left). Here also, Λ reaches a plateau, where the value at the plateau Λsat

decreases with the increase of M as seen in Figure 5.2.2. We find that Λsat follows
a power-law, Λsat ∝ M−β. For the Rayleigh distribution, a weighted fit for all the
data collected returns a power-law β ≃ 0.31± 0.03. For the uniform distribution,
a crossover between two different trends was observed at M ≃ 10−2. For the data
in the interval [2.5 · 10−3, 10−2] the fit gives β ≃ 0.25± 0.04, while in the interval
[
√
2 · 10−2, 8 · 10−2] we measured β ≃ 0.40 ± 0.06. In Figure 5.2.5 (right) these

trends are highlighted with dashed lines.
The independence of the power law exponents, found for both CaP and M , on the
radii distribution remains an open question. Recently, it was reported in literature
that steady state rheology of two-phase flow depends in general on the pore size
distribution. In particular, some physical quantities can vary when changing the
shape of the distribution, but remaining constant if we change only the distribution
width while keeping the same shape, and vice versa [86]. Here, it seems that the
power law is not independent from the type (so, the shape) of the radii distribution
chosen, since the values of the exponents measured for the two distributions don’t
present a good reciprocal compatibility within the error. On the other hand, we
have observed that Λ remains constant when keeping the same type of distribution
and changing only its width (see the Appendix D).
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Figure 5.2.5: Left: Plot of Λ/l as a function of IPV for different M , with
CaP = 0.25 and r0 uniformly distributed according to Eq. (5.2) with r0 = 0.25 l
and a = 0.15 l. Λ reaches a plateau value Λsat/l, indicated by an horizontal
dotted line, which is determined by averaging the values after reaching the plateau.
Right: Λsat/l for different values of M , Blue dots correspond to simulations with
CaP = 0.25 and r generated according to the uniform distribution (5.2) with
r0 = 0.25 l and a = 0.15 l. Red dots correspond to simulations with CaP = 1
and r generated according to the Rayleigh distribution (5.3) with r0 = 0.1 l. The
error bars represent the standard deviation related to the values of Λ/l averaged
to obtain Λsat/l. The dashed lines shows the trends found with a weighted fit of
the data. M0.31

Now that we have quantified the location of the foam generation, in the following
we investigate its influence on the total flow rate.

5.2.2 Total flow rate

Figure 5.2.6 shows the temporal evolution of the Q-based capillary number CaQ,
defined in equation (5.8), for different values of CaP . Since it is directly propor-
tional to Q, CaQ can be thought as a dimensionless flow rate. Moreover, being the
global pressure drop fixed throughout the evolution of the system, the total flow
rate for a given IPV can be interpreted as the global permeability of the system.
For all CaP , initially the flow rate increases due to the viscous fingering instabil-
ity, as we replace a more viscous fluid with a less viscous one. For later values of
IPV, however, we observe an inflection point, which corresponds to the emergence
of foam. This inflection is more pronounced with lower values of CaP . For the
lowest capillary numbers studied, the flow rate even seems to be non-monotonic.
This is an indication that the generated foam has a very low mobility, which is a
typical characteristic of strong foam [67, 68]. Interestingly, we note that, at very
low capillary number, the dispersion of the data, represented in Figure 5.2.6 by
their standard deviation, becomes very high when the front is close to the outlet.

To better investigate this decrease of mobility, we looked at the evolution of the
gradient of pressure along the flow direction. To do this, we average the absolute
values of the local pressure drop dPij = Pi − Pj along the x-direction:

|dPx|(y/l) =
1

Nx

Nx∑
x=1

|dPij|. (5.11)

Figure 5.2.7 (left) shows the time evolution of the normalized quantity ⟨|dPx|⟩r0/(2γ/r0)
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Figure 5.2.6: Plot of the dimensionless flow rate CaQ, defined in equation (5.8),
as a function of IPV, averaged over 1000 realizations of the radii disorder, and
for different values of CaP . The error bars represent the standard deviations of
the values collected from the different realizations of the disorder given by the
radii configurations. For these simulations we set M = 10−2 and r0 uniformly
distributed according to equation (5.2) with r0 = 0.25 l and a = 0.15 l.

averaged over different realizations of the radii disorder. Close to the inlet (for
y/l ≲ 20), the value is quite high because of our injection condition, where many
links contain a meniscus. Further, the gradient of pressure first decreases reaching
a minimum, and then increases again to reach a plateau value. The lower value
region corresponds to the viscous fingering region, where the pressure drop is lo-
calized in few channels of low viscosity. The higher plateau closer to the outlet
corresponds instead to the region saturated with the defending viscous fluid, hence
the higher value. Moreover, as discussed previously, the plateau value increases as
the invasion front advances.
Nevertheless, the most important feature is the appearance of a bump after a cer-
tain IPV, between the minimum and the plateau, whose height and width increase
as time goes by. This bump corresponds to the foam region, which decreases sig-
nificantly the mobility of this region. A few observations can be made in this
regard. First, the bump starts growing at approximately the same position for
different IPV. The location of foam onset is thus approximately independent of
time, which confirms the stability of the foam generation location. This pressure
gradient measurement could thus have been used as an alternative method to
quantify Λ. Second, the fact that the bump is higher than the plateau indicates
that the mobility of the foam is less than that of the more viscous fluid, despite the
foam being highly saturated with less viscous one. This effect is then linked to the
presence of menisci in the foam. To quantify the impact of capillarity, we calculate
the average of the capillary pressure drops, namely dPγ,ij = dPij−8µijQij/(πr

4
0,ij)
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from eq. (5.5), along the x-direction:

|dPγ,x|(y/l) =
1

Nx

Nx∑
x=1

|dPγ,ij|. (5.12)

In Figure 5.2.7 (right) the time evolution of the normalized quantity ⟨|dPγ,x|⟩r0/(2γ/r0)
is shown. Initially, we observe a monotonic decrease between the inlet and outlet,
with a sharp drop outlining the displacement front. At a certain time, a capillary
pressure bump appears, which is due to foam generation and the occurrence of
several menisci. We note that this bump has approximately the same magnitude
and evolution as in the previous one, which confirms that mobility loss is mainly
due to the presence of many menisci in this region. Another interesting feature is
that the curves at different IPV seem to collapse behind the front, just before the
onset of the foam, around a local minimum.

5.2.3 Foam generation in the pore network

In the previous Subsection, we have quantified the occurrence of strong foam and
its consequence on the total flow rate. In the introduction, we discussed a crude
argument for foam generation which would occur because the gradient of pressure
increases at the tip. However, from this argument one would expect that the
location of Λ decreases like Ca−1

P or M−1, which is not the case. Moreover, by
considering the pressure gradient for different combinations of the parameters,
we were not able to identify a clear threshold value of the local pressure drop
for the onset of foam. To further analyse the mechanism of foam generation, we
show details of few snapshots of very early foam generation in Figure 5.2.8 (upper
row). We observe that foam is not necessarily generated at the tip of the front.
Instead, blobs are produced by the fragmentation of already developed fingers
located also behind the front (like for the one highlighted by the black circle in
the last snapshot). In other words, branches created by the viscous fingering might
be unstable and fragment at a certain location.
Together with this process of fragmentation, we note that there seems to be an
interaction between different growing fingers. As depicted in Figure 5.2.8 (upper
row), the fragmentation of a branch is related to the approach of another (the one
below on the right side). In Figure 5.2.8 (bottom row), we present the local flow
rate field corresponding to the snapshots above by plotting a dimensionless local
flow rate, between two generic links i and j, defined as

Q̃ij =
µwQij

πr2γ
(5.13)

The figures show that the fragmentation of the branch occurs together with a de-
crease of the flow rate in the corresponding links. The flow rate in the approaching
finger on the right remains instead approximately constant, so its value becomes
higher than that of the breaking finger.
There is therefore a competition between the different branches of the invading
pattern related to the emergence of foam, meaning that the fragmentation of a
branch will stop its expansion, and thus favor the growth of the others. Competi-
tion between growing channel in porous media was already observed and studied,
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Figure 5.2.7: Left: Plot of ⟨|dPx|⟩r/(2γ/r0), as function of y-position, for dif-
ferent values of IPV. Different color shades represent increasing values of IPV,
equally spaced from 0 (light green) to 0.4 (dark blue). The average is done over
100 different realization of the radii disorder. Right: Plot of the capillary contri-
bution ⟨|dPγ,x|⟩r/(2γ/r0) of the pressure drop profile pictured on the right at the
same IPV. For these simulations we set CaP = 0.25, M = 10−2, and r0 uniformly
distributed according to equation (5.2) with r0 = 0.25 l and a = 0.15 l.
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Figure 5.2.8: Foam creation in the pore network. Upper row: detail of different
snapshots, at consecutive times from left to right, showing an event of foam for-
mation. The right finger of the bigger branch fragment to create foam, highlighted
with a black circle in the rightmost image. Lower row: color map of the dimen-
sionless local flow rate Q̃ defined in equation (5.13) for the respective snapshots.

also in the context of dissolution in fractured or porous rocks [113]. Furthermore,
since the breakage of fingers cause its growth rate to drop significantly, there is
a relationship between the creation and propagation of foam and the fluctuations
observed in the local flow rate field. In the next subsection, we measure and char-
acterize the time evolution of the local flow rate both in the finger region and in
the foam region.

5.2.4 Fluctuations of local flow rate

Figure 5.2.9 illustrates the map of the dimensionless local flow rate q̂ defined in
equation (5.13) for few snapshots close to breakthrough, in a simulation setting
M = 10−2, CaP = 0.25 and r0 uniformly distributed according to equation (5.2)
with r0 = 0.25 l and a = 0.15 l. As expected, in the viscous fingering region,
below Λ, the flow is localized in a few, almost parallel channels, corresponding
to the branches of the fingers which were not interrupted during the competition
process, mentioned in the previous Section. The flow rate intensity of a single
channel exhibit fluctuation in time, although the average value remains approx-
imately stable and does not drop to zero. On the other hand, above Λ, in the
foam region, the main flowing channels fragment into several smaller ones, thus
distributing the flow throughout the surrounding links. In this region, new chan-
nels are continuously formed and destroyed due to the continuous foam generation
led by fragmentation. It results in fluctuations of the local flow rate which are
qualitatively different from the ones in the viscous fingering region. To better
investigate these fluctuations in time, we select a single link located in a flowing
channel, in the fingering region and in the foam region. We plot Q̃ as a function
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Figure 5.2.9: Color map of the dimensionless local flow rate Q̃ defined in equation
(5.13), at consecutive times from left to right, for a simulation with CaP = 0.25,
M = 10−2, and r0 uniformly distributed according to Equation (5.2) with r0 =
0.25 l and a = 0.15 l. The horizontal dashed lines represent the position of Λsat in
the pictures, corresponding to Λsat/l ≃ 79.

of the normalized time t/T , where T is the total invasion time. Results are shown
in Figure 5.2.10 (upper row) for a link (left) in the viscous finger region, y < Λsat,
and a link (right) in the foam region, y > Λsat. We can see that in both cases
Q̃(t/T ) resemble a stochastic process.

To characterize this stochastic process, Figure 5.2.10 (upper row) shows the ab-
solute value of the temporal Fourier transform of the local flow rate, |F [Q̃](f)|. We
can see that, for the link at in the viscous fingering region (left), the Fourier spec-
trum decays approximately as the inverse of the frequency, namely |F [Q̃](f)| ∝
f−1, for f ≲ 10−1. This indicates that q̂ behaves like a random walk (Brownian)
noise, at least for the lower frequencies. On the other hand, for the link in the foam
region (right), the power-law decay occurs approximately as |F [Q̃](f)| ∝ f−1/2 for
f ≲ 10−1.5. An exponent smaller (in modulus) than −1 is typical of anti-correlated
signals, and in particular the exponent −1/2 is an indicator of pink noise. As a
remark, we report that we performed an analysis, not shown here, of both the
local flow rate signals using wavelets, and observed results consistent with these
obtained by Fourier analysis.
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Figure 5.2.10: Upper row: Plots of the dimensionless local flow rate Q̃ defined
in equation (5.13) for a link, belonging to a flowing channel, located at y/l = 40
(left plot) and at y/l = 120 (right plot), as a function of the normalized time
t/T in the interval 0.6 ≤ t/T ≤ 1, when foam is already formed. Lower row:
Plots of the absolute value of Fourier spectrum |F [Q̃](f)| of the corresponding
Q̃(t/T ) shown above. Blue dots represent the values obtained from FFT. Red dots
are obtained averaging these values in 20 equally logarithmic-spaced bins in the
interval [10−3, 1]. For this simulation, CaP = 0.125, M = 10−2, and r0 uniformly
distributed according to equation (5.2) with r0 = 0.25 l and a = 0.15 l.
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CHAPTER

SIX

CONCLUSIONS

In the present thesis, the description and characterization of both the steady-
state non-linear flow and the unsteady-state two-phase flow in porous media was
reviewed and explored, adopting a theoretical approach.
Regarding the problem of the two-phase non-Newtonian flow in capillary tubes,
an investigation which combines the effects coming from (i) the yield stress nature
of one of the two phases and (ii) the capillary forces separating the two fluids,
has limited precedents in the existing body of research and, to our knowledge,
appears to be novel in the specific framework of the capillary bundle model. In
parallel to this, the examination of the flow behavior of a Bingham fluid within a
tree-like pore network model seems to have not been explored previously (and in
the independent channels configuration as well). During both these investigative
projects, expressions for the steady-state average flow rate Q as a function of the
pressure drop imposed ∆P were proposed, analytically derived when possible, or
extracted from numerical simulations. A non-linear behaviour for Q(∆P ) was
found when ∆P was higher than, but sufficiently close to, the critical pressure
drop ∆Pmin, constituting each of these cases a derogation from the linear Darcy
law. The non linearity can be in general tracked back to the subsequent opening
of new paths (tubes in the capillary bundle, channels in the pore network), as
already pointed out in literature. What determines the particular laws found for
Q(∆P ) is the way the critical pressures ∆Pc of the single channels above ∆Pmin

are distributed. For the two-phase capillary bundle, the specific tube geometry
affects the probability distribution of these pressure thresholds, so different tube
geometries lead to different laws for Q(∆P ). In particular, a power-law was found
in the sinusoidal case, while a non-essential singularity is developed in the case of
a triangular tube. For the Bingham flow in a Cayley tree, the exponential growth
found for Q(∆P ) can be explained by the fact that the first open channels share
low overlap between them, and their number above ∆Pmin is the same as if they
would be independent, for which an exponential growth is known to hold true.
In the case of unsteady drainage displacement, a transition from viscous fingering
to foam formation, obtained when imposing an overall pressure drop, appears to
be never observed before. The characterization of the transition height performed
as a function of the pressure-based capillary number CaP and the viscosity ratio
M allows in principle to control the location of this transition, finding the optimal
conditions for reproducing it in situ. The formation of a stable front, a significant
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increase in the non-wetting saturation, and a decrease of global mobility, the latter
observed assessing the overall flow rate, are the main effect observed related to
the foam formed from this transition, which might find possible practical appli-
cations. Although it is not still clear what leads to the fragmentation of fingers,
a connection with the fluctuations in the local flow rate was hypothesized and
established. The characterization of the temporal evolution of the local flow rate
is seen to be the key for understanding this phenomenon, which might lead to
future investigations.
The role of the porous medium heterogeneity in determining the flow characteris-
tics was also questioned in the frame of these projects. Confirming the findings of
previous works concerning one dimensional porous media, in the capillary bundle
we found a strong dependence of the steady-state flow curves from the different
type of disorder, here represented by the different variations of the radius along the
tubes. On the other hand, the exponential behaviour found for the average flow
rate in a multi-dimensional Cayley tree pore network seems to be independent on
the distribution from which the thresholds of the pore tubes are generated, since
this affects only the prefactor. However, when dealing with the drainage displace-
ment in two dimensional pore network, it was found that the transition location
in the pore medium is affected by the type of distribution chosen for the pore
size. Instead, keeping the same kind of PDF and tuning only its width, the posi-
tion of the transition is observed not to vary. This is in agreement with previous
numerical pore network investigations, affirming that the shape of a distribution
and its width, taken separately, might control different physical quantities. Hence,
even in porous media with dimensionality greater than one, flow properties are
not necessarily independent from the disorder chosen.

6.1 Future perspectives

Since we have characterized the steady-state of a two-phase non-Newtonian flow
in a one-dimensional porous medium, a natural continuation of this work would
consist in extending this description to a porous medium of dimensionality equal
to two or greater. In the framework of a dynamic pore network model, the contri-
bution from the different forces into play (viscous, capillary, yield stress) can be
assessed to find a characteristic law for the flow rate versus pressure drop in a two-
or three-dimensional pore network, also as a function of the fractional flow rate.
Since the relations regulating the flow at the pore level are non-linear, efficient
methods, already developed for solving systems of non-linear equations, can be
applied for solving the flow problem.
The unsteady immiscible displacement and foam formation can be also extended,
by supposing that the the wetting or the non-wetting phase present yield stress.
With respect to the case that we have analyzed, an additional force contributes
in the dynamics. The characterization of the transition will then depend by one
more parameter, expressing the ratio between the yield stress force and the other
ones.
In all of these studies which involve dynamic pore network model simulations,
the algorithms that we already implied for displacing the fluids and distributing
them between different pores can still be adopted. Nevertheless, the model can
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be improved, for example extending it in three dimensions, or by incorporating
other effects that have been previously neglected, like wettability changes given
by dynamic contact angles, or the formation of fluid films at the pore walls that
might affect the dynamics, especially in drainage scenarios.
As a concluding remark, we remind that the models and numerical simulations
presented in this thesis can be verified by the experimental observation. Exper-
iments can be either performed by adopting samples of materials that naturally
present a porous structure, or building engineered tools having the same features
of a porous medium. While the final goal should be to apply the knowledge to real
situations involving real porous material, the latter choice present the advantage
of studying general and statistical properties which are not sample-dependent.
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APPENDIX

A

BLOBS OF DIFFERENT SIZES IN SINUSOIDAL
TUBES

In this Appendix we generalize the study of the flow in sinusoidal tubes considering
N blobs of different lengths. We call ∆x0 the size of the blob positioned at xb and
∆xi the size of the blob at xb+xi, and for all i we take ∆xi ≪ l. We also consider
a radius variation small enough so that we can take every ∆xi constant. In the
limit of small flow rate q → 0, the pressure drop at the edges of the i-th blob is

P+
xb+xi

− P−
xb+xi+∆xi

= ∆xi

(
q(xb)

C0r
4+ 1

n
0

) n
n+1

+ Pτ,i

(
1 + af

(
xb + xi

r0

))
. (A.1)

where Pτ,i = 2τc∆xi/r0. To this, one must add the capillary pressure drop
aPγ∆xif

′((xb + xi)/r0). Summing the contributions of all the N blobs and ne-
glecting the pressure drop induced by the Newtonian fluid, we obtain the following
flow rate equation:

q(xb, {xi}; {∆xi}) = C0r
4+ 1

n
0

[
∆P − Γ (xb/r0; {xi/r0}, {∆xi})∑N−1

i=0 ∆xi

] 1
n
+1

, (A.2)

where

Γ

(
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r0
;

{
xi

r0

}
, {∆xi}

)
=

N−1∑
i=0

Pτ,i+

+ a

(
2τ

r0
G

(
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r0
;

{
xi

r0

}
, {∆xi}

)
+

Pγ

r0
G′
(
xb

r0
;
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xi

r0

}
, {∆xi}

)) (A.3)

and the function

G

(
xb

r0
;

{
xi

r0

}
, {∆xi}

)
= ∆x0 f

(
xb

r0

)
+

N−1∑
i=1

∆xi f

(
xb + xi

r0

)
. (A.4)

We now focus on the case of a tube presenting the sinusoidal modulation given by
eq. (3.38). Defining θb = 2πxb/l and θi = 2πxi/l, equation (A.4) can be written
as a single sine function

G(xb/r0; {xi/r0}, {∆xi}) =
√
NA sin (θ0 + ϕ) (A.5)
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with the amplitude

A =
1√
N

√√√√(∆x0 +
N−1∑
i=1

∆xi cos θi

)2

+

(
N−1∑
i=1

∆xi sin θi

)2

and the phase shift ϕ = arcsin
(
A−1

∑N−1
i=1 ∆xi sin θi

)
.

Similarly, we obtain G′(xb; {xi}, {∆xi}) = −
√
NA(2π/l) sin(θb+ϕ). So Γ(θb; {θi}, {∆xi})

can be written as:

Γ(θb; {θi}, {∆xi}) =
N−1∑
i=0

Pτ,i +
√
NAP ′

t cos(θb + ϕ+ φ), (A.6)

where P ′
t = a

√
(2τc/r0)2 + (2πPγ/l)2 and φ = − arccos (2τc/(r0P

′
t)). The maxi-

mum of eq. (A.6) gives the pressure threshold

∆Pc =
N−1∑
i=0

Pτ,i +
√
NAP ′

t . (A.7)

We now suppose that every blob size is distributed uniformly between two extreme
values ∆xm and ∆xM, with ∆xm < ∆xM ≪ l. Then, for N sufficiently large,∑N−1

i=0 Pτ,i = N ⟨Pτc⟩ with ⟨Pτc⟩ = τc (∆xM +∆xm) /r0. Moreover we assume the
angular position θi to be distributed uniformly in the interval [0, 2π]. It follows
that the probability distribution Π(A), in the domain [0,+∞[, has the following
expression:

Π(A) =
2A

∆2
e−

A2

∆2 ; (A.8)

here we define ∆2 = (∆x2
M + ∆x2

m + ∆xm∆xM)/3. In particular, Π(A) vanishes
linearly as A → 0. To prove (A.8), we calculate the probability distribution of the
variable B = NA2

g(B) =
1

(2π)N−1

1

(∆xM −∆xm)N

∫ 2π

0

dθ1 . . .

∫ 2π

0

dθN−1

×
∫ ∆xM

∆xm

d∆x0 · · ·
∫ ∆xM

∆xm

d∆xN−1 δ
(
B −NA2

)
.

(A.9)

The Laplace transform of eq. (3.58) is

g̃(s) =
1

(2π)N−1

1

(∆xM −∆xm)N

∫ 2π

0

dθ1 . . .

∫ 2π

0

dθN−1

×
∫ ∆xM

∆xm

d∆x0 · · ·
∫ ∆xM

∆xm

d∆xN−1e
−s
(
(∆x0+

∑
i ∆xi cos θi)

2
+(
∑

i ∆xi sin θi)
2
)
.

(A.10)

We now define the statistical variables mx =
∑N−1

i=1 ∆xi cos θi and my =
∑N−1

i=1 ∆xi sin θi.
The mean and variance of both ∆xi cos θi and ∆xi sin θi in the interval [0, 2π]×
[∆xm,∆xM] are respectively 0 and ∆2/2. mx and my are statistical independent
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since their covariance is zero. When N − 1 ≃ N is sufficiently large, the distri-
bution of both mx and my is Gaussian with mean zero and variance N∆2/2. Eq.
(A.10) becomes:

g̃(s) =

∫ +∞

−∞
dmx

e−
m2

x
N∆2

√
πN∆2

∫ +∞

−∞
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3m2
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N∆2

√
πN∆2

∫ ∆xM
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d∆x0
e−s((∆x0+mx)2+m2

y)

∆xM −∆xm

=
1

(1 +N∆2s)

∫ ∆xM

∆xM

d∆0
e
−∆x2

0

(
s− s2

1
N∆2 +s

)

∆xM −∆xm

N≫1−−−→ 1

1 +N∆2s

(A.11)

The Laplace inversion gives g(B) = exp(−B/(Ns))/(Ns), from which eq. (A.12)
follows. From Π(A) we get the distribution of ∆Pc in the interval [N ⟨Pτc⟩ ,+∞]:

π(∆Pc) =
6(∆Pc −N ⟨Pτc⟩)

N∆2P ′
γ

e
− 3(∆Pc−N⟨Pτc ⟩)2

N∆2P
′2
γ . (A.12)
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APPENDIX

B

INSIGHT ON SOME DISORDERED MODELS

This Appendix provide some basic knowledge on the models of disordered systems
implied in the work of Chapter 4, including results useful for solving the flow
problems addressed in that Chapter. In Section B.1 the Random Energy Model
is treated, while in Section B.2 the problem of the directed polymer on a Cayley
tree is illustrated, including its connection with the discrete KPP equation.

B.1 Random Energy Model

The Random Energy Model (REM) [114] is a model for a disordered system,
consisting in a collection of N energy levels Eα, where the label α = 1, . . . , N . We
assume that N scales with the power of an integer number, namely N = Kt with
K > 1. Each energy is an independent random variable distributed according to
a Gaussian probability distribution with average tE and standard deviation

√
tσ,

with E ∈ R and σ ∈ R+:

Πt(E) =
e−

(E−tE)

tσ2

√
2πtσ

(B.1)

In this Section we show how to derive the number of energy levels over the mini-
mum energy Emin = minα Eα in the limit N → ∞ (equivalent to t → ∞).
First, we calculate the cumulative distribution for Emin, corresponding to the prob-
ability that Emin is bigger than a certain energy E. This can be written as Ft(E

N ,
where Ft(E) is the cumulative of the Gaussian distribution (B.1) related to a single
energy level:

Ft(E) =

∫ +∞

E

dE ′Πt(E
′) =

1

2
Erfc

(
E − tE√

2tσ

)
E→−∞∼ 1 +

√
tσe−

(E−tE)2

2σ2t√
2π(E − tE)

. (B.2)

In the last passage (B.2) we consider the limit E → −∞ since for large N we
expect the minimum to follow the same limit. We now set the variable shift
E = aN + bNu, where aN and bN are scaling factors that can be derived for large
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N [115], and at leading order are equal to

aN ≈ tτ̄ − σ
√
t

[
√
2 lnN − ln(2

√
π lnN)√

2 lnN

]
+ . . .

bN ≈ σ
√
t√

2 lnN
+ . . .

Applying the scaling N = Kt, the cumulative distribution for the minimal energy
writes

lim
N→+∞

Ft(aN + bNu)
N =

= lim
t→+∞

Ft

t(E − σ
√

2 logK) +
σ log(2

√
πt logK)√

2 logK︸ ︷︷ ︸
E0

+
σu√

2 logK


N

= e−eu ,

(B.3)

which corresponds to the cumulative of the Gumbel distribution function. The
minimal energy Emin can be then written as the sum of a deterministic part, high-
lighted as E0 in (B.3), and a fluctuating part distributed according to a Gumbel
distribution.
We now consider a given realization of the REM. We define the number of energy
levels above the minimum, including the minimum itself, up to a quantity x > 0
as

nREM(x) = #(Eα : Emin ≤ Eα < Emin + x) =
N∑

α=1

ϑ(Emin + x− Eα), (B.4)

where ϑ(x) is the Heaviside theta function. The probability for nREM(x) to be
exactly equal to M + 1 can be calculated as

Prob(nREM(x) = M+1) = N

(
N − 1

M

)∫
dE ρt(E)[Ft(E)−Ft(E+x)]MFt(E+x)N−M−1;

(B.5)
The average of nREM(x) is then the sum of all possible values 0 ≤ M ≤ N − 1
weighted by the respective probabilities:

nREM(x) =
∑
M

(M + 1)Prob(d(x) = M + 1)

= 1 +N(N − 1)

∫
dE ρt(E)[Ft(E)− Ft(E + x)]Ft(E)N−2.

(B.6)

Making the substitution as in Eq. (B.3), in the limit N = Kt → ∞ we obtain

nREM
∞ (x) = lim

t→∞
nREM(x) = 1 +

∫
du e2u−eu(eβcx − 1) = eβcx (B.7)

where βc =
√
2 logK/σ. The derivative of (B.7) is the average over many realiza-

tions of the disorder of the density of energy levels in the limit of high number of
tubes. The latter will be helpful in another problem, the calculation of the flow
rate of a Bingham fluid in a series of independent channels, as illustrated in the
next Section.
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B.2 Directed polymer on a Cayley tree

A Cayley tree network consist in a hierarchical lattice, which starts from an origin
node and develop attaching, to every node at a certain level, K other nodes in the
following level. For a tree of t levels, there will be in total Kt directed paths, all
starting from the origin and each one ending in a different leaf. We will refer to
this directed paths as directed polymers. Here we will deal with the case K = 2.
We suppose that every link connecting two nodes i and j present an energy value
ϵij which is thrown from a certain distribution Π(ϵ). We define Eα the energy of
a directed polymer α as the sum of the energies of the links along α:

Eα =
∑
(ij)∈α

ϵij (B.8)

It is useful to label the directed paths α by ordering the energies as E0 < E1 <
E2 < . . . . We call ground state the directed polymer with the lowest energy
E0 = minαEα, while we refer to the directed polymers with higher energies as
excited states.
We now define the overlap q̂αα′ , between two directed polymers α and α′, as the
number of common links between α and α′. We note that, in the Cayley tree
geometry, when two directed polymers split, they will never join again, so the
overlap occurs in the first q̂αα′ levels. It has been proven that the directed poly-
mers on Cayley tree display one step replica symmetry breaking (1-RSB) [102].
This means that in the limit t → ∞, the overlap among any two low-energy di-
rected polymers is either very small, namely q̂αα′ ∼ O(1), or very large, namely
q̂αα′ ∼ t [116] (finite t corrections are also known [117, 118]).

We are now interested in calculating the number of energy levels with energy
smaller than E0 + x, with x > 0, namely

nfull
t (x) = #(Eα : E0 ≤ Eα < E0 + x) =

N∑
α=1

ϑ(E0 + x− Eα). (B.9)

It has been proven [119] that the average of (B.9) over different realizations of the
disorder can be written as nfull

t (x) =
∫
dx′ rt(x

′;x), where the function rt(x
′;x)

satisfies the following recursive equation:

rt+1(x
′;x) = 2

∫
dϵΠ(ϵ)Ωt(x

′ − ϵ)rt(x
′ − ϵ;x), (B.10)

Ωt+1(x) =

∫
dϵΠ(ϵ)Ωt(x− ϵ)2, (B.11)

with the initial conditions r1(x
′;x) = Π(x + x′) and Ω1(x) =

∫∞
x
dϵΠ(ϵ). A

derivation for Equation (B.10) is given in Subsection B.2.2. The function Ωt(x) is
the probability that the ground state energy of the directed polymer on a Cayley
tree of t levels is larger than x, namely

Ωt(x) =
∏
α

ϑ(Eα − x) = ϑ(E0 − x) , (B.12)
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so 1 − Ωt(x) is the cumulative distribution of the minimum energy of a directed
polymer of t levels. Equation (B.11) is the discrete Kolmogorov-Petrovsky-Piskuno
(KPP) equation, which corresponds to growing a t+1-level tree starting from two
t-level trees [102]. Insight on the KPP equation are provided in Subsection B.2.1.

In the limit t → ∞ a closed-form expression for nfull
∞ (x) is not known [120],

however a numerical integration of (B.10) and (B.11) shows that the following
asymptotic holds [119]:

nfull
∞ (x)

x≫1
= Axeβcx (B.13)

with βc =
√
2 log 2/σ and A a non-universal constant of order 1.

B.2.1 Discrete KPP equation

Consider a function of the energies Eα with a multiplicative form

Gt(x) =
∏
α

g(x− Eα) (B.14)

for some g(x). Gt+1(x) and Gt(x) can be related by the following discrete KPP
recursive equation:

Gt+1(x) =

∫
dϵΠ(ϵ)G2

t (x− ϵ) (B.15)

where Π(ϵ) is the PDF of a single link energy and the initial conditions reads
Gt=0(x) = g(x). The discrete KPP equation (B.15) allows for travelling wave
solutions of the form

Gt(x) = w(x+ ct) when t → ∞ (B.16)

where c is the velocity of the traveling wave. When the initial conditions G0(x) =
g(x) satisfy limx→∞ g(x) = 0 and limx→−∞ g(x) = 1, c is positive and the front
moves backward (when the limits are reversed c is negative and the front propa-
gates in the forward direction). The form of the front w(x) satisfies the following
fixed point equation:

w(x+ c) =

∫
dϵΠ(ϵ)w2(x− ϵ) (B.17)

We consider initial conditions of the form g(x)
x→−∞
= 1 − eβx. By substituting

this form into Equation (B.17) and expanding at first order in eβx one obtains an
equation for c as a function of β:

c(β) =
1

β
log

(
2

∫
dϵΠ(ϵ)e−βϵ

)
(B.18)

The velocity presents a minimum at β = βc. It was proven [121, 122, 103] that
the increasing branch of c(β) is unstable and that for β > βc both the velocity
and the front shape freeze, namely c(β > βc) = c(βc) and the front shape takes
the form wmin(x) satisfying the fixed point equation:

wmin(x+ c(βc)) =

∫
dϵΠ(ϵ)w2

min(x− ϵ) (B.19)
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This equation corresponds to Equation (4.28) of the main text. Indeed, for g(x) =
ϑ(−x), which corresponds to β → ∞, we have Ωt(x) as expressed in Eq. (B.12).
So wmin(x) corresponds to the probability that the minimal energy of a tree with
t → ∞ is larger than x.

B.2.2 Average number of energy levels above the minimum

We report here a derivation for nfull
t (x), expressed as nfull

t (x) =
∫
dx′ rt(x

′;x) with
rt(x

′;x) given by Equation (B.10). By definition

nfull
t (x) =

∑
α

ϑ(x+ E0 − Eα) = nt(E0 + x) (B.20)

where nt(x) =
∑

α θ(x−Eα) We now introduce the generating function of nfull
t (x)

with |λ| < 1:
χt(x;λ) = λnfull

t (x) (B.21)

This function satisfies the following identity:

χt(x;λ) =

∫
dx′ λnt(x′+x)δ(x′ − E0) = 1 + ∂x

∫
dx′ λnt(x′+x)ϑ(E0 − x′) (B.22)

To prove the validity of (B.22) we used (∂xλ
n)ϑ = (∂x′λn)ϑ = ∂x′(λnϑ)−λn(∂x′ϑ).

The integrand of Equation (B.22) satisfies a discrete KPP equation (B.15) since
it can be recast into a multiplicative form:

λnt(x′+x)ϑ(E0 − x′) =
∏
α

λϑ(x′+x−Eα)ϑ(Eα − x′) (B.23)

In this case, the initial condition reads g(x′;x, λ) = λϑ(x′+x)ϑ(−x′). The average
number of energy levels above the minimum can be written as:

nfull
t (x) = ∂λχt(x;λ)|λ=1 (B.24)

We thus expand for λ = 1− ϵ

λnt(x′+x)ϑ(E0 − x′) = Ωt(x
′)− εRt(x

′;x) +O(ϵ2) (B.25)

The function Ωt(x) is defined in (B.12). This expansion leads to:

nfull
t (x) =

∫
dx′ ∂zRt(x

′;x) =

∫
dx′ rt(x

′;x) (B.26)

where we set rt(x
′;x) = ∂xRt(x

′;x). Now, by plugging the expansion (B.25) in
(B.15) and taking the first order in ε, we obtain a linear equation for Rt(x

′;x)

Rt+1(x
′;x) = 2

∫
dτ p(ϵ)Ωt(x

′−ϵ)Rt(x
′−ϵ;x) , Rt=0(x

′;x) =
1

2
ϑ(x′+x)ϑ(−x′) .

(B.27)
Moreover because of the linearity of (B.27), rt(x; z) satisfies

rt+1(x
′;x) = 2

∫
dϵ Π(ϵ)Ωt(x

′ − ϵ)rt(x
′ − ϵ;x) , rt=0(x

′;x) =
1

2
δ(x′ + x) (B.28)

79



whic corresponds to Eq. (B.10).
As reported in the main text, the same equations hold for the determination of
mq̂(x). Indeed Equation (B.28) changes as:

rq̂+1(x
′;x) = 2

∫
dPτ Π(Pτ )wmin(x

′−Pτ+c(βc))rq̂(x
′−Pτ ;x) , rq̂=0(x

′;x) = −w′
min(x

′+x)

(B.29)
Yielding:

mq̂(x) =

∫
dx′ rq̂(x

′;x) . (B.30)
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APPENDIX

C

OPENING OF THE SECOND AND THIRD CHANNEL

In this Appendix we report the derivation of the expression for ∆P
(1)
c used in

Section 4.2.1 in the main text and ∆P
(2)
c . We also write down the expression of

the flow for two channels.

C.1 The two channels problem

For simplicity we will set the pressure at the leaves Pout = 0, so ∆P = Pin. The
proof works also for finite Pout without loss of generalization.
When ∆P

(1)
c < ∆P ≤ ∆P

(2)
c , flow occurs along two channels: the one correspond-

Figure C.1.1: Schematics for the Cayley tree with two open channels.

ing to the ground state, with pressure threshold ∆P
(0)
c , and a second channel α

with energy Eα (we remind that with ’energy’ of a channel we mean the sum of
the pressure thresholds along that channel). In Figure C.1.1 we depict them in
blue and orange respectively. These two channels have an overlap equal to q̂0α; we
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denote with E0α the sum of the pressure thresholds along this common portion,
and P ′ the pressure at the bottom of the common part. The total flow rate in the
network can be written as the flow rate along the common part:

Qt(Pin) =
Pin − P ′ − E0α

q̂0α
(C.1)

The pressure P ′ can be determined using the conservation of the flow:

Pin − P ′ − E0α

q̂0α
= Q0,t−q̂0α(P

′) +Qα,t−q̂0α(P
′) (C.2)

where Q0,t−q̂0α(P
′) is the flow along the subtree containing the ground state,

Qα,t−q̂0α(P
′) containing the other channel α (see the two branches of Figure C.1.1).

Since each of these is a single channel of length t− q̂0α, we can use once again the
modified Poiseuille equation. One has

Q0,t−q̂0α(P
′) =

P ′ − (E0 − E0α)

t− q̂0α
, Qα,t−q̂0α(P

′) =
P ′ − (Eα − E0α)

t− q̂0α
(C.3)

From equation (C.2) we derive first the expression for P ′(Pin) and then Qt(Pin):

P ′(Pin) =
q̂0α(E0 + Eα) + (t− q̂0α)Pin

t+ q̂0α
− E0α ,

Qt(Pin) =
2

t+ q̂0α

(
Pin −

E0 + Eα

2

)
.

(C.4)

We can now determine the pressure drop ∆P ∗ such that Qt(∆P ∗) as reported in
Eq. (C.1) is equal to (∆P ∗ −∆P 0

c )/t, namely

∆P ∗ = ∆P (0)
c +

t

t− q̂0α
(Eα −∆P (0)

c ) (C.5)

For pressure ∆P ∈ (∆P
(0)
c ,∆P ∗) we have (∆P ∗−∆P 0

c )/t > Qt(∆P ∗
c ), this means

that the fluid cannot flow in the second channel and the flow rate is given by
Q0,t(P ). Above ∆P ∗ the second channel is open and the flow rate is given by
Qt(∆P ∗

c ). The criterion to select the first excited channel that opens above ∆P
(0)
c ,

is that the pressure ∆P
(1)
c is the smallest among all the ∆P ∗ computed for all

possible two-channel geometries. This translates into

∆P (1)
c = min

∆P ∗
c

∆P ∗
c = ∆P (0)

c +min
α ̸=0

t

t− q̂0α
(Eα −∆P (0)

c ) (C.6)

The channel satisfying the minimum condition is denoted by α1.

C.2 The three channels problem
There are three possible configurations for the position of the second excited chan-
nel with respect to the ground state and the first one. They each lead to a slightly
different expression for the pressure ∆P

(2)
c , but all simplify to ∆P

(2)
c = Eα2 in the

limit t → ∞.
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Figure C.2.1: Schematics for the Cayley tree with three open channels in the
three possible geometrical arrangements.

The first case is the simplest: the second channel opens with a common overlap
q̂0α2 = q̂α1α2 with the ground state and the first channel. See Figure C.2.1 left. By
construction, q̂0α2 < q̂0α1 .
The pressure ∆P

(2)
c reads:

∆P (2)
c = min

α2 ̸={α1,0}

[
Eα2 −

q̂0α2

t+ q̂0α1 − 2q̂0α2

(Eα1 + E0 − 2Eα2)

]
(C.7)

In the limit t → ∞, we saw that q̂0α1 = O(1); from this and q̂0α2 < q̂0α1 , it follows
that q̂0α2 = O(1) and ∆P

(2)
c = Eα2 .

The second case corresponds to the opening of the second excited channel from
the ground state with an overlap q̂0α2 > q̂α1α2 = q̂0α1 . See figure C.2.1 middle.
The pressure ∆P

(2)
c reads:

∆P (2)
c = ∆P (0)

c − q̂0α1

t− q̂0α1

(Eα1 −∆P (0)
c ) + min

α2 ̸={α1,0}

t+ q̂0α1

t− q̂0α2

(Eα2 −∆P (0)
c ) (C.8)

When t → ∞, the previous argument for the first excited channel sets q̂0α1/t ≈ 0.
In this limit, the resulting expression for ∆P

(2)
c is:

∆P (2)
c = ∆P (0)

c + min
α2 ̸={α1,0}

t

t− q̂0α2

(Eα2 −∆P (0)
c ) when t → ∞ (C.9)

This expression is identical to Equation (C.6) with the substitution α → α2, and
applying the same arguments of the first channel we arrive at setting q̂0α2/t ≈ 0,
leading ∆P

(2)
c = Eα2 .

The last case is the mirror of the previous one, with the second channels that
opens from the first one with overlap q̂α1α2 > q̂0α1 = q̂0α2 . See figure C.2.1 right.
The pressure ∆P

(2)
c reads:

∆P (2)
c = ∆P (0)

c +
t

t− q̂0α1

(Eα1 −∆P (0)
c ) + min

α2 ̸={α1,0}

t+ q̂0α1

t− q̂α1α2

(Eα2 − Eα1) (C.10)

When t → ∞, the previous argument for the first excited channel sets q̂0α1/t ≈ 0.
In this limit, the resulting expression for ∆P

(2)
c is:

∆P (2)
c = E1 + min

α2 ̸={α1,0}

t

t− q̂α1α2

(Eα2 − Eα1) when t → ∞ (C.11)

This expression is again similar to Equation (C.6) and applying the same argu-
ments of the first channel we arrive at setting q̂α1α2/t ≈ 0, leading ∆P

(2)
c = Eα2 .
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APPENDIX

D

DEPENDENCE OF THE INVASION PATTERN FROM
THE GLOBAL PARAMETERS

For all the simulations discussed in Chapter 5, we assumed that the viscosity ratio
M = µN/µW and the capillary number CaP = (∆P/Nx)/(2γ/r0) fully characterize
the displacement patterns. In this Appendix, we want to verify this assumption,
showing that different simulations prepared setting the same values for M and CaP
will return the same pattern. For each of the invasion patterns shown in Figure
D.0.1, different values for both the surface tension γ and the global pressure drop
∆P were chosen, but such that CaP is the same. The patterns are very similar to
each other, varying only by small details at the scale of few pores. In particular, the
foam originates and propagates from the same transition height Λ. Analogously,
Figure D.0.2 show three different patterns for which both the average radius r0
and ∆P/Nx are varied. Also in this case, identical values of CaP leads to similar
patterns. An analogue test for the viscosity ratio M was done. In Figure D.0.3 it
is shown that a different choice for the wetting and non-wetting viscosities, µw and
µn, will not modify the macroscopic output, as long as their ratio is kept equal.
We also investigate the dependence of the invasion pattern from the width of the
radii distribution. For different simulations, we generate the tubes radii from the
same uniform distribution shown in the main text, that we report here

Π(r0) =

{
1/a if r0 ∈ [r0 − a/2, r0 + a/2]

0 otherwise
, (D.1)

having the same r0 but different width a. The outputs are presented in Figure
D.0.4, where we observe Λ to remain the same, while the number of finger and
the compactness of the foam seem both to decrease as a rises. A further analysis
might characterize and quantify this relationship.
Finally, to look at the influence of the network size, in Figure D.0.5 we show some
patterns obtained varying only the number of tubes per side, Nx = Ny ≡ N in a
square network. We observe the finger-foam transition to occur at approximately
the same distance Λ from the inlet, so the foam just propagates for longer distances
when N is bigger.
Note that the unit of measure of the physical quantities, not reported here, can
be chosen arbitrarily, as long as the choice remain consistent with the fact that
the global parameters introduced must be dimensionless.

84



Figure D.0.1: Snapshots of the invasion pattern at breakthrough setting different
combinations of the surface tension γ and the global pressure drop ∆P but keeping
CaP = 0.25 For these simulations we set Nx = Ny = 200, M = 10−2 and r0
uniformly distributed according to eq. (D.1) with r0 = 0.25l and a = 0.15l.

Figure D.0.2: Snapshots of the invasion pattern at breakthrough setting different
combinations of the average radius r0 and the global pressure drop ∆P but keeping
CaP = 0.25. For these simulations we set Nx = Ny = 200, M = 10−2 and r0
uniformly distributed according to eq. (D.1) with a = 0.15l.
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Figure D.0.3: Snapshots of the invasion pattern at breakthrough setting different
combinations of the viscosities µn and µw but keeping M = 10−2. For these
simulations we set Nx = Ny = 200, CaP = 0.25 and r0 uniformly distributed
according to eq. (D.1) with r0 = 0.25l and a = 0.15l.

Figure D.0.4: Snapshots of the invasion pattern at breakthrough with r0 uni-
formly distributed according to eq. (D.1) with r0 = 0.25 l and different values for
a. For these simulations we set Nx = Ny = 200, CaP = 0.25 and M = 10−2.
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Figure D.0.5: Snapshots of the invasion pattern at breakthrough setting different
system lengths N = Nx = Ny. For these simulations we set CaP = 0.25, M =
10−2, and r0 uniformly distributed according to eq. (D.1) with r0 = 0.25l and
a = 0.15l.).
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